TR E R BRI F R

Low Power Buffered Clock:Tree Synthesis Considering Buffer

Transition Time

Fopo4 ima

hExRE omzp g1

P R 4t £ 2



T REWR B2 K AR
Low Power Buffered Clock Tree Synthesis Considering Buffer

Transition Time

MogoA TmE R Student : Huang-Liang Chen
hERR I L Advisor : Hung-Ming Chen

TIAEE L BRI LT

RPN =

A Thesis
Submitted to Department of Electronics Engineering & Institute of Electronics College of
Electrical Engineering and Computer Science
National Chiao Tung University
in Partial Fulfillment of the Requirements
for the Degree of
MASTER OF SCIEMCE
in
Electronics Engineering

June 2005
Hsinchu, Taiwan, Republic of China

PoE N R4 e g



Ry mzp g4

FAiAE e BA R Y EIERR R

FIMr ik o o 2 AA L RBA I ZARENEFEFHRRE > 2

HERE R OREEE G e BHTE 0 LI S @SR

A7k SR g 0 RIS A L ) e SR

L R



Low Power Buffered Clock Tree Synthesis

Considering Buffer Transition Time

Student: Huang-Liang Chen Advisor: Dr. Hung-Ming Chen

Department of Electronic Engineering
Institute of Electronics
National Chiao Tung University

Abstract

Clocking has been playing a very important role in current VLSI designs. As
technology advances, there exist millions or billions of gates on a chip, which
makes the clock network design much more challenging since synchronization
in chip is one of the primary:concerns. However, chips running at higher
frequency consume much more power,~mostly on clock distribution. Without
carefully planning clock network, the chips will suffer from high power
dissipation. In this thesis, we develop a methodology which can be applied in
buffered clock tree synthesis to achieve low power demands. It is based on the
analysis of any given buffer library in finding best transition time for low power
and customized buffer insertion. The experimental results are encouraging. We
have obtained average up to 10% power saving and smaller clock skew

compared with a previous work based on gate sizing.
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Chapter 1

Introduction

Clock designs play an important role in modern VLSI designs. As technology ad-
vances, a chip may have millions ofsgatesswith a very complex structure. The
synchronization of clocks on a chip,is-¢ritical.to the performance and reliability of
the chip. In a synchronous digital system. the clocksignal defines the time reference
for the movement of data within the systemi=Therefore the clock distribution need

more careful design methodology in:medern VI:SI.

1.1 Motivation for Designing Low Power Clock
Network

Due to a large amount of fan-outs that distribute over long routing distances in
clock tree, among clock network designs, the buffered clock tree structure (as shown
in Figure 1.1) is one of the most popular clock network designs adopted in modern
VLSI designs. The buffered clock tree is a clock tree which has some buffers inserted
between the clock source and all the registers driven by the clock signals. The major

advantage of the buffered clock tree is that the buffered clock tree can maintain the



Clock sonrce

Figure 1.1: A buffered clock tree with synchrenizing elements {S1,52,S3,S4} and
buffers{B1,B2,B3}. ‘

quality of the clock waveform. Aneother-benefit of buffered clock tree is that the
inserted buffer in a clock path help reduce the interconnect resistance between clock
source and driven register so that the wire RC delay is decreased. In order to meet
timing constraint, we need to insert a lot of buffers along the clock paths. As a
consequence, clock nets have a lot of buffers that may consume much more power, it
is necessary to reduce the clocking power in high performance designs. In this thesis,
we propose an effective algorithm to reduce the power consumption of buffered clock
tree and we actually obtain up to 13% power saving compared with previous works

based on gate sizing [7] [18], using the benchmarks from industry [1].



1.2 Organization of The Thesis

This thesis is organized as follows. In Chapter 2, we discuss some previous works in
clock tree design. In particular, we introduce one greedy based algorithm to insert
buffers for low power design from [18] and also introduce one proposed algorithm
from [7] for get sizing. In Chapter 3, we formulate the problem of low power clock
tree synthesis and introduce our estimation models. In Chapter 4, we will present our
approaches on how to reduce power consumption by some observations, including
buffer library analysis. Then we will show the experimental results in Chapter 5.

Finally, we conclude the thesis with discussions for future work in Chapter 6.



Chapter 2

Historical Clock Tree Construction

In this chapter, we give a brief overview of clock tree design. In particular, we will
describe the buffer sizing algorithm fomlow pewer clock network design from [7] and

[18], and explain the implicit defects.

2.1 Previous Works

Previous works on clock tree construction focused on zero or near zero-skew rout-
ing. H-tree [2] is the earliest research about clock tree synthesis. Although H-tree
structure can decrease clock skew, it has two constraints. One is that all clock sinks
have the same loads. The other is that all sinks must be placed symmetrically.
MMM (method of means and medians) algorithm [11] recursively partitions clock
sinks and balances them with different length of interconnect to reduce clock skew.
Tsay [16] is the first paper to probe into the exact zero skew clock tree construction.
The exact zero skew algorithm recursively links the zero skew sub-tree. However,
the algorithm will produce longer length of interconnect than other approaches do.

Notably, the Deferred-Merge Embedding(DME) algorithm [5] [4] [3] achieve mini-



mum wire-length and tree radius for any given topology. It embeds internal nodes
of a topology G via two phases. First, DME bottom-up constructs a tree of merging
segments, or merging tree, and represents loci of possible placements of internal
nodes in the zero-skew tree. Second, it top-down determines exact locations for
the internal nodes of G. [12] proposes a buffered clock tree synthesis applying a
clustering algorithm to obtain clusters of approximately equal capacitance loading.
The skew due to load imbalance is minimized by wire sizing and wire lengthening.
[9] investigates the problem of improving the performance of a synchronous digital
system by adjusting the path delays of the clock signal from the central clock source
to individual flip-flops. In addition, it proposes two linear programs. One minimizes
the clock period while avoiding cleek hazards;: the other maximizes the minimum

safety margin against clock hazard for a-given period.

Until recently, it is gettingzmore important to-reduce the power consumed by
the clock network due to highet. frequency opeération in modern digital systems.
For the low power clock, some researches” [15] [18] have tried to insert buffers
to minimize the clock power. [7] proposes to use gate sizing in achieving power
optimization. Authors of [6] and [8] exploit similarities in the switching activity
of the clocked modules to reduce the number of the gates for clock gating. Tellez
et al. in [17] investigate the problem of computing a lower bound on the number
of buffers required in the clock tree given a maximum transition time constraint.
Moreover, [13] [14] emphasizes that the transition time becomes the key factor
of low power clock design and the tradeoff between the power and transition time
when optimizing the clock tree is discussed. However, none of them can effectively

use buffer library to help reduce power dissipation while inserting buffers in clock



network. Specifically, we introduce two works in gate sizing and low power clock

network design in the following subsections.

2.2 Gate Sizing Algorithm in Reducing Power Con-
sumption under Skew Constraint

Here we introduce buffer sizing algorithm (proposed in [7]) for power minimization
and we modify it so that it can optimize the circuit under the skew constraint. Let
a move represent a single gate resizing, which consists of replacing a nodes gate
go with an equivalent gate g;. Let us denote ACost (call "gradient”) denote the
variation Cost; — Costy of some cost function C'ost produced by this move. In
practice, although the change of buffer can affect the power of every buffer in the
fanout and fanin cone, its effect on the power gradients decreases quickly. In other
words, sizing a buffer has a large power effect in the first level of fanout but has
a relatively smaller power effect on the second level of fanout and so on. Instead
of evaluating the entire circuit, which is computationally expensive in an iterative
algorithm, we only evaluate within a sub-clock tree composed of its parent and
children of the change. We thus have a much cheaper gradient evaluation, and we
avoid recomputing the gradients. This CPU time versus accuracy tradeoff has been

experimentally validated in this algorithm.

Figure 2.1 shows the modified buffer sizing algorithm GS(Gate Sizing), which
optimizes the clock tree power while conforming to the skew constraint. First, all
buffers are put in an update list. All buffers in the list will be evaluated by the
local cost function. The local cost function only calculates the immediate tree level

of a buffer since evaluating the entire clock tree is too computationally expensive.
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Figure 2.1: The design flow of gate sizing algorithm.
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Figure 2.2: Sinks are partitioned inte clusters-with-almost equivalent loading capac-

itances.

Therefore, we can evaluate the local cost function by trying all buffer sizes. After

all buffers in the update list are evaluated by the local cost function, some buffers’

size must be adjusted.

Since the buffer locations are limited gate sizing algorithm has the choices of the
buffer types so we further change the buffer’s locations for initial clock tree that
the can cause different power consumption. Hence we briefly describe an intuitive
clustering algorithm [10], which can change buffer’s location for initial clock tree.

We utilize this algorithm that creates N*N. It is shown in Figure 2.2 that each clus-
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T

nodes is equal to the buffer input capacitance. Thus we general another level of the

clock tree. The illustration is shown in Figure 2.3.

2.3 A Greedy Algorithm for Zero-Skew Low Power
Buffered Clock Tree Construction

Here we introduce a greedy algorithm (proposed in [18]) on how bottom-up merging
can handle buffer insertion and reliability issues while maintaining zero skew. In

order to maintain the rise time constraint in each cell or to reduce interconnect



delay, we have to insert many buffers on the path from the root of clock tree to
any sinks. The greedy algorithm chooses locally optimal solution by cost function,
which is to decide where to insert buffer for low power designs. It may get good

solution for low power design.

10



Chapter 3

Estimation Models for Low Power
Buffered Clock Tree Synthesis and
Problem Formulation

In this chapter, we briefly describe the estimation models and problem of low power

buffered clock tree synthesis.

3.1 Delay and Clock Power Calculation

Clock tree synthesis is usually performed after cell placement to get more accurate
physical information. The clock latency of a flip-flop’s clock pin is the path delay
starting from the root of clock tree, through the distribution cells, and ending at
the clock pin (sink). In other words, the arrival time of a flip-flop’s clock pin is its
clock latency. Let all sinks of the circuit denote as S={s1,s2,.....,5,}. A clock tree
Ts is an embedding of the connection topology in chip. The skew constraint of Tg

is then defined as the maximum difference of clock latency, which is:

11



Skew(Ts) = mazx{t(so, s;) — t(so,5;)}Vsi,s; € S (3.1)

where ¢(s;, s;) is propagation delay from s; to s; and will be explained in the following

subsection. We then present our power estimation model and formulate our problem.

3.1.1 Delay Estimation

Figure 3.1 illustrates a more abstract delay model. The time t needed for a signal
to propagate from the input of a gate to the input of the next gate is t=t;+t,+t.,
where ¢4 is the propagation time inside the gate, ¢, is the output transition time,
and t. is the connection time spent in the wire. The delay depends on the output

load and on the input transition time.

The most accurate delay estimation is a’simulation from differential equations,
e.g., with SPICE, however it 18 toosmueh-&PU expensive. A table lookup based
nonlinear interpolation delay modeliis within'3% of SPICE [7]. We therefore use

such an accurate table lookup based nonlinear delay model.

For two-dimensional tables, the delay calculator uses a bilinear interpolation rou-
tine to determine these intermediate function values. For example, in Figure 3.2,
we are to compute a cell’s delay value Dyq,q4e for a specific effective load Cigpger and
input transition time 7,., delay calculator uses the delay values D;,D5,D3 and D, of
the four points in the table whose loading and input transition time come closest
to the specified load and input slew values. To compute Digpget, delay calculator
determines T'emp,s and T'empp which are intermediate values computed by linear

interpolation. The equations for delay calculator to calculate Dy, 4 are as follows.

12
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3.1.2 Power Estimation

To optimize the power for clock tree, it is important to have a legitimate estimate
of power consumption. In a clock tree, wires and cells contribute to the power con-
sumption. For wires, the power P, (wire) is dissipated by charging and discharging
the wire capacitance. We use the given formula below to estimate the net capac-
itance for calculating the delay of clock buffers. The equation estimates the net
capacitance for calculating the delay of clock buffers. The equation to estimate the

net load C of a driver pin is

14



Cire = Z net_length ¢ (3.5)

all_fanout

where ¢ is the weighting parameter from [1]. We can then obtain the wirelength by
summing up the Manhattan distance of any two connecting cells ,which is the net

length from driving cell to the driven cell.

The power consumption for cells consists of two components. One is switching
power consumption P, (cells) which corresponds to charging and discharging of the
capacitance in cells. The other is an internal power (short-circuit power) of cells. We
use table lookup based nonlinear power model library in this thesis to find accurate
values of internal power for cells: The estimation of total power is then from the
switching power (wire and cells) and internal-power- P, (cells) (short-circuit power)

of cells:

all_net
Py, (cells + wires) = ( Z C))* Vs f (3.6)
i=1
Protar = Psw(cells) + Py, (wires) + Piy(cells) (3.7)

3.2 Problem Formulation

Problem 1 Low Power Buffered Clock Tree Synthesis: Given a set of sinks
(flip-flops) of the circuit as S={s1,82,.....,8,} and buffer library, construct a buffered
clock tree which minimizes clock skew while reducing the power consumption on

cells (flip-flops and clock buffers) and wires (wirelength).

15



Chapter 4

Low Power Buffered Clock Tree
Synthesis By Customized Buffer
Insertion

Due to timing constraints, buffer insertion becomesnecessary in clock tree synthesis.
However, this technique may léad to mereé power pénalty. Through effective analy-
sis, we have made some observations for buffer insertion techniques in reducing clock

power.

4.1 Find Best Transition Time Between Buffers
and Flip-Flops

If we need to design clock tree for low power, we have to reduce wirelength that
contributes switch power. Hence, for minimizing wirelength, we have to find a

better topology in clock tree synthesis to reduce switch power in wires.

16



We can reduce the internal power consumption of cells by finding the relationship
between power consumption of cells and transition time of the drivers. [13] and
[14] propose the key point of transition time for reducing power consumption. They
find that it is necessary to have a transition time bound to assure the performance
of the system. This bound can affect the power optimization result significantly.
In addition, in order to reduce the clock power, the internal power of cells need to
be considered. We get two aspect of low power design. First, we need to carefully
analyze the relationship between transition time and power consumption. Second,
we have to consider the relations in the internal power of cells for total power

consumption.

We discuss the first aspect from analyzing eutput loading and transition time
between buffers and flip-flops. If we can find the:best transition time, it can consume
less power and insert less number of buffers in the ¢itcuit. Based on our observation,
we can analyze the given buffer library and use the relationship between transition
time of buffers and power consumption reduction. At the first level of clock tree,
buffers need to drive some flip-flops. We observe that cells will consume power

differently under different transition time of driving buffers.

From given buffer library, we understand the characteristics for buffers and flip-
flops such as power, delay and transition time. We then analyze corresponding power
for buffers driving flip-flops. We further know that under the best transition time,
less power consumption can be achieved. For example, there is a circuit with 123
flip-flops and we choose one type of inverters in buffer library for repeater insertion.
The simple correspondence relation is shown in Figure 4.1. In order not to insert

many buffer to drive loads, we intend to use less number of buffers in clock tree

17
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Figure 4.1: The simple correspondence relationship between choosing transition time
for buffers and driver clusters of flip-flops.

construction, which means the number‘ of load'dusters will be less. However, buffers
will provide larger transition tiﬁ;é for ﬂiﬂ-ﬂqﬁé, in;ctoducing more power dissipated
in flip-flop. On the other hand, if we: haffe more-clusters of loads, which means
there are larger amount of bufférs ih‘fhé clgék network. This leads to more power
consumption in inserting buffers. According to bur observation, we will analyze the
buffer library to obtain the best transition time for the tradeoff. It is shown in

Figure 4.2.

4.2 Use Smaller Buffer Type

We find the best transition time for each buffer in the library. Next step is to de-
cide which buffer type will be used in clock design. Previous works emphasize that

they can obtain optimal buffer size and insertion solution but they are not fitted

18
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Figure 4.2: Different power dissipation‘in a‘cluster can be obtained due to different
transition time between buffer and flip-flops.

into clock tree construction. Although we do not consider real routing, the switch
power component for the net capacitance should be considered. We evaluate the
wirelength by summing up the Manhattan distance of any two connecting cells. If
we utilize the bigger buffer to drive some flip-flops, we will get the longer wirelengh
from buffers to cells. If we choose smaller buffer type instead of the bigger one, we

can obtain shorter total wirelength between buffers and cells.

19



(a) (b)

Figure 4.3: Consider two cases with different. size ‘of buffers. (a) We can reduce
switching power component for wiresby inserting-smaller buffers. (b) Larger buffer
will cause longer wirelength.

In Figure 4.3(a) and Figure 4.3(b) show different wirelength results. In Figure
4.3(a), we insert two small buffers and generate two clusters in the circuit and each
buffer drives four flip-flops. however in Figure 4.3(b), we insert the buffer which has
two times the size of small one, we utilize one buffer type to drive eight flip-flops. We
observe that it has longer wirelength than using the smaller buffer sizes. Therefore

we can reduce switching power component for wires by this observation.

20



4.3 Prefer Inverter When Inserting Clock Buffers

From the buffer library that includes clock buffers and inverters, we obtain each
buffer’s characteristic from previous analysis. Previous works seem not to use in-
verter as repeater since they do not mention there existing inverter type in buffer
library. However we find that the power consumption of inverter is less than that of
buffer type. Hence, we will consider to insert inverters as repeaters. Although we
observe that using inverter type can reduce more power consumption, there exist
a critical problem in using inverter insertion: phase problem. While all flip-flops
are positive-edge-triggered, we need to ensure the clock signal that is positive-edge-
triggered. It is not desired that the funection .of the circuit could be incorrect after
clock tree construction. We solve the piroblem as shown in Figure 4.4. We need
to keep an even number of inverters from’the root of clock tree to leaves of the
tree. Because we choose the same invertersito insert in each level of clock tree,
this problem can be simplified. We just.compute how many levels of clock tree are
constructed, then decide to insert the buffer or the inverter in the root of clock tree.
If we find the odd levels have been constructed, we need to choose the inverter type
to insert in the root of clock tree, otherwise we will choose the buffer type to be
inserted. This method can maintain the correction of phase problem and we can use

effectively use inverter to reduce total power at the same time.

4.4 Clustering of Clock Tree for Load Balancing

There is a problem arises that how we can effectively utilize buffers we have analyzed.

We can further create clusters for clock tree and let each cluster has approximately

21
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loading so that each buffer drivé the same ‘loadihg, which can ensure to maintain
the best transition time in each cluster. We have the following problem: The clock
pin clustering problem can be described as follows:

Given a set of clock pins (buffers), partition them into K clusters, and the ratio of
the largest cost function to the smallest cost function is less than a given real bound
B. Hence we have implemented a clustering algorithm, shown in Figure 4.5 | that

can be used to create clusters for clock tree load balancing.

The task is to partition the input set into K clusters such that all of them
have approximately the same load, then equally-sized buffers at the same level are

inserted. This clustering can be applied hierarchically at different levels of a clock

22



Algorithm : Clustering (5,R7.5)
Input :

1. A set S of N clock pins (butfers)

2. The rectangle R containing S

3. The balance bound B and each cluster size C
QOut put :

A list L of balanced clustering solutions

begin
if set S =10

return L = {cast(S1), cost( S2), ..cost{ 5k };

else
corm pute clock pin set 51 contained by B
end
if [5-C| <B
5 =8 —51
else
do
choose the nearest pins P of the rectangle bound ;
fS—-C>10
add Pin 51
else
decrease P oout 51
end
while |5 - | = B;
end

end

Figure 4.5: The algorithm for clock pin clustering.
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tree. At bottom level, the algorithm clusters flip-flops, while in middle levels of the
clock tree clock buffers are clustered in the next level. The input of the algorithm is
a set of flip-flops or clock buffers with associated locations and input capacitances,
and the size of cluster loading. The total load of each cluster can be measured by a

cost function:

all_cells
C(each_cluster) = Z Ci+pB*D (4.1)
i=1
where C} is the input capacitance of cells, (3 is the weight term, and D is the diameter
of the input set which is defined as the Manhattan distance. Interconnect delays
within clusters are concurrently balanced as well, thereby generating a low-skew
buffered clock tree design. The.synthesis.approach can be applied recursively to

generate a nearly zero skew clock tree. Weshow the result of clustering in Figure

4.6.

4.5 Overlap-Free Clock Buffer Placement

It is not feasible when inserted clock buffers overlap with other cells (shown in
Figure 4.7(a)). Therefore we need to find the feasible and good range to place the
clock buffers. First, if we find the clock buffers overlap with other cells, we define
the feasible range around the clock buffer. If other cells are covered in the feasible
range we will choose them to be candidates (shown in Figure 4.7(b)). Around these
candidates we can find the feasible range according to the area of the clock buffer
(shown in Figure 4.7(c)). We choose a feasible position around the cell in this

feasible range, and then we place the buffer (shown in Figure 4.7(d)) in the feasible
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Figure 4.6: Flip-Flops are partitioned-.into-clusters of approximately identical load-
ing.

position. Figure 4.8 shows the overlap-free algorithm, which will avoid the clock

buffer overlapping with other cells.

4.6 Methodology for Low Power Buffered Clock
Tree Synthesis

We have introduced all of our observations for low power design and applied all of
them in our methodology in achieving low power buffered clock tree construction.

First we automatically analyze buffer library to obtain the characteristics of each
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Figure 4.7: Overlap-free clock buffer placement.

buffer and find the best transition time for each buffer. We implement the clustering
algorithm and consider the number of clusters which is based on the best loading in
the circuit. Then we use the clustering algorithm in order to obtain each cluster of
approximately equal capacitance loading and further insert buffers to drive identical
loading at the same level of clock tree, also check if overlap occurs at the same time.

Our design flow is shown in Figure 4.9.
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Procedure Non-Overlapping Buffer Placement ()

begin
while insert bu f fer in each cluster

calculate the center of mean in clusters: mean _xr, mean y;
overlap = check the overlapping (mean_r mean_y , bu f fer area):
if overlapping = 1/ Joverlap occurs
find the candidates of cells:
find the feasible position: fea_r . fea_y
return ( fea_r, fea_y);
else
return (mean _r, mean 3 );
end
end
end

Figure 4.8: The algorithm for avoiding overlapping during clock buffer placement.
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Chapter 5

Experimental Results

We have applied the design methodology shown in previous chapter to optimize the
power consumption of the clock tree whilereonforming to the skew constraint and
perform experiments on some real cell;based benchmarks provided in [1]. We also
implement another combined approach [7}and [18] that is shown in Section 2.2 in
order to show the effectiveness'of our approach,. The parameters of technology for

our experiments are form [1].

5.1 Gate Sizing vs. Our approach

In this section, we compared the gate sizing algorithm with the clock skew constraint

on five benchmarks in Table 5.1.

We show the experimental results of power reduction ratio. Buffer library analy-
sis finds the best transition time to optimize power dissipation, which means we
make use of each buffer efficiently. Moreover, this approach can obtain more power
reduction when the number of flip-flops is getting larger. The results show that our

approach can achieve low power clock design and it is scalable to larger circuits. The

29



Gate sizing | Our approach

Benchmark | # of flip-flops
Clk_100 123
Clk_500 500
Clk_1000 1234
Clk_5000 5000
Clk_10000 10000

Table 5.1: Benchmark Profile from [1]

GS \ Ours
Benchmark | Skew constraint(ns) power(mW) reduction(%)
Clk_100 0.05 4.48512 4.13609 8.4%
Clk_500 0.08 19.29948 | 17.51394 10.1%
Clk_1000 0.1 46.80549 | 42.30692 10.4%
Clk_5000 0.5 188.39265 | 169.13925 11.38%
Clk_10000 1 STTHYI68 | 331.92524 13.73%
Average 10.8%

Table 5.2: Comparison between gate sizing approach with our approach in power

consumption.

results are shown in Table 5.2. Further-more, the approach in [7] may change the
size of inserted buffers and that may cause the increase of clock skew. We, however,
insert identical size of the buffers in the same level of clock tree, which effectively

avoids the skew increase. It is shown significant improvement in clock skew in Table

2.3.
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GS \ Ours
Benchmark | Skew constraint(ns) || clock skew(ns) | reduction(%)
Clk_100 0.05 0.00849 | 0.00638 24.9%
Clk_500 0.08 0.03117 | 0.01867 40.1%
Clk_1000 0.1 0.05046 | 0.03454 31.5%
Clk_5000 0.5 0.1872 | 0.05682 69.6%
Clk_10000 1 0.21826 | 0.09648 55.8%
Average 44.4%

Table 5.3: Comparison between gate sizing approach and our approach in clock
skew.

5.2 (N*N)Clustering + Gate Sizing vs. Our Ap-
proach

In this section, we add the (N*NJielustering algorithm [10] in gate sizing algorithm
as a comparison platform. It will.change the initial topology in the clock tree and
can help the gate sizing algorithmute-have more «choices from the buffer library.
We show the two experimental results in Table 5.4 and Table 5.5. In Table 5.4,
the results of power consumption have been compared. It is shown that we have
obtained up to 3.4% power saving averagely. In Table 5.5, we have smaller clock

skew base on gate sizing as well.

5.3 Greedy Approach + Gate Sizing vs. Our Ap-
proach

In this section, we use the greedy based algorithm [18] in gate sizing algorithm
as fairly comparison platform. It will generate the initial topology in the clock

tree and insert buffer based on greedy approach in the clock tree. It will finally
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(n*n)clusters+GS | Ours
Benchmark | Skew constraint(ns) power(mW) reduction(%)
Clk_100 0.05 4.20268 4.13609 1.5%
Clk_500 0.08 18.02451 17.51394 2.8%
Clk_1000 0.1 44.34551 42.30692 4.6%
Clk_5000 0.5 184.41550 169.13925 8.2%
Clk_10000 1 370.65985 331.92524 10.4%
Average 3.4%

Table 5.4: Comparison between our approach and gate sizing plus N*N cluster
algorithm in power consumption.

(N*N)clusters+GS | Ours
Benchmark | Skew constraint(ns) clock skew(ns) reduction(%)
Clk_100 0.05 0.03197 0.00638 80%
Clk_500 0.08 0.06026 0.01867 69%
Clk_-1000 0.1 0.09846 0.03454 64.9%
Clk_5000 0.5 0.20853 0.05682 72.7%
Clk_10000 1 0.38453 0.09648 75.9%
Average 72.5%

Table 5.5: Comparison between our approach and gate sizing plus N*N cluster
algorithm in clock skew.
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Greedy+GS \ Ours
Benchmark | Skew constraint(ns) power(mW) reduction(%)
Clk_100 0.05 4.19938 4.13609 1.5%
Clk_500 0.08 17.96822 17.51394 2.5%
Clk_1000 0.1 43.62621 42.30692 3.0%
Clk-5000 0.5 176.7925 | 169.13925 4.3%
Clk_10000 1 347.2925 331.92524 4.4%
Average 3.14%

Table 5.6: Comparison between our approach and greedy based algorithm plus gate
sizing algorithm in power consumption.

generate some good topology for the clock tree. However this approach does not
consider transition time issue for low power. We show the two experimental results
in Table 5.6 and Table 5.7. In Tahle 5.6, the,results of power consumption have
been compared for two approaches. It is-shown that we have obtained up to 3.14%
power saving averagely. However the results of clock skew (in Table 5.7) are slightly
worse but we can still obtain néar-zero clock-skewr We analyze four approaches for
power consumption in Figure 5.1. Wefind that if the numbers of flip-flops increase,
our approach will save more power consumption and less clock skew is achieved in

Figure 5.2. These verify the effectiveness of our approach.
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Greedy+GS \ Ours
Benchmark | Skew constraint(ns) clock skew(ns) reduction(%)
Clk_-100 0.05 0.00601 0.00638 -6.0%
Clk_500 0.08 0.01767 0.01867 -5.6%
Clk_1000 0.1 0.03012 0.03454 -14.6%
Clk_5000 0.5 0.05248 0.05682 -8.2%
Clk-10000 1 0.09342 0.09648 -3.2%
Average -7.52%

Table 5.7: Comparison between our approach and greedy based algorithm plus gate
sizing algorithm in clock skew.

Power consumption
400 —
20 I B Curs
Total power {mW)
00 || | B Greedy+G3
O N*¥N+GE
100 L OGS
1 2 3 4 5
A Curs 4,13600 | 17.5139 (42,3069 | 169,129 [ 331.925
B Cready+Gs | 419938 | 17.9682 | 436262 | 176,793 | 347.293
ON*N+GS [ 4.20268 | 18.0245 (44,3455 | 184 416 | 27066
aOcs 448512 | 19.2005 [ 46,8055 | 188,303 [ 277518
Benchmark

Figure 5.1: Clock power reduction comparison between approaches.
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Clock Skew

0.5
0.4
—_ — Qurs
;f/ 0.3 — Greedy+35
& 05 N*N4GS
G3
0.1
0
1 2 ) 4 5
— Duis 0.0064 (0.0187 |0.0345 | 0.0568 | 0.0965
— Greedy+CS | 0.006 |0.0177 |0.0301 |0.0525 |0.0934
N¥N+Gs | 0.032 |0.0603 |0.0985 |0.2085 |0.3845
o3 00085 (00312 |0.0505 |0.1872 | 0.2183
Benchmark

Figure 5.2: Clock skew performance comparison between approaches.
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Chapter 6

Conclusion and Future Work

A buffered clock tree is often desirable to solve skew problem. However, as technol-
ogy advances, chips running at higherfrequency are harder to obtain lower power

consumption in clock network.

In this thesis, we further verify that the transition time is one of the key factors
for low power clock design. We find.that-the transition time is more important
for low power design because it affects the power consumption of the cells. We
propose to analyze buffer library to find best transition time in buffered clock tree
synthesis. According to the result of buffer library analysis, under the best transition
time we attain the smaller power between the buffers and the flip-flops. We cluster
flip-flops such that clusters are approximately the same loading. Each of these
clusters is driven by identical buffer type. According to our analysis we ensure the
power consumption of each cluster is the best solution and we can utilize the buffers
more effectively. We have obtained averagely 10.8% power saving compared with
a previous approach in aggressive gate sizing [7]. Due to the use of equally-sized

buffer at the same level of clock tree, we can generate a nearly zero-skew clock tree
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and it obtains lower power.

However, many researchers have discussed how to reduce power consumption
considering the gate controlling. After the clock tree is constructed, the gating
signal are optimizing for further power savings. Therefore we hope to find an effective
algorithm that analyzes activation frequencies of flips-flops to effectively achieve less

power consumption
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