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Abstract

Scan design is now a necessary:practice for today's |Cs when considering their
testing. As the size of today's 1Cs now. becomes tremendously large, the traditional
scan test becomes inefficient and troublesome due to two problems: the large test data
volume which leads to unaffordable test application time and the high test power
which may cause reliability problem to ICs. This dissertation makes a comprehensive
study onthese two test challenges.

We propose several solutions. First, we proposes a scan test architecture like
matrix where a new scan cell is invented to be bypassed during pattern shifting when
it is not addressed. This reduces the number of transitions of scan cells and the circuit

under test (CUT) hence reduces the power consumption. In addition, the scan cell



does not introduce any penalty on degrading the performance of the CUT. Moreover,
we also adopt a design to reduce the power of clock tree. Experimental results show
that it can achieve nearly 99% power savings for large size designs.

Next, based on Random Access Scan (RAS), we propose a cocktail scan strategy.
After surveying previous works, we present several improved strategies to improve
the efficiency on test compression. These are: (1) a constrained static compaction,
which is a compaction strategy to keep the number of bit flips the same after test
cubes are compacted; (2) optimum reordering of test cubes: which is the best ordering
of test cubes and is adopted by examining severa cost models to estimate the number
of bit flips; (3) test cube dropping: @ method to drop test cubes while guarantee the
same fault coverage. Experimentalresults.show that the adoption of the above
strategies is very effective in reducing the number of bit flips, leading to an 86%
reduction in test data and ten times of speedup in test application time.

Thirdly, we propose an encoding scheme, Adaptive Encoding, which is suitable
for test data compression in Systemon-Chip (SoC), by utilizing an embedded
memory and encoder. The conventional test data encoding schemes usually suffer the
drawback that the compression rate is affected by the block size, leading inefficiency
in compressing test data. The proposed scheme supports variable block size encoding,

thus eliminates the above drawback and improves the encoding efficiency. In addition,

Vi



we also adopt a hybrid test technique to further reduce the volume of test data. We

also try to make consideration of making tradeoff between the test compression rate

and the test power during the above process. Experimental results show that the

proposed method effectively reduces the volume of test data and test power. More

specifically, we can reduce the test energy by 91.60% and reduce the peak power by

15.57% at the expense of 10.82% loss in test compression.

Finally, we propose a Multilayer Data Copy (MDC) scheme, which is very

suitable for designs with large number of scan chains, to obtain high test compression

with low-power testing. This scheme proposes an architecture which performs two

operations, Copy and Shift, to achieve high test compression rate by exploiting don't

care bits of test patterns. MDC can not.only beused to compress test data sets but also

be incorporated into automatic test pattern generator (ATPG) to give better efficiency.

Similarly, we also consider test power reduction when do test data compression.

Systematic study on this scheme shows that the schem has high compression rate and

low testing power but has a negligible area overhead.
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Chapter 1 Introduction

As IC designs become more complex, traditional test strategies become inefficient
and severa new problems have risen Two of them are the increasing test data volume
and test power due to ever increasing size of chip. First, since large test data volume
increases the test time, test cost is also getting higher, sometimes even higher than the
manufacturing cost. Second, since large number of non-functional test patterns are
applied during scan testing, which is the most popular design-for-testability (DFT)
used in the industry, large test power is observed during scan shifting and this may
damage the circuit-under-test (CUT) or reduce its reliability. This thesis mainly
focuses on solving those two test problems. We propose one novel low power test
architecture and invent three low power:test:compression schemes to both reduce test
data volume and test power.

This chapter first reviews the: IC test-imethodology and design-for-testability
techniques, then describes test challenges of traditional approaches by addressing the
need for low power test compression which is the focus of this work. Afterward, it
reviews previous works on test power reduction techniques, test data compression
techniques and methods which simultaneously reduce the test power and data volume.

At the end, it overviews and describes the organization of this dissertation.

1.1 IC Test Methodology and Design-for-Testability

Tedting of an IC is an experiment in which the IC is exercised and its results are
analyzed to see if the function of the IC is correct. Since during the manufacturing
process of I1Cs, there is a certain chance that some defects, which cause function of the
IC fail or out of specification exist on the IC due to uncertainty of controlling process

factors. The goal of IC test is to screen out the chipswhich fail completely or to meet
1



specifications. A ssimple way to test ICsisto apply function patterns which are derived
from and supplied by designers. However, as the size and complexity of todays IC
become so huge, it is hard to guarantees “all” functions of the IC by just exercising
the ICs function patterns, This enables people resorted to adopt design-for-testability
(DFT) techniques to design ICs. In the following, some of DFT techniques which are

used often are briefly described:

1.1.1 Test Points

Two types of test points can be used, namely, control test points (CP) and
observation test points (OP). The aim o the former test points is to increase the
controllability and that of the latter test points is to increase the observability of the
circuit. Figure 1.1 (a) shows an example circuit for this technique. C1 is a sub-circuit
connected to C2 via a two-input NOR gate..ln Figure 1.1 (b), if we replace the NOR
with a three-input NOR gate, of which eneinput, CP, is controllable, we can inject a0
to C2 through G* by setting CP to a1. Similarly, we can use Figure 1.1 (c) for 0/1

injection for C2, which is the same as Figure 1.1 (d) using a multiplexer for 0/1

G opP
c1 —
: c2 o1 G*
— — : (07

—>
—p

cP
(@ (b)

G* G
Cl G’ C1l 0
. c2
—>
CP1 CP1

(©) ()

c2

Figure 1.1  An example for test points (a) Original circuit, (b) Using a CP for
0O-injection and an OP for observation, (c) Using a 0/1 injection circuit, and (d)

Using a multiplexer for 0/1 injection
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injection with two control points, CP1 and CP2.
1.1.2 Scan Design

Scan design replaces register of circuits using scan register (SR). A scan register is
a register with both shift and paralle-load capability and it has many different
implementations. With SR, we can easily control and observe registers, which are
deeply located inside circuits and are not accessible from primary 1/0 pins. They are
used as pseudo-primary input/output during testing. A generic scanbased design is
shown in Figure 2. Suppose a circuit has n primary inputs, m primary outputs and k
registers, the registers are replaced by SR and connected, for example, in serial. Then
an automatic test pattern generator (ATPG) is employed to produce test patterns,
which have (n + K) bits for each input stimulus and (m + k) bits for each output
response. Scan-based approach is a:most popular: technique in industry and this thesis

also deals with problems of test volume and power-reduction for scan-based designs.

n m

S/ R/
Cl
|—>Scanout
k k
/ IRl Y
/ /

t Scanin
Figure 1.2  Generic scan-based circuit
Scan design has been studied for decades and various SR implementations have

been proposed for various purposes. A normal SR is composed of a multiplexer and a

register, which is shown in Figure 1.3 (a). Several SRs are serially connected via S



and SO pins to form a scan chain. When the scan chain operates in scan shift mode,
i.e, TM = 1, test data are delivered to S. For each test clock, data are shifted one bit
from one SR to its next connected SR. Once atest pattern is completely shifted to SRs,
TM changes to 0 and clock asserts to capture the responses of the circuit-under-test
(CUT). IBM has proposed Level-Sensitive Scan Design (LSSD) [1], which uses a
polarity-hold, hazard-free, and level-sensitive latch, as shown in Figure 1.3 (b). To
obtain race-free operation, clocks CK1 and CK3 as wel as CK2 and CK3 are
nontoverlapping. Random Access Scan (RAS) uses an addressable SR, just like
memory. To be able to address an RAS cell, a decoder is embedded in the CUT to
provide individual SE signal for each RAS cell. When SE = 1, a bit is shifted into the
RAS cell. On the contrary, the RAS cell keeps its data. RAS cells can thus provide
low power testing since, unlike like serial:scan architecture, only one scan cell is

switching during test pattern shifting. We have also proposed a specia scan cell for

DO =5 I L1
DI D O Lso S Sl
S >CK Q' >CK1 -
SCK 2 D Q}——
™
SCK3
(@ (b)
DO
DI
D Q SO
DCK Q'
S|
™
SE

(©
Figure 1.3  Different scan registers (a) Standard scan register, (b)
Level-Sensitive Scan Design (LSSD) and (c) Random Access Scan (RAS) cell
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low power testing, which will be described later in this thesis.
1.1.3 BIST Methodology

Built-in-self-test (BIST) is a testing methodology that a circuit has a capability to
test itself. Compared with scan methodology, BIST substantially reduces test
application time since it applies test patterns to CUT every test cycle. Usually alinear
feedback shift register (LFSR) is used as a pattern generator and a multiple input shift
register (MISR) is used as a signature analyzer to decide “pass” or “fail”. A generad
BIST architecture is shown in Figure 1.4. The advantages of BIST are as follows.
First, using onchip hardware, clock speed can run at-speed without the need of high
speed clock generated from an expensive ATE. Second, it also increases the number
of patterns applied so that the probability to detect random defects that are not
modeled is increased. Moreover, BIST also.reduces the number of pin counts required
of the ATE. BIST applies large amount of random patterns to detect faults of CUT.
However, due to hard-to-detect faults of circuit, BIST achieves lower fault coverage
than deterministic test patterns. Therefore, test points or other techniques such as
multiple-polynomial LFSR[3] are used to detect those hard-to-detect faults.

The BIST nethodology can be applied to not only functional block but also memory.
A systemona-chip (SoC) can thus have many blocks already made with BIST.
Although all BISTed circuits can be run simultaneously to reduce test time, this will
consume very large test power. Test scheduling should be used to make a tradeoff
between testing time and test power. Although BIST may have area and performance
overhead, it reduces the test effort of a complex system that integrates many function

units and memories.



Pass/ Fail
MISR —_—

test clock

Figure 1.4  BIST architecture

1.2 IC Test Challenges

As today' s technique moves to nanometerera, designs have become more complex
and advanced so that more challenges are introduced. |C vendors are experiencing a
decline in yield at 0.13um and the problem:isonly worse at 90nm, 65nm and beyond.
This is due to the increasing side effects such as interconnect delay, crosstalk or
process variation companying with smaller geometries Besides, since the size of

modern designs is increasing, the size of test set and test power are aso getting larger.
1.2.1 Test Cost

As predicted in ITRS 2001 [4] as shown in Figure 1.5, the test cost of a transistor
will equal to it manufacturing cost in about 2010. Test cost is increasing since test
time is getting longer due to huge test data volume. This is explained as follows.
Suppose a circuit has G gate counts and also suppose the percentage of registers of the
circuit is a constant, p. Test data volume (TDV) is T~ G~ p. According to Moore's
Law, circuit size is double every 18 months. Thus TDV is also doubled every 18

months. To avoid reload of test data, tester’s memory have to be large enough to



contain al test data; besides, to reduce test time, the number of pins of tester should
be large, too. As reported in [5], as shown in Figure 1.6, the test time significantly
grows due to large test data volume with the increase of the size of design if the
number of test channels of tester keeps the same. Therefore, 1C tester will require
larger memory and higher bandwidth to accommodate the increasing data volume and
reduce test time. However, the memory of tester is very expensive and cost of a tester
is proportional to the number of pins and frequency it supports. For high-end
functional tester, the cost is $8-10K/pin [6]. To reduce test cost, novel testing strategy
such as test data compression method needs to be developed so that low-cost testers

can be used and the problem of high test cost is alleviated.
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Figure 1.5  Prediction of test cost (Source: ITRS 2001)
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Figure 1.6  Gate Count v.s. Test Time (Source: [4])
1.2.2 Test Power

Power dissipation of chips is avery-important fact to determine the life time of
electronic devices, such as mobile phones or laptops. Although today designers have
successfully invented many low power devices with very long life time, there is still a
power problem during test application. The reasons are as follows:
® High Switching Activity during Pattern Shifting: Due to low accessibility

from the limited 1/0 pins to internal part of the CUT, DFT technique such as
serial scan is usually used to reduce the test complexity by increase the
controllability and observability. However, the test patterns produced from ATPG
have very low correlation for the states of registers of the design. This causes
higher switching activity during test application. It was reported in [7] that a
VLS chip can dissipate up to three times higher power during testing when

compared to normal operation. This is demonstrated in the example in Figure 1.7,



in which the state transition of the circuit is also shown. We can see that
functiona transition has only 1 or 2 transitions. However, given that scan in
pattern “010” and scan out pattern “100”, as scan DFT is employed, test
transition causes 2 or 3 transitions. Thus test power is higher than functional
power in this example (test power has been proven to be proportional to the

number of transitions [8]).

scan out
@ @ Scan Circuit
(&) °

scan in |

State | Code state transitions
" scan out S5=100
S1 000 transition - S4=010
2  lou 000 001 1 scan in 4=
S3 001 000 - 100 1 state transitions
A4 010 011-010 1 transition
S5 100 001011 1 100 - 010 2
010- 000 1 010-101 3
100- 010 2 101 - 010 3
Functional Tes
Transtions Transitions

Figure 1.7  An example shows that scan test application has higher
transitions than functional transitions due to illegal state transitions.
Concurrent Execution of Circuit Components: For complex circuits, they
control different functional unit such as memories or multifunctional execution
units for power managemernt. Also, to reduce power dissipation during functional
operation, part of design may be gated or shut down; however, during test

application, al parts of design simultaneously operate so that test time can be
9



minimized. This causes significantly high switching activity and test power,
which may exceed the limitation of CUT.

Since power dissipation of VLSI circuits should be constrained by the power
dissipation of functional operation [9], aforementioned high switch activity and
concurrent execution during test application cause high test power and should be
taken care in order to avoid reducing the reliability of CUTs. Reliability will be
reduced because high test power causes high temperature and electromigration
Besides, power and ground noises are also induced by high test power, leading to
yield loss. Therefore, testing power should be constrained not too high to avoid those

problems.

1.3 Test Strategies for Test Power Reduction

Power dissipation of circuit consists of dynamic power, leakage power, and short
circuit power. The source of test power comes mostly from the dynamic switching
power of circuit causing by pattern shifting. In the following, to evaluate test power at
an abstract level so as to avoid complex circuit simulation, an estimation method
proposed in [8], which shows that test power is proportiona to the number of
transitions of CUT, is used. Therefore, the basic concept for low power testing is to
reduce the number of transitions (Total Power) and the peak number of transitions at

any instance (Peak Power).
1.3.1 Low Power DFT Techniques

Low Power DFT techniques use additional circuits or modify of the CUT to
achieve low power testing. It thus may have some design overhead such as additional
area, longer routing wires or performance degradation. Clock gating technique uses

two clocks with half speed of the standard scan clock [9] as shown in Figure 1.8. The

10



original scan clock, Sclk, is replaced with two clocks, Sclkl and Sclk2, and the scan

path is also divided into two sub scan paths. With this scheme, peak power is reduced

since only half of registers are active at any instance but the test time is the same as

origina one. The clock tree of these two clocks has to be carefully balanced to avoid

clock skew between them. A similar scheme called Adapting Scan, which divided

scan path into N sub scan paths and activates only one at any time, is proposed in [10].

By using severa clocks with different duty cycle, MD-Scan provides a method to

avoid the power supply voltage drop causing by simultaneously switching of scan

cells[11]. In Figure 1.9, each scan chain has its own scan clock. Therefore, each scan

chain updates at different time and avoids simultaneously switching.

Sclk ‘
Sclkl
Sclk2 j
CUT
salk1 I C sdke I L
scanin__>|> Scan path A _I? ScanpathB |
Figure 1.8  Clock gating scheme [9]
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i
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Figure 1.9 MD-Scan method [11]
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Several novel scan architectures have been proposed for low power testing [2,
12-13]. Random Access Scan (RAS) [2] is suitable for low power testing since this
architecture toggles one scan cell each scan clock while standard scan approach
activates all scan cells ssimultaneoudly. It also provides a solution for reduction of test
data and test time, which will be described latter. In [12], token scan architecture with
token gating cells was proposed, which greatly reduces switching activity of scan
cdls. The use of token gating cells also reduces the power consumption of clock tree.
It successfully obtains large power reduction at the expense of area and signal routing
overhead. Double Tree is presented using abinary tree scan structure with hierarchical
clock control logic to reduce the shift length and switching activity of scan cells [13].

However, this method has complex clock tree routing.
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Figure 1.10 Random access scan architecture (top) and the scan cell of

it (bottom)
By analyzing the transition frequency of a certain test set, low power test can be
achieved by reordering scan cells and modifying the scan path [14-17]. This can be

explained in Figure 1.11. For scan path modification, suppose a test stimulus “00111”
12



IS going to shift to a scan path. The fifth and the fourth scan cell will both cause a
transition. If we insert an inverter at the output of the fourth scan cell, after a test
stimulus “00000” is shifted, the same test pattern is stored in scan cells as above.
However, the test stimulus “00000” will not cause any transition and thus the number
of transitions is reduced. For scan cell reordering method, a test set isfirst analyzed to
calculate the transition frequency of each scan cell when shifting to the next one. In
the example, the second scan cell has probability of 0.6 when shifting to the first one,
that is, the probability is equivalent to 0.4 when an inverter is inserted at the output of
the second cell. After reordering, the transition frequency of scan cells is further
reduced. Orailoglu et. al. systematically analyze the impact on inserting XOR gates
aong scan path and show the transformation for XOR gate insertion. Their result
shows significant reduction on testingspower, [15]. Virazel et. a. report that scan
reordering without wire routing consideration result in complex routing of scan path
and increase additional area [17]. They thusproposed a routing constrained scan cell
reordering method.
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\ \/
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scan cell reordering

Figure 1.11 Scan path modification and scan cell reordering to reduce
transitions
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For BIST test methodology, the clock runs at system speed causing very large test
power during pattern shift. A technique called test vector inhibiting is proposed to
reduce the switching activity of the CUT [18]. The inhibiting circuitry inhibits useless
patterns from shifting to the CUT, i.e. those patterns that do not detect any new faults
are inhibited. To avoid producing test patterns with high switch activity from LFSR,
low transition random test pattern generator (LT-RTPG) is proposed [19]. The idea is
to connect some of the outputs of LFSR to an AND gate to generate low transition
random test patterns. For example in Figure 1.13, suppose that the probability of
being 1 of each flip-flip is 0.5, the output of the AND gate has a transition probability
of 1/8. Therefore, the number of transitions of generated test pattern is reduced. A
similar approach is a dual-speed LFSR (DS-LFSR) proposed by Gupta et. al. [20].
Nicolici refines those techniques by designing multiple polynomial LFSRs for low
power mixed-mode BIST. The method generates “mask pattern” to reduce the number
of transitions in the scan chain by AND=(OR) composition To reduce the switch
activity during test, Basturkmen et. al. proposed a low power pseudo-random BIST
architecture [21]. In that work, scan chains are divided into groups and scan cells of
each group are active only when its group enable signal is active. Counters are used to
produce group enable signals. Although disabling a subset of scan chains reduces both
peak and average power, it has an adverse effect on fault coverage. Therefore, the
number of test patterns may increase. Ghosh et. al. proposed a SFNC scan cell to be
used in a low power BIST environment [22]. Their approach uses weighted
pseudo-random pattern and achieves better reduction in test power than previous

methods. However, the overhead of the proposed scan cell is very large.
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Figure 1.14 A scan cell with toggle suppression when mode =1

Since it is reported in [22] that about 70% of power dissipation during test is

consumed by the CUT, it is thus important to reduce the switch activity of the CUT. A
15



simple way to reduce its switch activity during pattern shifting is to make scan cell
with toggle suppression This can be achieved by adding a NOR2 gate at the q output
of scan cell, as shown in Figure 1.14. When mode = 1, the CUT is not affected when
pattern is shifting, but this technique adds extra delay along the functiona path. The

performance of the CUT is thus reduced.
1.3.2 Modifying Test Patterns for Low Power Test

This section introduces methods belong to another category used for low power test
without circuit modification. The idea is to process test patterns before they are
applied to scan chains so as to minimize switch activity.

Static compaction used in ATPG tools aims to reduce the number of test patterrs.
By incorporating low power techniques to this procedure can also produce patterns
suitable for low power testing. A commen.way:is to fill the unspecified bits in test
cubes with aminimum transition fill (M T-fill) [8]. By test cube, we mean test patterns
containing unspecified bits. For each string of X” s in a test cube, if the specified bits
on either side of the string have the same value, then the string of X’ s should be filled
with that value to minimize the number of transitions. If they have opposite values,
then it doesn’ t matter which value the string of X’ sis filled with. For example, when
filling OXX01X1XO0, the first two X’ s should be filled with O’ s, the third X should be
filled with a 1, and the &st X could be filled randomly with either O or 1. The
resulting test cube with MT-fill is 00001111(0)0. While MT-fill minimizes power, the
drawback is that it may not be as effective as Rfill for detecting additional faults.
Therefore, the number of test pattern usually becomes larger. Another technique to
reduce test power is to use power-aware ATPG tools[23-24]

Test power contains shift-in, shift-out and capture power. The above MT-fill

technique only reduces the shift-in power but not the shift-out and the capture power.
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The ATPG approach can be used to reduce the three test power but its pattern
generation becomes more complicated. Although capture power dissipation has less
impact on the total heat dissipation than shift power dissipation, it may nonetheless
cause significant yield loss [25]. To reduce the capture power, an ATPG technique has
been proposed in [26]. Low power testing is even more important for at-speed delay
test to avoid IR-drop and yield loss [27-28]

Although most low power test methods aim to reduce test power as much as
possible, Sankaralingam et. a. proposed a method by handling only the test patterns
with test power violation [29]. As reported in [29], the peak power distribution is like
anorma curve for most circuits. For exanple, the distribution of peak power during
each clock cycle of scan testing of s9234 circuit is shown in Figure 1.15. They
analyze test patterns and find out thosewith. scartin, scantout and capture problem.
The problem means peak power violation' oceurs during scartin, scanout or scan

capture. Then they try to solve the problemsiby altering test patterns.
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1.4 Test Strategies for Test Data Reduction

As describe above, as circuit size grows, the volume of test data also grows linearly.
Large test data volume thus increase the test time and test cost. Methods to reduce test
data volume are introduced below. The first category lies in ATPG tools and the
second one uses on-chip circuitry, which is usually called a decoder or a decompressor,

to decode compressed test set.
1.4.1 Automatic Test Pattern Generation (ATPG) Approaches

In order to reduce test application time, test compaction is required to achieve
maximum fault coverage with a smallest possible number of test patterns [30-31].
During pattern generation of ATPG, it uses two kinds of test compaction techniques,
which are static and dynamic compaction, to'combine test cubes to reduce the number
of test patterns. Static compaction:merges compatible test patterns after ATPG while
dynamic compaction uses unspecified bit in-a test cube to detect other faults during
ATPG. Usuadly, dynamic compaction is more effective to reduce the number of test
patterns than static compaction

To further reduce the number of test pattern, ATPG may aso include some
simulation approaches after ATPG. Post processing of test pattern can use reserve
order simulation or shuffling to drop those test patterns that do not detect any

additional faults [32].
1.4.2 Test Compression Approaches with On-Chip Circuitry

Nowadays, with only ATPG technique to reduce the volume of test data becomes
insufficient for large size designs. Test compression techniques have been proven to
be very effective and practically used in advanced designs. The concept of test data
compression can be described in Figure 1.16. A decompressior/decoder and a

18



compressor/encoder are put between the CUT and the ATE. Test set stored in ATE is
first compressed by certain encoding methods using software. Then, during testing,
encoded datais sent to the decoder, decoded by the decoder and then sent to the CUT.
Test response of the CUT is also compressed to a signature and sent to the ATE to see
if any fault exists. In this thesis, we only focus on the decoder part. Readers interested
in the part of output compactor can see some works in [33-34]. In the following,

previous works on test data compression are classified into different categories.
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Figure 1.16 A generaltesticompression environment

1.4.2.1 Combinational Type Decoding

The first category uses decoders composed of combinational gates or interconnects
to transmit data. Lee et. al. first introduces a concept of “Test Pattern Broadcasting” to
reduce test data volume [35]. They proposed to use a single input to support multiple
scan chains and suggested some configurations. Later, Illinois Scan Architecture
(ISA), using two modes, i.e., the broadcast mode and the seriad mode, reduces both
test time and the test pins between CUT and the ATE [36]. An ISA example is shown
in Figure 1.17. Since a mgority of the bits in ATPG patterns are don’ t care bits, there
are chances that these segments will have compatible vectors (not having opposite
care bits in one location). In this case, al segments of a given chain are configured in
broadcast mode to read the same vector. This speeds up the test vector loading time

and reduces the data volume by a factor equivaent to the number of segments. If the
19



segments have conflict value, scan segments are configured as a single scan chain
using multiplexers, which is called seriad mode. Then a test pattern can be serially
shifted.

In [37], Scan Chain Concealment (SCC) uses a decoder composed by XOR gatesto
drive a large number of scan chains and the authors proposed a dedicated ATPG for
test compression. An example shows its implementation in Figure 1.17. For this
scheme, it can be seen from the figure that the decoder has three inputs to drive five
scan chains. With three inputs, only 2°=8 combinations can be generated. However,
2°=32 combinations may exist in the scan chains. Although unspecified bits in test
patterns can be exploited, it still may fail to produce some combinations for decoding.
This is especidly true for test pattern with only few unspecified bits. The problem is
due to the limitation of the decoder and fault:.coverage may decrease if this problem is
not handled. In [38], the authors propased @ decoder using mapping logic to solve the
need of serial load for test patterns of:ISAZ“TFhe mapping logic consisting of muxes,
wires and inverters and is synthesized by a onflict analysis-based DFT synthesis.
Tang et. al. [39] also proposed a scheme to use switch configurations to deliver test
patterns and provided a method to determine the optimum switch configuration,

which uses omega networks and allows CUT-independent design.
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Figure 1.17 XOR-type decoder used in SCC [37]
1.4.2.2 Sequential Type Decoding

Sequential type decoders are based on linear finite-state machines such as LFSRs,
cellular automata, or ring generators [40}:"Their advantage lies in alowing the use of
free variables from earlier clock gyclesto encode a scan dlice in the current clock
cycle. This provides much greater ‘flexibility than combinational decoders and
aleviates the problem of combinational decoders, i.e., fail to produce test pattern due
to the limitation of the decoder.

The first proposed work is based on LFSR reseeding, which computes each seed
(initial state) for each test cube [41]. During test, the seed is loaded to LFSR and
LFSR runs in autonomous mode to produce the test pattern in the scan chains. Rather
than storing each complete test cube, only seed is stored and therefore, the volume of
test data is very smell and this achieves test data compression. This type is caled
static reseeding and its drawback is that LFSR must be as least as large as the number
of specified bits in the test cube. Or it must compress a scan window (a limited
number of scan dlices) per seed [42]. Another is dynamic reseeding, which injects free
variables (either O or 1) from the tester into LFSR and loads the scan chains
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simultaneoudly [43-45]. A generic example in Figure 1.18 shows that b channels from
the tester injects b free variables into LFSR through a combinational XOR network to
load the n scan chains. The advantages of dynamic reseeding over static reseeding are
that it allows a continuous flow decompression (the tester is never idle during
decompression) and the size of LFSR is smaller. Rgjski et al. proposed to use ring
generator to improve the encoding efficiency and provide high performance [45].

They generate test cubes suitable to be encoded by the ring generator by constraining

thar ATPG.
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Figure 1.18 A generic example for dynamic reseeding schemes [46]
1.4.2.3 Bit Flipping Decoding

One category of test data reduction techniques is to exploit test vector correlation
and minimize the bit flips between consequent test patterns, since, due to the circuit
structure dependency, correlation between test vectors are usually high and only small
amount of different bits are needed to be flipped from one test vector to another one
[47-51]. As for those works, they intend to exploit test vector correlation and
minimize the bit flips between consequent test patterns. For those works, since test
vector correlation by reordering test patterns is exploited to minimize bit flips

between consequent test patterns, it is referred as Minimum Bit Fips Problem
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(MBFP) — based scan strategies [78]. Combining test reordering and don't care bits
can provide more reduction of test data volume, test time and test power. In [49], the
authors proposed a scan architecture consisting of a decoder, a Decoder Shifter
Register (DSR) and Decoder Output Register (DOR). Test data compression can be
carried out by encoding the different bits between consequent bit slices and reordering
the transition addresses. In [47], Random Access Scan (RAS) [2] scheme was used for
which the test sequence was reordered to minimize bit flips to achieve high efficiency
test and test power reduction. A similar method using decoder to flip bit was used in
[48]. Test cubes are first statically compacted and then followed by reordering. Karimi
et. a. proposed a new scan cell and suggested two decoding configurations: off-chip
(to embed the decompression hardware into the ATE) and onchip (to embed the
decompression hardware into the CUT):[50]:.Jas and Touba exploited the embedded
hardware for test decompression [51]. For that proposed scheme, the test program,
test vectors and replacement words aretinitialy- transmitted from the ATE to the
internal memory of the CUT. During scan testing, an embedded processor of the CUT
iteratively runs its test program to “configure” the test pattern with replacement words
in the memory and then loads the “configured” pattern into scan chains. After testing,
the test results are captured. The test data are continuously loaded from the ATE to the
internal memory during teging. Test data in the memory are organized as blocks to be
processed by the embedded processor. It has been shown that the size of block affects
the compression of test data.
1.4.2.4 Code-based Schemes

Code-based schemes use data compression schemes to encode the test cubes. The
original data is partitioned into symbols, and then each symbol is replaced with a code
word to form the compressed data. During decoding, a decoder is used to converts

each code word in the compressed data back into the test patterns.
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The characteristic of the schemes in this category is that the maximum compression
is bounded by the entropy of data, and usually it can be predicted by analyzing test
data. Ref [52] did a comprehensively study on these compression schemes, including
Golomb codes [53], Huffman codes [54], VIHC codes [55], and FDR [56], etc. It also
showed that the compression obtained by the VIHC scheme approaches to the entropy
bound. For Golomb scheme, a “difference vector” Ty (by XOR each bits of the two
patterns) determined from two successively applied test patterns is compressed. In the
beginning, a group size, m, is determined, and then the runs of Osin T are mapped
to codeword by using Figure 1.19. Figure 1.20 shows an example of encoding a Tgis.
The drawback for this scheme is that it requires separate CSRs and thereby increases
hardware overhead. Huffman code is a statistical coding scheme, which codes each
symbol based on each symbol’ s frequeney:.of occurrence. It assigns shorter code
words to symbols that occur more frequently, -and longer code words to those that

occur less frequently. This strategy -can minimize the average length of a code word.

Group
Group | Run-length | prefix | Tail | Codeword

0 00 000

Aq | U 01 001
2 10 010
3 11 011
4 00 1000

As 5 10 01 1001
6 10 1010
/ I 1011
8 00 11000

As Y 110 i 11001
10 10 11010
Il Il 11011

Figure 1.19 Example of Golomb coding form =4
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Tair =/0001|000001 |1 00001/00001|0000001|001|00000001|001
Oruns 3 5 (0 4 4 6 2 7 2

Encoded = 011 1001 000 1000 1000 1010 010 1011 001 (32 bits)

Figure 1.20 Golomb coding for a T

The advantage of the low bandwidth for these schemes allows the use of a low-cost
ATE, but some of them have heavy synchronization overheads which harm their use
to the practical industry application [57]. The decoders in this category are usually
relatively small if the encoded states and the chosen group size are not too large.

Another way of coding is dictionary coding, which partitions the original data into
n-bit symbols and uses a dictionary to store each unique symbol [58]. In Figure 1.21,
it encodes each n bits dice using b bits:code word, where b is less than n to achieve
compression. A drawback of using a complete-dictionary to encode test set requires

very large size of dictionary so that-resultsintoo much overhead.

>
b channels o >
from tester Dictionary > scan
(2° entries) —>
—F— |y chains
>
>
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Figure 1.21 Dictionary-based coding

1.5 Test Strategies for Simultaneous Test Power and

Test Data Reduction

Methods for simultaneous test power and test data reduction are getting more
attentions in recent years since they provide a combined solution for the two test
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challenges Some extend existing test compression methods to reduce test power. For
example, Golomb code has been shown to be suitable for reducing test power [59].
Later, alternating run-length (ARL) code with minimum transition filling strategy [60]
for filling unspecified bits in test set shows better result than that obtains in [59].
Nourani et. a. combined run-length and Huffman code to form a Mixed RL-Huffman
encoding method [61], in which run-length code is firstly applied to minimize
bit-transition and test power, and then Huffman code is used to further enhance the
compression.

Random Access Scan can be applied to reduce both test power and the volume of
test data [2, 47], which has been described previously. Besides, new decoding
architecture has been proposed, which consists of a decompression control unit
(DCU), a flip configuration network:(FCN), and a decoder [62]. The flip
configuration network uses a combinational..block composed of one XOR gate and
one MUX for each internal scan chain. Iffitis possible, the method loads the same
values as the previous scanned-in dice so as to reduce power consumption. FCN is
used to flip some bits in the scanned-in dlice if they are conflict with the previous one.
In [63], the authors used the LFSR reseeding and hold flag shift register (HF-SR) to
achieve test compression and reduce test power. The architecture shows in Figure 1.26
and its operations is explained below. Test cubes are partitioned into blocks with B
bits. If the current block to be sent can be filled using the last bit of the previous block,
then the HS-SR will set the MUX before the scan chain to a 1 so that the last bit of the
previous block will be shifted into the scan chain B times. In this way, the number of
transitions can be reduced. The method is suitable to be combined with commercial

compression methods based on LFSR reseeding.

26



1.6 Classification and Term Definition for Test

Compression Methods

Throughout thisthesis, we classify test compression schemes proposed in literature
by two different ways. Terms are defined in the following to facilitate our explanation

and comparison between ours and prior works in the following chapters.
1.6.1 Classified by Type of Decompressor

For test compression schemes proposed in literature, they generaly can be
categorized into three groups. Entropy-related schemes, Correlationrelated schemes

and Architecture-rel ated schemes:

® Entropy-related: The characteristic of .the schemes in this category is that the
maximum compression is bounded by the entropy of data, and usualy it can be
predicted by analyzing test data.’In.[52], the authors did a comprehensively study
on these compression schemes, including Golomb codes [63], Huffman codes
[54], VIHC codes [55], and FDR codes [56], etc. It also showed that the
compression obtained by the VIHC scheme approaches the entropy bound. The
advantage of the low bandwidth for these schemes allows the use of a low-cost
ATE, but some of them have heavy synchronization overheads, which harm their
use to the practical industry application [52]. The decoders in this category are
usualy relatively small if the encoded states and the chosen group size are not
too large.

® Correlationrelated: The characteristic of the schemes in this category is that the
maximum compression depends on the correlation between test patterns [47-51,

86]. Since correlations between test vectors are usualy high, due to the circuit
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structure dependency, test vector correlation is exploited to minimize the bit flips
or the replacement words between consequent test patterns. Furthermore, don't
care bits in test patterns are exploited to further compress the patterns. However,
the area overhead may be large |47, 50, 86] unless an embedded processor or
memory is utilized. In addition, the synchronization overhead in some schemes
of this category is aso unavoidable [51].

® Architecture-related: The characteristic of the schemesin this category is that the
compression capability depends on a decompression/expansion network [37, 45,
87-88]. An ATE of ahigher channel bandwidth may be required to facilitate data
compression and the test time reduction. However, the test patterns obtained
from acommercia ATPG may not be directly applied to those schemes.
Therefore, a specia and dedicated ATPG for its decoder was devel oped to

increase data compression.
1.6.2 Classified by Applicationof ATPG

We can aso classify compression methods by the relationship with ATPG. We
classify them into ATPG-independent approach and ATPG-dependent approach.
® ATPG-independent: For the conmpression methods of this category, in the
traditional design flow, they are applied after test patterns have been generated.
This type of approaches usually encodes test pattern by utilizing don't care bits
or makes use of regularity of test patterns to reduce test data volume. One type
of these compression methods is to use codeword, for example, Golomb codes
[53], Selective Huffman codes [82], VIHC codes [55], and FDR codes [56],
etc to represent data block. A comprehensive study on these compression
schemes was presented in [52] and the maximum achievable compression of

the methods of this type is bounded by the entropy within test data B2].
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Another type of compression methods is to compress test data utilizing the bit
correlation of test vectors to obtain minimum bit flips between consequent test
patterns [49, 51, 86] to achieve test compression. Selective Encoding
compresses scan slices using slice codes, which mix of control and data codes,
to reduce test data volume [91].

ATPG-dependent: For the methods of this category, test compression
procedure is incorporated during the stage of test generation. As it was
reported that, test patterns for large designs have very low percentage of
specified bits, and by exploiting that, high compression rate can be achieved.
For example, the hybrid test [74] approach generated both random and
deterministic patterns for the tested chip while used an onchip LFSR to
generate the random patterns. The'Broadcast (or Illinois) approach [36] used
one pin to feed multiple scan chains.'ln [37, 92], a combinationa network was
used to compress test cubes to conceal large internal scan chains seen by the
ATE. Also, severa efficient methods such as RIN [93], SoCBIST [94], and
EDT [45], etc, were proposed to achieve test data reduction by using an
on-chip circuitry to expand compressed data to test patterns. Tang et a [39]
also proposed a scheme to use switch configurations to deliver test patterns

and provided a method to determine the optimum switch configuration.

1.7 Overview and Organization of the Dissertation

In this thesis, we focus on low power testing and test data compression. The first

work is to propose a new scan architecture that can reduce the shift power with some

additional area overhead, called Scan Matrix. By employing a new scan cell, we

reduce the test power by bypassing unnecessary transition in scan cells to provide

toggle suppression Moreover, clock is aso gated for inactive scan cells. Therefore,
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testing power can be reduced significantly. In the second one we apply random access
scan (RAS) [2] architecture, which can reduce the number of switch activity to
achieve low power testing, to improve data compression rate. By reordering the
applying sequence of test patterns, we can reduce test data volume. We formulate the
problem of test vector reordering as Minimum Bit Flip Problem and present a flow to
solve it. The result shows we improve the encoding efficiency than other works.
Followed by a proposed adaptive encoding scheme, we utilized the embedded
memory in chip to provide space to decode test data to achieve data compression. The
proposed encoding method has more flexibility since it handles various size of block
without the limitation due to the specification of the CUT. A scheme for the tradeoff
between shift power and compression rate is aso analyzed. Finaly, we proposed a
new encoding scheme called multilayerizdata copy, which can be used for
smultaneous test data and test power_reduction. We note that few works in literatures
addressing the low power test data .compression for multiple-scan-chain designs.
Commercial tools can generate highly compressed test data but have very large testing
power. Thiswork presents their problems and provides a useful solution.

The rest of the thesis is organized as follows. Chap 2 presents our solution for low
power scan testing with Scan Matrix. Chap 3 shows a framework for low power test
compression using RAS architecture. Followed by Chap 4, we propose an architecture
for test compression utilizing embedded memory and an on-chip encoder for decoding.
Thereafter, a practica low power testing architecture with high efficiency
compression rate targeting multiple-scan-chain designs is revealed in Chap 5. Findly,

the conclusionfor this thesisis given in Chap 6.



Chapter 2 A Scan Matrix Design for Low

Power Scan-Based Test

2.1 Introduction

As mentioned previoudly, for the scan design, the circuit under test (CUT) in the test
mode usually has larger switching activity, causing excessive power dissipation. In this
chapter, we propose a new Scan Matrix (SM) architecture for the scan-based design to
achieve low power testing. For this scheme, scan flip-flops are connected in a matrix
style with its addressing controlled by two ring generators during test for pattern
scanning-in. Unlike the traditional scan, for which scanin data need to pass through a
long path and many scan flip-flops switch simultaneously, it dynamically forms
low-power scan paths to reduce test energy and peak power for pattern shifting. The
architecture is scalable for large designs and has minimal circuit performance penalty.
Experimental results show that it can achieve nearly 99% power savings for large size
designs.

In the following, in Section 2.2, we present the detail structure and describe operation
of this “new” SM; and in Section 2.3, we include the simulation results of the proposed
circuit and discuss the overhead of the scheme. In Section 2.4, we show our
experimental results as compared with other approaches. Finadly, we give our summary

for the proposed architecture.

2.2 The Proposed Scan Matrix Architecture

The proposed new Scan Matrix (SM) architecture is shown in Figure 2.1 for a 4X4

example, where SFFs are organized into a two-dimension array with roughly m (in this

case, m = 4) rows and m columns where m equals roughly to Jﬁ . For each row, SFFs

31



are connected in the fashion of one scan chain for which column and row signals are
used to control scan infout operations. For SFF control, two circular shift registers are
used to address SFFs in sequence in arow by row token like [12] fashion. The operation
of SM is quite smple. Figure 2.2 shows the simplified model of the 4X4 SM structure of
Figure 2.1. In the figure, each scan cell (SMR), which will be described later, has two
bits, for which the left bit is the datum of pre-latch and the right one is the datum of the
master latch. Assume that in the figure the two bits of al SMRs are Os initialy and the
scan-in data 1111..., are to be scanned in via S as shown in Figure 2.2 (d). First, the
signal generators reset (Figure 2.2 (b)) and only the first signal line is “High” (Figure 2.2
(©). Therefore, adl SMRs at the first column are activated since SEL is high. However,
only the first SMR of the first row obtains the scanned-in datum since the latch of the
first row istriggered to be updated. At the same time, the test result in the master latch of
that SMR is passed to So. For the next test'cycle; the “High” signal shifts to the second
row and the column signals are unchanged (Figure 2.2 (d)). This makes the first SMR of
the second scan chain to be updated. After all SMRs of the first column are scanned, the
“High” column signal advances to the second one (Figure 2.2 (g)). Once the test pattern
is stored in pre-latches completely, “update cycle” updates the data of SMRs by loading
the data in pre-latches to master latches. Then “capture cycle” applies the pattern to the
CUT and captures the test results to master latches of SMRs. Repeating this (Figure 2.2

(b)-(1)), we can apply test patterns continuously.
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Figure 2.1 A 4x4 SM scan architecture
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Figure 2.2 A simplified model to demonstrate the scan in/out operation of the
4x4 SM

The detail circuit of the shift registers which are used to compose the circular shift

registers of Figure 2.1 is shown in Figure 2.3. It has only one half clock loading and it

has less area than a conventional SFF. In the figure, WLy, WL, WL, ..., WLy, are word

line signals corresponding to column or row signalsin Figure 2.1.
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Figure 2.3  Resettable circular shift register for low-power signal generator

Figure 2.4 (b) and (c) show the Positive and Negative Polarity SMRs respectively
used in our proposed architecture with a standard scan cell (Figure 2.4 (@)). Four
transmission gates and two inverters are.added:, The two inverters together with the two
transmission gates form a pre-latch for S. The pre-latch only needs to drive a SFF;
therefore, it is designed with a minimurrrsized' latch to reduce the area overhead. SEL
goes to high only when the corresponding column signal is high. At the same time, Si
will be stored in the pre-latch and test result in the master latch of SMR will be scanned
out to Sout. If SEL islow, S is bypassed to the next SMR. Toggle suppression is capable
since the scan-in datum is stored in the pre-latch without affecting the CUT. To achieve
power saving during shift, the proposed new scan cell has the capacity to provide a
dynamic scan path which is controlled by column signals. Instead of the traditional scan
path of a scan chain, the scanin/scan-out datum will pass through this combinational
scan path, which is formed dynamically, leading lower power consumption However, a
long dynamic scan path with seria-connected transmission gates will introduce large
delay and raising/falling time. Therefore, an inverting buffer is added after severa
serial-connected SMRs to provide signal amplification. Hence, a Positive and a Negative

Polarity SMR are provided. In addition, the CLK of SMRs are disabled during the
4



pattern scanning-in phase to save the power. They are active only during the pattern

application phase when the CUT is tested.
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Figure 2.4  (a) The conventional SFF; the proposed (b) positive polarity SMR,

and (c) negative polarity SMR

2.3 Evaluation and Comparison of SM with Other Scan

Approaches

Different implementations of scan schemes and scan cells lead to different speed and
power performance and size and routing overhead. In this fction, we compare the
proposed SM with three other scan schemes, namely, m scan chains, the token scan
scheme [12] and random access scan (RAS) scheme [47]. The comparison is based on
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circuit level simulation results with a0.18u m digital CMOS standard library.
Before comparison, we introduce another type of SMR which has a smaller area but a
poorer performance as shown in Figure 2.5. It is termed as SSMR and can be used as a

tradeoff between area and performance.

TEST CLK CLK

o B D R DD
. SEL CLK CLK
- e B

SEL TEST

==
SEL SEL
So

Figure 2.5  Another implementation of SMR with smaller area

Table 2.1 compiles the simulated delay performance of: the conventional SFF, the
conventional SFF with a NOR2 gate to provide toggle suppression [22], the proposed
SSMR and SMR respectively. From the table, it is seen that the proposed SMR provides
the best performance over al other types of SFF and SSMR has a better performance
than the SFF with NOR2 gate.

Table 2.1 Delay performance comparison between four different scan cells

(in picoseconds)

Setup Hold Time | Cto Q Delay Total Delay
Time
Conventional SFF 97 0 140 237
SFF with NOR2 97 0 181 278
SSMR 117.5 0 145.5 263
SMR 99 0 134.5 2335

Table 2.2 compiles the area overhead of: conventional m-Scan-Chain, SM, RAS and

36



Token schemes respectively. From the table, we can see that Token has roughly two
times area of that of a conventional SFF while a SMR is about 1.4X of the size of a
conventional SFF. The additional areais for clock gating cells, signal generators, latches
or decoders associated with each scheme. The size of decoder of RAS is about N/G
where G is the gate count of a SFF.

Table 2.2 Area comparison of four scan schemes

Scan Cell Additional Overall Rank
m-Scan-Chain N JN (gating cells) Small
SSMR 13*N 2 [N Middle
SMR 1.4*N (signa generators & latches) Middle
RAS [3] 1.2*N N/G (decoders) Middle
Token [17] 2.2*N JN (gating cells) Large

To edtimate the routing overhead of four schemes, we consider four types of
connection as shown in Figure 2.6. For Type 1 connection, each wire connects two SFFs,
hence there are nearly N wires. For=Type 2 connection, it is a globa wire connecting al
SFFs. Type 3 is a variation of Type 2 where all scan cells are divided into groups and
only one group is activated at any instance to avoid simultaneously charging a large wire
capacitance. Though Type 3 has less power consumption, its routing length/area is larger
than that of Type 2 due to its longer length and additional gating buffers. Type 4 has the
largest routing area since every SFF is connected by a routing wire. We investigate the
routing cost for each types of connection for the four different SFFs of Tables 2.1 and
3.2, and compile the results in Table 2.3, where the number in each entry is the number
of signal wire for each connection and Si, CLK, Test, So, Between SFF, and Additiona
represent the nodes, to which wires are connected, of an SFF. Asit can be seen from the
table, SM has a better routability than those of Token and RAS schemes due to having
fewer routing signals (wires). Although row signals of the SM scheme should be
considered, the routing overhead of this scheme is till the lowest among all other
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schemes.
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Figure 2.6  Four types of global signal connection

Table 2.3 Routing overhead comparison of four scan schemes in terms of

signal routings

S CLK Test So Between SFF | Additional
m scan chains 3 2 1 (Si-So)
SM 2 2 1 (Si-So) 3(SEL)
RAS[3] 2 2 2 2 4 (enable)
Token [17] 3 3 2 2 1 (token)

The power performance of the SMR is also compared with those of the conventional
SFF and the DFF of Figure 2.2. The comparison is based on the power weighted

transition counts (WTC) model [12, 21-22] which considers the number of total SFF

trangitions, i.e. E=é n*c, where n is the toggle count and c is the normalized

capacitance of a circuit node, and the clock power which may consume up to 30% of
total power dissipation. Table 2.4 shows relative energy consumption of three kinds of
scan cells. It is mentioned that, for this simulation, an inverting buffer is inserted every
four SMRs of a scan chain. In the table, Transitionl represents for a transition of the
path from S to So while Transition2 represents for a transition from S to Do. Asit can
be seen from the table, SMR reduces a shift transition power by 78% as compared to

that of SFF.



Table 2.4 Simulated relative power consumption with respect to SFF for

different transitions

Clock Transitionl (Si - So) | Transtion2 (Si— Do)
Convectional SFF 0.3 1 1
DFF (Figure 2) 0.18 0. 67 0.67
SMR 0.3 0.22 1.33

Table 2.5 compiles all above factors for the four schemes where the cell area and
toggle suppression are also included. Compared with RAS, SM has a dighter larger cell
area than that of RAS but has a significantly reduced routing overhead in addition to its
avoiding se of decoders which may introduce large delay. Compared with the Token
scheme, SM has a smaller area and lower routing overhead, too. In addition, it has
advantage that its test response canubeteasly shifted out. Compared with the
m-Scan-Chain scheme, SM has a larger power saving and a better clock tree routing

strategy at the expense of the cell area overhead.

Table 2.5 Overall comparison for four power-saving schemes

Scan Cell .

Scheme Toggle Performance Cdll Area Routing

Scan Cell dde _ Overhead

Suppression Degradation

m scan chains | SFF with NOR2 Yes Large Small Small
SM SMR Yes No Middle Middle
RAS[3] SFF No No Middle Large
Token[17] SFF with NOR2 Yes Large Large Large

2.4 Experimental Results

To verify that the proposed scheme is power-efficient, we performed experiments by
applying the scheme to ISCAS89 scan benchmark circuits using test sets generated by

ATALANTA [32]. A C program was used to calculate total power reduction and peak
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power reduction based on the power model described in Section 2.3. Table 2.7 shows the
experimental results of our scheme as compared with other approaches where the
number of test set and test efficiency for each circuit are also included. In the table, the
column, “3 Scan Chains”, means that the flip-flops of each tested circuit are partitioned
into the conventional 3 scan chains. The column, “m Scan Chains”, means the same as
that of column, “3 Scan Chains”, i.e., the flip-flops of the tested circuit are partitioned
into m scan chains where the value for m is shown in parenthesis for each circuit. We
can see that for the “3 Scan Chains”, the reduction of total/peak power is very close to

the theoretical value, (1-1/3) = 66.6%. For the “m Scan Chains”, the total/peak power
reduction is adso very close to the theoretical value of m :Jﬁ . However, when

comparing with the results of the proposed SM scheme with the above results, we can
find that it achieves even more power reduction. than those of conventiona “m Scan
Chains”. The improved power reduction mainly comes from the power reduction of the
ring generators, SMRs and |ow-power sCan pathdesign of this scheme. Our experiment
does not consider the switching activity in the CUT since our SMR provide toggle
suppression If the power reduction of the toggle suppression is also considered, more
power saving could have been achieved. We do not compare SM with the Token method
and the RAS method since it is hard to build their architectures to be compared fairly.
We then compared the test time overhead and the area overhead of the proposed
architecture. In the calculation, we mapped the area overhead of each gate of circuits
according to a standard library with a respective weight. For example, the weight of an
INVERTER or NAND/NOR gate is 1 and those of the SFF in Figure 2.3 (a) and the
SMR are 7.5 and 10.3 respectively. The results of the calculation are summarized in
Table 2.8, where PPI represents for pseudo primary inputs and Rand C represent for

numbers of signals of row and column of the SM structure. From the table, we see that
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the average test time increased is 3.14% and the average area overhead is 13.89%. It is
mentioned that the area overhead is with respect to the small-area SFF in Figure 2.3 (a).
However, if the calculation is based on consideration of other different implementatiors
of SFF, for examples, the ssmplest edge-triggered NAND-type SFF which has a gate
count 9.5, and the LSSD SFF which has a gate count 14, the area overhead is still
reasonable. Furthermore, if we really want to reduce the area of designs, we can use
another implementation of the smaller SMR as shown in Figure 2.5. If this modified
version of the smaller SMR is used, the area overhead calculated will be even smaller
which is shown in the column SSM of the table. Note that the area overhead does not
include the wire routing. Finally, the detailed layout of the proposed SMR is shown in
Figure 2.7. The pre-latch of SMR increases the area by about 37%, which was

mentioned in Table 2.2, as compared_tora'standard scan cell under TSMC 0.18u m

technology.
Table 2.6 Benchmark circuits used in our experiments
Circuit |Inputs/ Outputs] Gates |Scan Cells| Test Test
Patterns Efficiency
s1423 17/5 657 74 68 100 %
s5378 35/49 2779 179 263 100 %
s$9234.1 36/ 39 5597 211 371 99.307 %
s13207.1 62/ 152 7951 638 476 99.908 %
s15850.1 771150 9772 534 435 99.923 %
s35932 35/320 16065 1728 65 100 %
s38417 28/ 106 22179 1636 901 99.987%
s38584.1 38/304 19253 1426 647 99.934 %
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Table 2.7 Total/peak power reduction obtained for different approaches
Circuit Full Scan 3 Scan Chains m Scan Chains SM
Total / Peak Total / Peak | Total / Peak Total / Peak Total / Peak | Total / Peak | Total / Peak
Power Power Power Red.% Power Power Red. % Power Power Red. %
s1423 39.08E4 / 71.2 | 13.38E4/ 27.5| 65.76/61.37 | 557E4/ 11.7 (9 | 85.75/83.56 | 2484 / 3.7 | 93.65/94.80
s5378 78.81E5 / 160.7 | 27.20E5 / 61.0| 65.48/62.04 | 6.39E5 / 16.9 (14) | 91.89/89.48 | 284E5 / 52 | 96.40/96.76
92341 | 18106E5/ 190.3| 61.27E5/ 71.3 | 66.15/ 62,53 | 1427E5/ 185 (15)| 92.12/90.27 | 6.18E5/ 55| 9658 /97.10
s13207.1 | 213.34E6 / 551.47147E6 / 196.9| 66.49/ 64.29 | 8.74E6 / 30.5 (26) | 95.90/94.46 | 376E6 / 88 | 98.23/98.40
s15850.1 | 135.85E6 / 470.2|45.38E6 / 162.4| 66.59/ 65.46 | 6.20E6 / 27.9 (24) | 95.43/94.06 | 268E6 / 82| 98.02/98.25
35932 |207.08E6 / 1438.4| 69.00E6 / 495.8| 66.67/ 65.53 | 5.20E6 / 45.6 (42) | 97.48/96.82 [2.27E6 / 13.6| 98.90/99.05
38417 |256.20E7 / 1376.8|85.81E7 / 469.8| 66.50/ 65.87 | 6.48E7 / 45.0 (41) | 97.47/96.73 |2.81E7 / 13.3| 98.90/99.03
s38584.1 |144.71E7 / 1198.8| 48.36E7 /415.8 | 66.58/ 65.31 | 3.97E7 / 42.4 (38) | 97.25/96.46 [1.70E7 / 124| 98.82/98.96
Avg. 66.28/ 64.05 94.16/92.73 97.44/97.80
Table 2.8 Test time and area overhead using the SMR and the small SMR
compared with full scan
Circuit Full Scan Lisv SSM
PPI Gates R C PPI _%Test Time Gates %Area | Gates | %Area
Counts Over. Counts Over. Counts | Over.
51423 74 1379 9 9= 8L -8.64 1761.8 21.72 1687.8 18.29
s5378 179 4241 14 13 182 1.65 4934.1 14.04 4755.1 10.81
s$9234.1 211 7872.5 15 15 225 6.22 8780 10.33 8569 8.13
s13207.1 638 13549 26 25 650 1.85 15758 14.02 15120 10.39
s15850.1 534 14941.5 24 23 552 3.26 16898.1 1157 16364.1 | 8.69
s35932 1728 31617 42 42 1764 2.04 37309.2 15.25 35581.2 | 1114
s38417 1636 36639 41 40 1640 0.24 41732.5 12.21 40096.5 8.62
s38584.1 | 1426 34016.5 33 38 1444 1.25 38631.7 11.95 37205.7 | 857
Avg. 3.14 13.89 10.58

Figure 2.7

LI

The layout of SMR
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2.5 Summary

In this chapter, we have proposed a new “Scan Matrix” scan design architecture to
save power for scan test. In the scheme, the scan flip-flops are connected in a matrix
configuration and two ring generators are used to address scan cells during pattern
scanning in. It utilizes elegantly designed scan cells, scan path and the ring generators to
achieve toggle suppression to prevent useless switching activity in the CUT during the
scan testing. As a result, it achieves great power saving not only on scan flip-flop
switching power but also switching power in CUT during pattern shifting. Another nice
feature of the scheme is that it suffers no performance penalty. Experiments on |SCAS89
benchmark circuits have shown that the scheme achieves significant power savings, for
some large circuits 99% saving, both in erergy consumption and peak power. Hence,

this scheme is a good solution to the fow power scan test.



Chapter 3 Cocktail Random Access Scan

for Test Data and Power Reduction

3.1 Introduction

In this chapter, we develop a hybrid test strategy, Cocktail Scan, based on RAS
toward high efficiency test. This hybrid method, different from the LFSR-based
hybrid BIST, adopts a two-phase approach to perform scan test for which all test data
are supplied from the ATE. However, for test patterns, instead of supplying the long
inefficient pseudo-random patterns generated by LFSRs, at the first phase, we supply
a set of carefully-chosen efficient seed patterns to perform a segmented random
pattern scan test to test the DUT to achieve considerable high fault coverage, and then
at the second phase, supply deterministi¢’ patterns to detect remaining faults. At the
second phase, patterns are applied in, the'RAS fashion and they are reordered and
compressed with the proposed strategies-to reduce data volume, the number of bit
flips, and consequently test energy. Furthermore, due to adopting severa strategies:
Test Response Abundant, Constrained Satic Compaction, and Bit Propagation Before
Test Vector Dropping, which are very effective in reducing bit flipping and test data
volume, we further achieve reduction on test application time and power.
Experimental results show that our proposed scheme exhibits much improvement than
the traditional full scan method and also significantly outperforms previous

MBFP-based works in test application efficiency.

3.2 Review Random Access Scan (RAS)

RAS was first proposed in [2]. Recently it was applied with several techniques for
test compression and test power reduction application @7]. For the applied RAS
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architecture in [47], it had an address decoder and Address Shift Registers (ASRs) as
shown in Figure 3.1. The address decoder generated scan enable signal for each scan

cell. The clock source of ASR was from address clock (ACLK) and scan cells were

controlled by system clock (SCLK). If there were N scan flip-flops (SFFs), dog, N
address hits were used to address any specified SFF, where dog, N was the

address width of the ASRs. Therefore, to update one bit of RAS, atotal of (address
width+1) bits and (address width+2) cycles were needed as the ASR was used in a
serial manner. The basic scan cell with two multiplexers of RAS is also shown in
Figure 3.2. If one SFF was addressed, the new datum was scanned into it after SCLK
was activated for one cycle while the control sign Mode was set to high. After a test
pattern was loaded completely, Mode was changed to low to allow SFFs to capture
their test responses. Output results .were observed from a multiple-input signature
register (MISR). Then, the next test pattern was applied by shifting next (address
width+1) bits (bit-flipping datum) in.the same manner. If the current test response
differed from the next test pattern by n bits, total data volume to flip to next pattern
required n*(address widtht1) bits. This strategy implies that the bits needed to be
flipped should be kept as few as possible to achieve test data reduction. Also in [47],
to solve MBFP, st vector reordering was formulated into an Asymmetric Traveling
Salesman Problem (ATSP) and a heuristic algorithm, Lin-Kernighan Heuristic (LKH),
was used to solve the ATSP. Together with using other skills, nearly 3 times of
speedup in the test time, 60% reduction in the test data volume and over 99%

reduction in the power consumption were achieved.
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3.3 Cocktail Scan Based on RAS

The proposed scan test method, Cocktail Scan, is a hybrid method combining the
segmented random scan test as the first phase and the deterministic scan test via the

RAS fashion as the second phase.
3.3.1 Segmented Random Scan Test (SRST)

At the first phase of the Cocktail Scan, the DUT is tested by a set of segmented
random patterns. However, the segmented random patterns are divided into several
segments and, for each segment of random patterns, it has its own seed pattern which
is selected carefully to boost the fault coverage. First, one seed pattern is applied to

the DUT and the output response of this seed pattern is captured to SFFs. Then the
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output response serves as the input pattern of the next clock cycle. This process is
repeated for several clock cycles until the fault coverage of the DUT under this set of
segmented random patterns does not increase anymore. Then a next seed pattern is
applied and the above process is repeated. Since different seed patterns will boost the
fault coverage into a higher value, this scheme of segmented random pattern testing
can get fault coverage higher than that for which only a single seed is used. The
advantage of this method is that only afew seed patterns need to be stored and applied
by an ATE yet relative high fault coverage can be achieved.

Some experiments had been done on several ISCAS89 circuits to verify the
efficiency of the above scheme. Figure 3.3 show the results of the experiments. In the
figure, n is the total number of seed patterns and L is the number of segmented
random patterns for each seed pattern,.Forexample, for s5378, if four seed patterns
were used separately, as shown in Figure 3.3(a); the maximum fault coverage reached
was only 52%. However, from ‘Figure'3:3(b), if four seed patterns were used
altogether and each seed pattern generated 16 segmented random patterns to test the
circuit, the fault coverage could easily reach 72%. Figure 3.3(c) and (d) show fault
coverages for another two circuits, s9234 and s13207, and the same results can be

seen.
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n=4, L=64, max fault coverage=52% n=4, L=16, fault coverage=72%
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Figure 3.3  Fault coverage eurves for Segmented Random Scan Test

3.3.2 RAS Test

After the first phase SRST mode, the testing process goes into the second RAS mode
where deterministic patterns are applied in the RAS fashion. For this phase, the test
volume and the number of bit flips are minimized. Several strategies are used to
achieve the goal. Figure 3.4 shows the proposed process of this phase where the
strategies used are listed. In this process, contrary to the ordinary process of first
compacting patterns statistically, reordering the test vectors and then doing vector
dropping [48] to minimize bit flipsin RAS [47], it first reorders the test patterns, then
uses a constrained static compression to reduce the number of test patterns and finally
uses a bit-propagation vector dropping technique to maintain the fault coverage of
reduced test patterns. In the following, the detailed strategies of the above process are

discussed with some related considerations.
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Figure 3.4  The proposed process for solving MBFP

3.3.2.1 Test Pattern Generation for RAS Test

Traditionally, an ATPG program applies either static or dynamic compaction, or
both, during the pattern generation to reduce the number of test patterns.
Consequently, the percentage of unspecified bits in test pattern will be reduced
significantly and test compression for using RAS will be reduced. Therefore, while
generating test patterns, on one hand, we do not want to generate too many test
patterns to increase the number of patterns; on the other hand, we do not want to
generate the test patterns of low percentage of unspecified bits so as to decrease the
flexibility of reordering them for data reduction. Hence, we propose a modified ATPG
program by considering the percentage of unspecified bits during the test generation
step. That is. the percentage of unspecified bits for each generated test pattern is
checked when two test cubes are to be merged during test compaction. A threshold of
percentage of unspecified bits for each pattern can be defined as an index for
compaction. In this way, a reasonable number of test patterns with high percentage of
don't care bits can be produced.
3.3.2.2 Cost Model for Don’t Care Bits

In order to facilitate the evaluation of the proposed approach, a cost modd is first
discussed. Thisis because as test vectors are reordered to decrease the total bit flips, if
they have dorit care bits in their patterns, the costs of flipping bits cannot be smply
determined. Different cost models may lead to different results so that the real cost of

bit flipping cannot be reflected.
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Table 3.1 summarizes four cost models used in different works [47-48, 79], where
different costs for flipping bits with don't care are treated differently. The cost nodel
Normal [47] assigns a 1 to flip a donit care bit to a specified bit. Cost models
Optimistic and Pessimistic [48, 79] assign an optimistic value, i.e., 0 and a pessimistic
value, i.e, 1 to flip a dont care bit respectively. Estimated [79] assigns a cost of
between 0 and 1 depending on the probability of 1 appearing at that bit location for all
other patterns. For example, given four patterns, 010, x11, 1x0, 1xx; for p[1], there are
two 1s and a O in the first bit position, the probability of occurrence of 1 is 2/3,
smilarly, p[2] is 2/2 = 1 and p[3] is 1/3 respectively. To investigate those four cost
models, an experiment was done by applying them to four benchmark circuits to
estimate their cost of bit flippings and compare with the rea costs of bit flippings. In
the experiment, the total cost of flippingvliton?2 is:

Cost = g F(Vvk] ® v2[k])

: D)

where f is the cost function of the above cost models and Vv[K] is the kth bit of the test
cube v which hasm hits. Table 3.2 shows the results where estimated costs and actual
real wsts are listed. In the table, we can see that cost estimated by dfferent cost
models can differ by two times. For example, Optimistic [48] can have an estimated
cost to have more than two times of bit flips than that estimated by Estimated [79]. In
the table, the results obtained by Estimated and Normal cost models are comparable to
each other, while that obtained by Estimated always shows less error as compared to
the actual costs. Hence in our work of estimating cost of bit flipping, the Estimated

cost modd was used.



Table 3.1 Four different models used for estimating cost for bit flipping

1 -1
15015 X|IX =1
0-0
051|055 XX >0
X 5 X
Normal 0 1 0 1
Optimistic 0 1 0 0
Pessimistic 0 1 1 1
1-p[k
Estimated 0 1 0 Plk]
plk]

Table 3.2 Experiment results on different cost models

51423 Normal,*"| Optimistic | Pessimistic| Estimated
Cost Estimated 605 0 915 349.78
Actud Cost 440 848 514 409
Error% 37.5% 100% 78% 14.48%
sb378 Normal | Optimistic |Pessimistic| Estimated
Cost Estimated 1645 0 2313 1090.39
Actua Cost 1270 3303 1326 1213
Error% 29.52% 100% 74.43% 10.11%
b04 Normal | Optimistic [Pessimistic| Estimated
Cost Estimated 518 2 734 304.79
Actud Cost 375 676 441 394
Error% 38.13% 99.7% 66.44% 22.64%
b13 Normal | Optimistic | Pessimistic| Estimated
Cost Estimated 285 0 414 177.53
Actual Cost 225 440 242 227
Error% 26.66% 100% 70.07% 21.78%
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3.3.2.3 Test Response Abandonment

In the RAS architecture, after test patterns are applied to the CUT, test responses
are stored back into SFFs to be compressed into a signature in a MISR [47]. In our
approach, test responses are dropped (i.e., SFFs do not capture test responses in the
second phase) since correlation between test vectors are usually high and can be
employed to reduce bit flippings. To implement this technique, the scan cell of RAS
should scan out its test response from Din rather than from Dout and the signature is
observed through certain output compactor, which connects Di. Figure 3.5 depicts the
modified RAS cell. More details about output compactor are described in Section
3.4.4. With this technique, only input patterns are used to be compressed and

bit- flipped. The later experimental results show that thisis a good strategy.
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in___| T,
D > D
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Mode r Mode r
Scan Enable  SCLK Scan Enable  SCLK
Normal RAS Scan Cell Modified RAS Scan Cell

Figure 3.5 The modified scan cell for RAS to support Test Response

Abandonment

3.3.2.4 Constrained Static Compaction (CSC)

Traditional static compaction compresses test vectors produced by the ATPG tool as
much as possible. This may increase bit flips greatly since dor't care bits have been
assigned to specified values after this step and increases the chance of flipping for
every bit. In this work, we proposed a Constrained Satic Compaction (CSC)
approach which guarantees that no additiona bit flips will be introduced. For this

procedure, atest vector will be compacted with those compatible test vectors that just
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follow it. It does not compact two compatible test vectors if there exists any
incompatible test vector in between these two compatible vectors. Figure 3.6 shows
an example to demonstrate this: For the shown five reordered test vectors, CSC will
only merge the second vector, 1x00x, with the third vector, 110xx, but not with the

last vector, 1xxx0 since there is an incompatible vector, x11x1, in between them.

Oxx01 CSC Oxx01 BPBTVD Oxx01

1x00x 1100x 11101
oo [ xand [ > 1ood
x11x1 1xxx0

Ixxx0

Figure 3.6  An example to explain Constraint Static Compression (CSC) and

Bit-propagation Before Test Vector Dropping (BPBTVD)

3.3.2.5 Bit-Propagation before Test.Vector.Dropping (BPBTVD)

After test vectors are reordered and compacted by CSC, the number of test vectors
can be further reduced by Test Vector Dropping (TVD) [48]. At the same time, don't
care bits of a \ector are padded by its prior test vector. It is very possible that, after
this process, some test vectors may not detect any faults and become redundant since
the faults originally detected by them have been detected by some other prior vectors.
However, directly dropping those test vectors may decrease fault coverage because in
the padding, the dori t care bits may be padded to different values since their prior test
vectors have changed. The vector to be dropped must propagate its bits to the vector
whichjust follows it. Figure 3.6 demonstrates an example to show this. In the figure,
suppose the second test vector, 1100x, does not detect any fault and is to be dropped.
After its dropping, the don't care bits of the third vector, x11x1, will be padded to the
first vector, making the vector 01101. However, if the second vector is not dropped,
the third vector will be padded to become 11101, i.e., the dorit care bits should be

padded to second vector which is to be dropped. So to maintain the origina fault
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coverage of the test set, the bits of the second vector should be propagated to the third
vector before its dropping. In this case shown in Figure 3.6, the first bit, 1, and the
fourth bit, O, should be propagated to the third vector, x11x1, to make it 11101,
instead of 01101. This proposed strategy is called the Bit-Propagation Before Test

Vector Dropping (BPBTVD).
3.3.3 Hardware Modifications

In order to facilitate the proposed clock scan based on RAS scheme, some hardware
modifications need to be done:
3.3.3.1 Modified Address Register

Since the RAS architecture does not support serial scan, scanning in seed patternsis
costly. It will take m* (address width+1) clock cycles to scan in an m-bit seed pattern.
In order to facilitate the SRST, the.address.shift registers (ASRs) of the RAS circuit
need to be modified as shown in Figure 3.7. The modified ASRs has two modes, i.e.,
when Mode = 1, which is the SRST"mode, ASRs act as a counter; when Mode = 0,
which is the conventional RAS mode, ASRs act as a shift register. With this modified

ASRs, an m-bit seed pattern needs only m clock cycles to be scanned in.

Mode
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Figure 3.7  The proposed address shift register (3 bits)




3.3.3.2 On-Chip Scan Controller

An onchip scan controller is also needed to switch between the SRST mode and
the RAS mode. The controller mainly contains several counters to monitor the
number of scartin bits, test length applied and number of scartin seed patterns. The
controller also controls ACLK and SCLK to correctly scan or capture test responses.

The proposed test flow shows in Figure 3.8.

1. SRST Mode
l.a Load aseedfrom ATE.
1.b Perform CFST with L test cycles.
1.c If another seed exists, goto l.a
2. RASMode
2.a Load bit-flip datafrom ATE until atest cube is completely loaded.
2.b Perform test.
2.c If another test cube exists; go to 2.a.

Figure 3.8  The proposed Cocktail Scan flow

3.4 Experimental Results

Experiments had been done to verify the proposed scheme. Two experiments’ data
are given:
3.4.1 Experiment on Test Efficiency of the Proposed Process Compared
with Other Processes

First, Table 3.3 shows the experimental results of applying the CSC and BPBTVD
drategies in the test vector and bit flipping reduction process to a benchmark circuit
s5378. The results are compared with those applying the traditional process of first
applying S, LKH (Lin-Kernighan Heuristic) reordering, and then TVD [48]. The

original number of test vectors was 1126 with fault coverage of 99.12%. After the



traditional process was applied, 272 vectors were obtained but the number of bit
flipping was 4720. For our proposed process applied, 640 vectors was obtained first
after CSC but afar less number of bit flipping, 1173, was obtained after BPBTVD. In
the RAS architecture, the number of bit flipping is the most important factor since it
determines the test data volume, test time and test power. Also, it is noticed that for
the traditional process, after SC, the bit flips increased significantly and LKH only
improved 6% of bit flips, but for our proposed process, LKH reduced bit flips
significantly and CSC did not increase bit flips which were further reduced by
BPBTVD. For our proposed process, the results of TVD are aso listed. Although
reducing more bit flips, it suffered a dight decrease on the fault coverage.

A more comprehensive experiment on larger benchmark circuits for test efficiency
of the proposed process compared with-ether processes is shown below. Table 3.4 lists
the benchmark circuits on which the experiment was performed with their associated
information, where circuit name, number-ofinputs/outpus, number of gates, number
of test patterns, which includes number of fully-specified (FS) test patterns (i.e., no
don't care bits) and number of partialy specified (PS) test vectors (i.e., with dor't
care bits), number of scan cells, and test efficiency are included respectively.

Table 3.5 lists the experimental results of applying the traditional process [48], a
RAS process which is similar as that of [47] and our proposed process on the partially
specified test vectors of above circuits. For the RAS process experiment, test
responses were stored back to SFFs to be compacted with input vectors, while for the
proposed process experiment, test responses were abandoned. The skills such as
Hamming Distance Reduction, etc., were not implemented in both the RAS
experiment and the proposed process experiment since we only wanted to compare
the result of the strategy of Test Response Abandonment with that of the general

practice of compacting input vectors with the output responses. In the table, the final
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reduced number of test vectors, the number of bit flips, the data volume for storing
test vectors, and test application cycles are listed. For the traditional process
experiment, Optimistic cost model was used similar to that used in [48]. The results
show that our proposed process is a great improvement on the number of bit flips and
consequently on the data storage volume (in average, by 65.07% reduction over those
of [48] and by 74.30% over those of [47]) and test application time (in average, by
2.96 times reduction over those of [48] and 4.56 times reduction over those of [47]),
for al circuits. In the above experiments, ATALANTA [32] was used as the test
generator for generating the test patterns. Since ATALANTA cannot produce complete
PS test vectors for lrger circuits, we only applied the obtained PS test vectors to the
last five circuits in Table 3.5.

Table 3.3 Comparison of traditional'process and the proposed process on

CSC and BPBTVD strategies on s5378

- Traditional [48] Proposed
Original sc LKH TVD | Origind | LKH CsC TVD |BPBTVD
Vectors 1126 305 305 272 1126 1126 845 640 640
Flips 3505 5286 4972 4720 3505 1213 1213 1124 1173
FC 99.12 | 9912 | 9912 | 9912 | 9912 | 9912 99.12 | 9910 | 99.12

3.4.2 Experiment on Cocktail Scan

Experiment on the overall proposed Cocktail Scan scheme on the above benchmark
circuits and another circuit, s35932, was done and results are compared with the
traditional full scan method in Table 3.6. In the table, test vectors of each circuit in
each scheme gave the same fault coverage. Also, for the proposed scheme, the number
of seed patterns, the number of segmented random patterns for each SRST seed
pattern, the number of fina test vectors after applying our proposed bit flipping

reduction process are included. It can be seen that for all circuits, our proposed
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Cocktail Scan scheme had a large improvement on the data storage volume (over 86%)
reduction and the test application time (over 10 times) reduction in average. We aso

compared our results with some previous works as in Table 3.7. In the table, the best

results for each circuit are listed in boldface. It can be seen that for most of circuits,

our proposed scheme shows better results.

In Table 3.8, we show the power reduction using RAS scheme in terms of
switching activity of SFFs. In addition, the test data volumes for each circuit are
plotted in terms of their circuit size for both the conventional full scan method and the
Cocktail Scan schemein Figure 3.9. For the full scan method, the test data volume
increases greatly with the size of the circuit while for the Cocktail Scan scheme the
test data volume increases only dlightly. This implies that the Cocktail Scan scheme
has a potential to be used in large sizecircuits in saving the test data storage, test
application time, and hence, test power.

Table 3.4 BPetails’onbenchmark circuits

Circuit |Inputs/ Outputy Scan Cells | Gates Vectors Test Efficiency
FS | PS

s1423 17/5 74 657 0 374 100%

sb378 35/49 179 2279 0 | 1126 100%
$9234.1 36/ 39 211 5597 | 143 | 595 99.307%
s13207.1 62/ 152 638 7951 | 175 | 893 99.908%
s15850.1 771150 534 9772 | 200 | 442 99.923%
s38417 28/ 106 1636 22179 | 699 | 1506 99.987%
s38584.1 38/304 1426 19253 | 460 | 673 99.934%




Table 3.5 Comparison on the encoding efficiency for different flows applied

to MBFP

Traditional [48] Using Test Response [47] Proposed

Circuit | Test | Bit | Data | Test | Tet | Bit | Data | Test | Test | Bit | Data | Test |Volume| Volume|Speed| Speed
Cubes |Flipg Volume|Cycles| Cubes]| Flips | Volume| Cydles |Cubes| Flips| Volume|Cycles| Red' | Red® | Up' | up?

s1423 89 |1167] 8169 | 8258 | 374 | 811 | 5677 | 6051 | 171 | 364 | 2548 | 2719 (68.81% | 55.12% | 3.04 | 2.23

s5378 | 265 |4833| 43497 (43762| 1126 | 3536 | 31824 | 32950| 640 |1173| 10557 |11197|75.73% | 66.83% | 391 | 2.94

92341 | 239 |2635| 23715 | 23954 595 | 5446 | 49014 | 49609 | 322 | 814 | 7326 | 7648 |69.11% | 85.05% ( 3.13 | 6.49

s13207.1] 253 |3269] 35959 | 36212| 893 | 4894 | 53834 | 54727| 379 | 990 | 10890 | 11269 |69.72% | 79.77% | 3.21 | 4.86

s15850.1| 113 |[1677| 18447 | 18560| 442 | 2328 | 26050 | 26492| 310 | 709 | 7799 | 8109 |57.72% | 70.06% | 229 | 3.27

s38417 | 1005 |5135| 61620 |62625| 1506 |24524] 294288(295794] 994 |2922| 35064 |36058 |43.10% | 88.09% [ 1.74 | 8.20

s38584.1| 157 |3393] 40716 |40873| 673 | 3923 | 47076 | 47749| 389 | 974 | 11688 |12077|71.29% | 75.17% | 3.38 | 3.95
Avg. 65.07% | 74.30% | 2.96 | 4.56

Table 3.6 Comparison the encoding efficiency for full scan with the

proposed Cocktail Scan

Full Scan Cocktail Scan
Circuit Test Data Test Test™ | Cubesfor{ Data Test | Volume | Speed
Seeds Bit Flips

Vectors | Volume| Cycles Length RAS Volume | Cycles Red Up

51423 68 5032 5100 1 64 77 212 1558 1834 | 69.04% | 2.78
s5378 263 47077 47340 4 16 377 793 7853 8710 | 83.32% | 544
s$9234.1 371 78281 78652 8 16 490 1071 11327 | 12526 | 85.53% | 6.28
s13207.1 | 476 303688 | 304164 4 16 597 1343 17325 | 18732 | 94.30% | 16.24
s15850.1 [ 435 232290 | 232725 8 16 660 1180 17252 | 18560 | 92.57% | 12.54
s35932 65 112320 | 112385 4 16 659 1410 23832 | 25306 | 78.78% | 4.44

s38417 901 |1474036| 1474937 16 32 1238 3655 | 70036 | 74203 | 95.25% | 19.88

s38584.1 | 647 | 922622 | 923269 20 32 1237 2951 | 63932 | 67523 | 93.07% | 13.67
Avg. 86.48% | 10.16
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Table 3.7 Comparison of data sizes of the proposed Cocktail Scan and

previous works

Circuit Golomb FDR EFDR VIHC Alternating | Selective 9 Code | Proposed
[53] [56] [80] [55] Run-Length | Huffman [83]
Codes [81] [82]

5378 14941 12352 11426 11450 11687 10666 11497 7853
9234 21482 22150 21364 20697 21600 17987 19283 11327
s13207 33205 | 30892 29901 27258 32710 3799% 29240 17325
s15850 28638 26021 24635 24713 26329 26175 25867 17252
s38417 117951 93405 64906 76767 64906 67542 64906 70036
s38584 85217 77849 73868 75062 77451 71478 68691 63932

Avg. 322483 | 286355 | 255578 287693 263607 250226 248219 211557

Table 3.8 Power reduction obtained for RAS in terms of switching activity

of SFFs
Total switching activity Peak switching activity
Circuit RAS RAS
Full Scan RAS Full Scan RAS
Red% Red%
51423 167K 4.45K 9733 49 1 97.96
s5378 3.23M 12.2K 99.62 107 1 99.06
$9234.1 8.2M 28K 99.66 127 1 99.21
513207.1 97M 42K 99.95 360 1 99.72
s15850.1 | 61.4M 69.5K 99.88 310 1 99.68
$35932 90.6M 112K 99.87 920 1 99.89
s38417 1115M 841K 99.92 886 1 99.89
s38584.1 | 657M 915K 99.90 771 1 99.87
Avg. 99.51 9941
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Figure 3.9  Test volume plots of each benchmark circuit for the full scan

scheme and the Cocktail Scan scheme

3.4.3 Hardware Overhead

For RAS, the scan cell (such asin Figure 3.2) is dightly larger than the traditional
scan cell. The area overhead of RAS ¢an be expressed as
7N
N, 410" N 2

where Ny is the number of scan cells and Ny is the number of gate counts. In our
proposed scheme, the Address Register is modified and, in addition, the address
decoder is also considered for the area cost overhead. The size of our decoder was
obtained by synthesizing it using Synopsys commercial tools with a TSMC cell
library. In Table 3.9, the hardware overhead of this scheme is listed to be compared
with that of the standard scan design for each benchmark circuit. It is seen that an
approximate 18 percent increase on the overhead is needed for this scheme as

compared to the standard scan design.
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Table 3.9 Hardware overhead comparison between RAS and standard
scan designs
o Standard Scan RAS Gate Hardware
Circuit PP
Gate Counts Counts Overhead%
s1423 74 1379 1764 218
s5378 179 4241 5099.5 16.8
s9234.1 211 7872.5 8843 10.9
$13207.1 638 13549 16710 189
$15850.1 534 149415 177385 15.7
s35932 1728 31617 41377 236
s38417 1636 36639 44441 175
$38584.1 1426 34016.5 42719.5 20.3
Avg. 182

3.4.4 Discussion on Some Problems on the RAS Architecture

As mentioned previously, in order: to observe the output response, a MISR needs to
be used, and this will increase thezarea and the test power. To reduce this overhead, a
combinational compactor such as XCompactor [84] needs to be adopted. The area
overhead of the comparator reported in [84] is very small, e.g., a compactor of 10
outputs has a size of 232 2-input XOR gates. For our experimental circuits, the
maximum number of scan cellsis 1728, which is equal to 3712 2-input XOR gates.
Also, for each scan cell, the routing of scan enable signals from the decoder will cause
the routing congestion problem. To solve this problem, hierarchical decoders can be
used to replace the single decoder. The concept is to distribute several local decoders
evenly in the layout and an example is shown in Figure 3.10. Together with careful
layout planning and physical locaion of scan cells, this problem can be solved. In a
recent breakthrough of RAS architecture [85], it has been reported that further
reduction of area can be achieved by using a memory-like architecture with sense

amplifiers for output reading. The area overhead attained is no more than 4% as
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compared to the multiple scan architecture. This makes the application of RAS more

practical.

Local Decoders

Global
Decoder

Figure 3.10 Reducing routlng aveJ]én&%J’Qnal skew by using hierarchical
decoders rather{ha%g @ global decoder

3.5 Summary

In this chapter, we have proposed and demonstrated a Cocktail Scan testing scheme
to save the test vector storage, the test application time, and consequently the testing
power. The scheme takes two phases to generate and gpply test patterns for the DUT.
In the first phase, a few number of seed patterns are applied to the DUT to generate
segmented random scan patterns to test the circuit. For this phase testing, the test
application is simple and a large number of faults canbe detected. In the second phase,
deterministic patterns are generated for the remaining faults and are applied to the
circuit by the RAS fashion. For this set of test patterns, a proposed process utilizing

several improved dtrategies, namely, Test Resporse Abandonment, CSC and
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BPBTVD, is used to reduce the test vector volume and the number of bit flipping.
Experimental results show that the process is very effective in reducing the number of
bit flipping, which leads to an 86% reduction in test data and 10 times of speedup in
test application time. Overall, experimental results also show that, for the Cocktail
Scan scheme, the test data volume for this scheme increases only slowly with the size

of the tested circuit, making it effective to be applied to large size circuits.



Chapter 4 Adaptive Encoding Scheme
Using Embedded Memory for Low-Cost and

Low Power SoC Test

4.1 Introduction

In this chapter, we propose an Adaptive Encoding scheme, which handles test data
in variable block size, in contrast to the fixed size as in the conventiona
Correlation-related schemes (Section 1.6.1), to achieve higher test data compression.
The scheme utilizes a special decoder machine to deal with blocks which could be of
flexible size to obtain better compression capacity than previous works. Techniques of
two-phase test and test vector reordering’to .be incorporated with the scheme are
investigated to further improve test_efficiency. In addition, a constrained minimum
trangition fill strategy to fill patterns is adopted to help make tradeoff between test
compression and test power. Experimental results show that significant reduction for
test volume, test time and test power is achieved for this proposed scheme.

This chapter is organized as follows: In Section 4.2, the compression principle of
Correlation-related test compression method is first reviewed briefly to bring out the
motivation to develop Adaptive Encoding. Then, in Section 4.3, the proposed
encoding scheme and the implementation of the decoder machine are described. In
Section 4.4, a two-phase test and test vector reordering techniques which can be
incorporated with the scheme to improve its efficiency are presented. In Section 4.5
and 4.6, the encoding efficiency and test time for the encoding scheme are
investigated theoretically respectively. In Section 4.7, the Constrained MTF strategy,
which can be incorporated in the scheme to achieve simultaneous test data and power

reduction, is presented. Experiment results of the scheme are given in Section 4.8 and
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finaly, summary for thiswork is given in Section 4.9.

4.2 Correlation-Related Compression Methods

Due to the circuit structure dependency, correlation between test vectors are usually
high and only small amount of different bits need to be changed from one test vector
to another one. Random:Access-Scheme (RAYS) follows this concept by flipping only
different bits between two consecutive test patterns [47, 86] to achieve efficient test
application. Suppose there are two test patterns, T1 and T2, which may contain don't
care bits, as shown in Figure 4.1. DIFF pattern is defined as T1 T2. For the RAS
scheme, any arbitrary scan flip-flip bit can be changed alone. For this example, only
three bits need to be changed when T2 isloaded after T1. Thus test pattern, T2, can be
eliminated from storing in the memory..ofithe ATE and a specially designed circuit is

needed to handle flipping of the selected hits.

T1: 1110 "0110° 1100 0010
T2: 1100 01xO0O 11x0 x001
Diff: 0010 0000 0000 0011

Figure 4.1  Two 16-bit test patterns and their diff pattern for demonstration of

RAS

Unlike RAS, which has large hardware overhead, the authors in [51] exploited the
embedded hardware for test decompression. For that proposed scheme, the test
program, test vectors and replacement words are initially transmitted from the ATE to
the internal memory of the CUT. During scan testing, an embedded processor of the
CUT teratively runs the test program to “configure” test patterns with replacement
words in the memory and then loads the configured patterns into scan chains. After
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testing, the test results are captured and the test data are continuously loaded from the
ATE to the internal memory during testing. Test data in the memory are organized as
blocks to be processed by the embedded processor. It was shown that the size of block
affects the compression of test data[51].

In the above, to obtain the maximum compression, simulation must be performed to
select the best size for blocks. However, even if we know the best block sze for a
design, it can not be adopted arbitrarily since some design specification will constrain
the size of blocks. This is especialy true for an SoC, which may have cores of
different sizes. Hence, the advantage of achieving high compression ratio of the
Correlationrelated methods is somewhat restricted. In the next section, we will

propose an Adaptive Encoding scheme to eliminate the above problem.

4.3 Adaptive Encoding

4.3.1 Encoding Scheme

If the size of blocks is fixed and data are processed in blocks, the scheme is called
block-replacement (BR) scheme [51]. However, if the size of the blocks is variable for
different patterns, a more efficient compression is usually resulted. Hence, instead of
treating atest patternin blocks, we use “packet” to represent the change of bits in the
test pattern. A packet is aword, which is divided into three fields: address, data length
and data, with variable length of bits. address contains the information of the location,
for the replacing scan test pattern, of the starting bit which differs from the
corresponding bit of the to-be-replaced test pattern. data length indicates the number
of bits of the test pattern which is to be replaced starting from the location of address.
data is the part of the DIFF pattern (in Figure 4.1) used to replace the portion of the

to-be-replaced test pattern starting from the location of address and used to make the
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replacing pattern Figure 4.2 shows three different ways to form packets for the
example of Figure 4.1, where the to-be-replaced test pattern T1 is to be replaced by
the replacing test pattern T2. The figure shows cases of using one-packet, two-packet
and three-packet to represent T2. We take the two-packet case for explanation: For the
replacing test pattern T2, the address of the starting bit of the two packets is the 3rd
bit (0010) and 15th bit (1110) respectively. The data length is 1 (0000) and 2 (0001)
respectively, and the data is “1” and “11” respectively. Different packet representation
will lead to different compression results. For this example, two-packet representation
has the best compression result. The principle to form packets is to achieve as less

data volume as possible.

|:|: address . data length |:|: data

Diff: 0010000000000011
One Packet: 22 bits
First; | 0010 1101 [10000000000011]
Two Packets: 19 bits
First: mﬁl
Second: 0001 [11]
Three Packets: 27 bits
First: M@
Second: 0000 @
Third: 0000 [1]

Figure 4.2  Three encoding alternatives of using packet representation for

the same pattern: one-packet, two-packet, and three-packet

The width of address and data length fieldsis dog, N ) bits for N-bit patterns;

however, it can be reduced. For address since packets are processed in an increasing
order of address, the address field, instead of containing the starting location of
differing bit(s), can contain the number of Os of the DIFF pattern. This improves the
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encoding efficiency. The new format for address is called difference address and its

width is determined by the maximum difference address, say D, among all packets of
each pattern. Consequently, the width of difference address becomes dog , DL bits,

which is shorter than the width of address, dog, N (j. In the same manner, the width

of data length field can also be reduced to dog, KL pjts according to the maximum

width of data, K, among all packets of each pattern. To support these two fields,
difference data and data length, with variable width, two additional header fields are

added to the compressed data to indicate their widths for each pattern. The width of

these header fields only needs dog, (log, N)u bits, which are negligible as compared
to other fields. Before one pattern is decoded, these two header fields are first loaded
into the decoder to configure the width of difference address and the width of data
length. Figure 4.3 shows another example where the length of the original pattern is
32 and the width of the header fieldsis only 3. It.can be seen that the original width of
address is reduced from 5 to 4 bhits and, for data length, from 5 to 2 bits. The find

compressad data only has 24 hits; thus, it has a reduction of (32-24)/32 = 25%.
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Diff: 01100000 A 00000000 11010000 00000000

- difference address: 1, 13

width of difference address= gog,13y = 4 bits
- max length of data=4

width of data length = gog, 4y = 2 bits
Improved: 18 bits

First: 01 @
Second: 11

Final compressed data: 24 bits

011 + 001 + ol + n
- - . /
width of width of

difference  datalength packet 1 packet 2
address

Figure 4.3  Using difference address and reduced data length to improve

encoding efficiency

4.3.2 Decoder Machine Design-and Its Operation

To decode a test pattern, a decoder machine needs to be developed. The test

architecture for Adaptive Encoding is shown in Figure 4.4 (a). In our implementation,

we only require one scan-in signal, which facilitates the usage of alow-cost ATE. The

encoded test data serialy shifts through this scan-in pin to the decoder. The scan clock,

lk, for scan chains is controlled by the decoder. Figure 4.4 (b) shows that a test

pattern is stored in the embedded memory and the decoder machine configures it to

the next pattern and loads it onto scan chains. The main actions that this decoder

machine performs for each test pattern are:

® Step 1. Loads three header fields, the number of packets, the width of difference

address and the width of data length to the decoder machine;

® Step 20 Loads and uses packets to configure the next test pattern by
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communicating with the memory;

® Step 3: Loads the test pattern in the memory to scan chains.

decoder decoder
b
scan in scan in block #
HHH H fI
Tdk I ER | Tdk :
—> —>
W] [ M
head fields buffer
(@ (b)
decoder
b
block #
E}data m RAM
Y| FEESY O
E:I o :Sclk D:D ...... I:I m scan chains
E—
hutte (111
©
Figure 4.4  The three main steps that the decoder machine does: (a) step 1:

loads three head fields (b) step 2: configures test pattern (c) step 3: loads test

In Step 1, in addition to the two header fields mentioned in Section 4.3.1, there is
also a header field, which indicates how many packets are to be loaded into the
decoder machine for each test pattern. In Step 2, encoded packets are sent to the

decoder machine to be configured into blocks in the memory. To calculate the actual

address of the difference address, an adder of a length of dog, N bits is used to

pattern
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accumulate the address for each packet. The adder is initialized to zero before each
pattern is decoded. Once the actual address is calculated for each packet, decoder
machine fetches a block from the memory to modify it. For this action, there are three
sub-steps. First, the decoder machine gets the address from the adder and then the
addressis divided in two parts, block number, say b, and offset, say k. block number is
the physical block number in the memory and offset is the starting location where the
block is to be replaced from. After block number is sent to the memory, the selected
block will be read and then updated with data in the buffer, as will be described later.

Figure 4.5 shows the detail architecture for the decoder machine. How input data is
decoded is explained: In the figure, at the beginning of Step 2, the machine resets al
flip flops of the buffer, sets load to a 1 and sends offset to the offset decoder. After that,
data is loaded into a specific flip flopswhich.is selected by the offset decoder while
other flip flops behave like shift registers. Oncethe buffer is full or ready, the decoder
sets load to a 0 and then selects-a target-block from the memory. Thereafter, the
selected block loaded from memory is configured by XOR gates with the DIFF
pattern in the buffer. Finally, the decoder machine writes the modified block back to
the memory. The decoder machine runs at the system clock to perform those actions,
which takes two system cycles for changing and writing a block within one test clock.
Therefore, the ATE can continuously send packets to the decoder machine without the
need of additional memory space to store replacement words. If datais too large to be
filled in the buffer, the decoder increases the address counter and goes on to select the
next block from memory to be modified without interruption.

In Figure 4.5, the relationship between address and the memory organization is aso

shown, where the address from the adder’s output is dog, N(j bits, and the buffer

has m flip-flops, which is equa to the block size of the memory. The number of scan
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chains can be different from m, but here we assume it is m for smplicity. Two fields,
difference address and data, of a packet are shown to explain how the decoder
recognizes them; in fact, they both come from the scarrin pin. With offset and an
offset decoder, the machine achieves random access for the selected block and a
variable size of encoded block.

After all packets for one test pattern are decoded, the decoding process goes into
the final step. The machine loads the configured test pattern in the memory to scan
chains and shifts the test result out at the same time. Also in this step, ATE should stop
sending data because the decoder is busy in loading a test pattern. In our scheme,
since the time when Step 2 will finish can be known in advance (we can do that by
analyzing packets), the synchronization problem is avoided by inserting a vector
repeat filling instruction [90] at the time'when Step 3 starts. Although vector repeat
instructions in the ATE do not come for free, their numbers needed equa to the

number of test patterns and are negligible.
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Figure 4.5 Relationship between decoder’ s address and memory blocks,
and implementation of the memory buffer to support updating memory block in

a random access fashion

Among the three steps to decode and shift a pattern, the test time in Step 2
dominates among all times of the steps; therefore, we describe this step in more
details by using an example as in Figure 4.6, where a DIFF pattern is decoded into
two packets. In Figure 4.6(a), after three cycles, three bits for difference address are

loaded and then the decoder calculates the address for the first to-be-flipped bit. Once

74



the address is obtained, the block is fetched to be modified (Figure 4.6(b)). In Figure
4.6(c), after two bits of data for the first block are loaded, the decoder modifies and
writes the block back to the memory. In Figure 4.6(d), the decoder automatically
fetches the next block to be modified since the loading of data is not done yet. After
the next block is aso modified, the block is updated in Figure 4.6(e). Next, for the
second packet, the decoder will calculate the new address for the first to-be-flipped bit

(inFigure4.6(f)). Figure 4.6(g) and Figure 4.6(h) are similar as the first packet.
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[_]: differenceaddress ~ : datalength [__J: data
___ block number - offset

DIFF: 0010 1000 0000 1000

First Packet:  p2q 10[209]
Second Packet: @Iﬂ

1010
First Packet: 0101
—*| decoder 111
Address:
00004jo10=0Q10 1011
memory
(@
1010
First Packet: 10 block:1010 | 0101
—”| decoder [*
block #: 00 =
| 1011
® memory
1000
First Packet: block: 1000 | 0101
—>| decoder >
block #: 00 =
»| 1011
© memory
1000
First Packet: [1] tatc0101 | 0101
— =" decoder [*
block #: 01 |k
»| 1011
(d) memory
1000
First Packet: i block:1101 | 1101
—>] >
decoder block #: 01 i
»| 1011
© memory
1000
Second Packet: [111] 1101
> decoder 111
Address: 0
00104111}+10+1=1100 1ol
0 memory
1000
Second Packet: 00 block:1011 1101
> decoder [*
block #: 11 Lt
| 1011
© memory
1000
Second Packet: [ block:0011 | 1101
—*| decoder >
block #: 11 =
»| 0011
memory

Q)

Figure 4.6  An example to demonstrate the decoding process in Step 2
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4.4 “Two-Phase Test” and “Test Vector Reordering”

Techniques for Improvement on Test Compression

The data compression of Correlationrelated compression method is affected by the
tota number of bit flips between test patterns. The proposed scheme, when
incorporated with the techniques of “two phase test” and “pattern re-ordering” [86],
can be further improved its test compression efficiency. The “two-phase test” consists
of generating test patterns in two phases, namely, it generates test patterns randomly
in the first phase and then generates patterns deterministically, which aim to test
specific faults, in the second phase. For the first phase, patterns are randomly
generated to detect easy-to-detect faults The way to generate a random pattern using
our decoder machine is to randomly generate:m bit first. Then those m bits are loaded
to the decoding buffer and those:m bits are shifted to scan chains from the buffer
continuously until scan chains are-full. Forione scan chain, data of all scan cells are
the same. For example, if a decoding buffer has, i.e, is connected with, four scan
chains and each scan chain have eight scan cells, and the generated four bits are 1101,
the scan cells of the first, second and fourth scan chains are all bit 1 while the third
scan chain is bit 0. The decoding buffer needs eight cyclesto fill the four scan chains.
Therefore, each random pattern needs m bits as a seed and they are repeatedly shifted
into a CUT. This saves the scartin power since the same bit is shifted into a scan
chain.

In the above, although the bit dependence between scan cells limits the fault
coverage, patterns generated deterministically in the second phase increase the fault
coverage.

Sequences of test patterns of different orders results in different number of bit flips.

In the second phase, in addition to the aim to increase the fault coverage, a test vector
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reordering technigue is used to reduce the number of bit flips. The problem of finding
a good order of test patterns to reduce the number of bit flips can be formulated as a
Minimum Bit Flip Problem (MBFP) [86]. A processis proposed to solve this problem
as follows:

Suppose N test patterns are to be reordered, a graph is built with N nodes, which
represent the N test patterns. Each edge between two nodes of the directed graph
represents an applied order of patterns. For example, in Figure 4.7 (a), edge E1
represents that node A (pattern 1x00) is applied prior to node B (pattern 1111) while
edge E2 represents the reverse order. Each edge is associated with a cost which
indicates the number of bit flips while patterns change from one to the other. For test
patterns without dorit care bits, the numbers of bit flips are the same for the two
edges. For this case, only undirected edges are needed, which is shown in Figure 4.7
(b). However, test compression methods often compress test patterns with dor't care
bits and thus the number of bit flipsis dependent on the applying order of patterns and
directed edges are used in the graph. For al patterns to be ordered, a complete graph
can be built with nodes connected with each other with all the edges. The test vector
reordering problem can then be formulated as an Asymmetric Traveling Salesman
Problem (ATSP) and a heuristic algorithm is used to solveit.

E1 (cost=2 or 3)

/\ E1 (cost=2)
® O——
1x00 1111 1000 1110
E2 (cost=2)

@ (b)

Figure 4.7  Graphs to model test sequence ordering: (a) Direct edges for

partially specified patterns (b) Undirected edges for fully specified patterns
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In Figure 4.7, for patterns with dorit care bits, a cost model is used to help decide
the cost of bit flip between two nodes. For example, the cost of edge E2 in Figure
4.7(a) is 2 since the third and fourth bit of node B need to be changed from 1 to Q
However, asfor E1, the cost may be 2 if the “x” of A is mapped to 1 or may be 3 if it
is mapped to 0. Four cost models may be used [86]. Different cost model will lead to
different results in solving the ATSP problem. Here we use an improved Estimated
cost model of [86] to model the costs of edges

The idea of Estimated cost model is to associate each corresponding bits of patterns
a probability for which the bits are logic “1”. For example, for four patterns, 010, x11,
1x0, 1xx; for the first bit, there are two 1s and a O at the first bit position, the
probability of occurrence of 1 is2/3 (“X” is not counted), similarly, for the second bit
is2/2 = 1 and for the third bit is 1/3 respectively. When we assign values to “x”s of
the above patterns to obtain their: DIFF pattern, we will assign the first bit of the
pattern x11 to be “1” since the probability=is 2/3. Similarly, the second bits of the
patterns 1x0 and 1xx are assigned to be “1” and the third bit of the pattern 1xx is
assigned to be “0”. In thisway, all don't care bits are assigned and a DIFF pattern can
be calculated. Then, the improved estimated cost model calculates the encoded data

volume of the DIFF pattern and assigns the cost to edges of the modeled graph.

4.5 Compression Efficiency Analysis

Generally speaking, all Correlationrelated compression methods can be treated as
block based replacement schemes. Each block has a header field, which indicates the

position of the block in atest pattern. Suppose atest pattern of N bits has a block size

b, then it has 2%3 blocks and each block needs a header field of §,, N bits to
gba & by
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represent. To replace one block, (3092%3 +p) bits are required. Given M blocks to
é ¢

be replaced in a test pattern, the data volume DV will be \ - (2.092 EHJ, by bits,
Py b Vi
e

u
éNu _ . . DV
where M égg. The data compression obtained for a test patternthen is 1- ~ In
eba

the word case, all blocks are to be replaced, hence:
DV =M" (gog2%5+b): M’ b+ M’ gogz%az N+M” gogzgg

In this situation, the header field, which is the overhead for each block, will
dominate DV. For atest pattern, different values of b and M result in different DV and
compression rate. Figure 4.8, where DV is plotted with respect to M, the number of
blocks needed to be replaced, and b for atest pattern of N=2048 hits, explains this. In
the figure, when most blocks are replaced, the overhead introduced by the header field
harms greatly data compression. Therefore, b-should be chosen larger to reduce DV.
On the contrary, if M is small, b has the mestimpact on DV. For this case, b should be
chosen smaller to reduce DV.

As observed in Figure 4.8, DV, is highly dependent on b. Moreover, it is known
that as test patterns are generated by an ATPG program, the percentage of don’ t care
bits riseswhile they are generated [45]. When the number of don’ t care bitsis small, it
tends to have more blocks to be replaced. For this case, alarge block size is preferred
to reduce the effect caused by the header bits. On the contrary, if there are many don’ t
care bits, fewer blocks need to be changed and a smaller block size is preferred. This
scheme has a merit as compared to the RAS scheme which can be viewed as a BR
scheme of 1-bit, and other BR schemes of fixed-dzes which can not exploit the

advantage of the taking various distribution of don’ t care bits into consideration to

increase compression rate.
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Figure 4.8 Compressed data volume, DV, v.s. the number of blocks to be

replaced, M, and the block size, b

—number —oBe Xts BR-ASH zBI o

10

K 2%do? ©
N
| 1000
w

8 0 Ox

number

1 51 101151201251301351401451

pattern index
Figure 4.9  The block sizes, which give the best compression, are plotted
with respect to test patterns for a test set for circuit b19_1 for Adaptive
Encoding scheme and BR scheme respectively. The number of don't care bits

is also plotted for each pattern
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Figure 4.9 shows a real case study for a test set of 473 test patterns for acircuit
b19 1, which has 6642 scan cells. We plot the distributions of the best block size, for
which the optimum bit compression was obtained, with respect to patterns for the
Adaptive Encoding scheme and the BR scheme respectively. In the figure, the number
of dont cares bits for each pattern is also plotted. We can see that for the Adaptive
Encoding scheme, the optimum size @lata length) initidly is high and decreases
gradualy. However, for the BR scheme, the best block size of BR changes sharply at
about the 30™ pattern. So once it is fixed initially at, say 1024, to achieve for the
maximum compression for the first 30 patterns, the compression efficiency drops
rapidly for the patterns after 30 patterns. However, it is not so for the Adaptive
Encoding scheme since its data length can always be adjustable and better data

compression can be obtained.

4.6 Test Application Time Analysis

The test application time is also an important issue for a compression scheme. In
this section the test application time of the proposed Adaptive Encoding scheme is
analyzed.

When the test application time is considered, the processes to shift test data and to
apply atest pattern should be discussed. For the scheme, Step 1 and Step 2 shift test
data into the decoder machine. Since only a scan-in pin is used, the test time to shift
the encoded data is directly proportional to the number of bits shifted. Once a test
pattern is configured in the memory, the decoder |oads the pattern to scan chains at the

system speed of the CUT in Step 3. Suppose that the frequency of test clock of an

f
ATE is f and the system clock of the CUT isf,and I = T For a CUT, the
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u
G, as obtained from the previous section. Therefore,
a

maximum shift length, L, is

[(ON X ON
12

the time to shift a test pattern from the memory to san chains is gﬁﬂ So the test
er

application time (ATE cycles) for a test pattern is pv + 253 and the total test time is
éru

a DV, + H).When b islarge, L becomes smaller; therefore, the time to load a test
i 4

P 0

pattern in Step 3 is negligible as compared to the shift time of Step 2. Hence, only the
shift time needs to be considered. As the test data volume is reduced, the test time is
also reduced. Hence the test application time of the Adaptive Encoding schemeis also
efficiently short. For the two phase test, br applying random patterns of the first
phase, only b bits loading time and L.:eycles for shift length are needed (the additional

header bits shifting is also negligible).
4.7 Pattern Fillings for Test'Power Consideration

Test power is aso an important problem to be considered during test pattern
compression. To reduce the test power, dorit care bits of test patterns are filled with
“0” and “1” to reduce the number of transitions when shifting patterns. However, the
strategy to get low power test is somewhat contrary to the strategy to obtain test
compression. Some traditional approaches used minimum transition filling (MTF) to
reduce test power [8]. However, MTF is not directly applicable for the proposed
Adaptive Encoding since it may significantly increase the number of bit flips,
consequently, decrease the test compression efficiency. To make a tradeoff between
the two strategies, we propose a modified strategy, Constrained MTF, for which only

part of unspecified bits of the pattern isto be filled with MTF, to be incorporated with
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the encoding scheme.

In developing Constrained MTF, we use the Weighted Transition Count (WTC) [60]
to estimate for power cost. The concept of WTC is to give more costs for bits at the
front positions of test patterns since they pass more scan cells and cause more
trangitions. We give higher priority to apply the MTF strategy to the former bits than
to the latter bits of a pattern. To determine which bits are to be applied MTF, a

condition is used to for judgment:

o X(reduced WTC) (1 a ) x(increased bit flips) O

where a is a user defined value between 0 and 1. With this condition, the proposed
Constrain MTF is: For each scan chain, we start to check each don’ t care bit to see
whether the above condition is met under a givera . If the number of reduced WTC
of adon’ t care bit applied with MTE is larger than the number of increased bit flips,
the condition is satisfied and the Constrained MTF is applied. If the condition is not
satisfied, MTF is not applied for the bit. This measurement guides us to make a
tradeoff between the increased number of bit flips and the amount of reduced WTC
when a bit is to be filled with MTF. If we want lower test power, we should choose a
larger a so that more bits satisfy the condition. However, this means that compared
with the original achievable test compression with Adaptive Encoding, more number
of bit flips are added. If we choose a to be smaller, fewer don’ t care bits are filled
with MTF. For this case, we obtain little test power gain. We note that when we make
o be 1, the proposed MTF becomes the traditional MTF; and whena  be 0, it equals
to the Adaptive Encoding scheme without any MTF strategy.

In Figure 4.10, an example is shown with a test pattern applied with Constrained
MTF aong with no filling and the traditiona MTF strategy respectively. For the

Constrained MTF, the number of flips is 9, only one more than that of the no-filling
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case. Its WTC is 29, which is much less than that of the without-filling case but only a

moderate increase as compared to that of the traditional MTF case.

higher

compression
Adaptive Encoding, no filling (a = 0) Resulted patterninmemory 4 # Flips #WTC
xx10xxxx111xx1x1 + (0000000000000000 = 0010000011100101 6 82
Vector with Constrained MTF (a =0.05)
xx10xxxx11111111 + 0000000000000000 = 0010000011111111 9 29
Vector with traditional MTF (a = 1)
1110111111111111  + 0000000000000000 = 1110111111111111 15 7 s

lower power

Figure 4.10 An example pattern with three different filling strategies which

result in different number of flips and WTC's

4.8 Experimental Results

This Adaptive Encoding scheme had been, implemented in C++ and applied to
some largest ISCAS89/ITC99 scan circuits and locally designed circuits, which had
even higher complexity. The test patternsifor the circuits were obtained by SYNTEST
tools. The results obtained are then compared with those obtained by applying some
other methods [47, 51, 53-55] as shown in Table 4.1, where m is the optimal group
size for Golomb [53] or the optimal block size for BR [51]. As for Selective Huffman
[54], we choose the block size as 12 bits and the number of encoded states is 16. In
the table, for the VIHC method, the compression/reduction is listed for the group size
of 16 and for the unlimited group size respectively. The column “Max Red.” is its
theoretical encoding upper bound that is practically not redizable. It should be
mentioned that for the Entropy-related methods, larger group size implies larger area
of the decoder and larger synchronization overhead between the decoder and the ATE.
In the table, it can be seen that our proposed method outperforms the
Correlation-related methods, RAS and BR, for all the circuits, and furthermore, it can
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get compression ratios, which are comparable to the theoretical compression upper
bounds of the VIHC method, especialy for the larger size circuits: leonl, leon2, rca
and fft. Also, Adaptive Encoding is very efficient for test compression especialy in
very large-scale designs.

Table 4.1 Compression comparison between different encoding methods

Entropy-Related M ethods Correlation-Related M ethods
. VIHC[55] Selective Adaptive
Circuit | Patterns| SFFs| Golomb [53] =16 | Max_| Huffman RARSe(EIM] BR[51] Encoding
m 1 Red. | Red. | Red. | [54] Red. " ™m [ Red Red.

s35932] 36 | 1728 | 4 | 36.56% | 43.81% [51.97%| 54.36% | -91.39% | 32 [33.37%| 47.17%

s38417| 125 | 1636 | 8 | 57.10% | 58.01% [60.39%| 56.19% | -3.99% [ 8 |[18.91%]| 43.01%

s38584| 142 | 1426 | 8 | 62.20% | 63.00% | 66.83%]| 65.57% 11.99% | 8 |34.47%| 54.71%

b18 1| 444 | 3320 | 16 | 69.42% | 74.26% [ 79.41%| 71.54% | 33.03% | 16 | 63.62%| 75.01%

b19 1| 473 | 6642 | 16 | 70.41% | 75.46% [85.59%| 71.84% | 30.93% | 16 | 63.40%| 75.73%

b22 1| 437 | 735 | 4 |51.94% | 58.63% |[65.05%| 61.29% [ -14.24% [ 8 |43.57%]| 60.06%

leonl | 599 [10405| 64 | 89.97% | 88.75% 94.19%| 80.76% | 81.15% | 8 |88.13%]| 90.98%

leon2 | 3090 |49455| 256 | 97.50% | 92.80% | 98.75%] .. 82.79% | 95.94% | 8 |97.56%]| 98.18%

rca | 3569 |20480( 64 | 96.29% | 92.14% | 98.56%]. 82.26% | 93.06% | 32 | 97.84%| 98.35%

fft 790 | 75723| 64 | 93.05% | 91.00% |96.96%]: 81.:89% | 93.69% | 16 | 93.85%| 96.09%

Avg. 72.44% | 73.79% | 79.77%] 70.85% | 32.20% 63.45% | 74.00%

Table 4.2 compiles the test speedupsiof the Adaptive Encoding method and the BR
method as compared with the traditional serial scandesign. Test time is calculated
based on the analysis in Section 4.6. In the table, the memory size for patterns for
each circuit is listed and m is the number of scan chains and r is the speed ratio
between the system clock and the test clock as is defined in Section 4.6. The column
“AreaOver.” is the area overhead for the decoder machine, which was synthesized by
Synopsys Design Compiler, and memory is not counted. For the Adaptive Encoding
method, the ATE repeats filling scan data during the period when the decoder machine
is shifting a pattern into scan chains. Therefore, compared to BR, it needs additional
loading time overhead as analyzed in Section 4.6. Even so, the Adaptive Encoding
method <till obtained higher speedups. The speedups obtained for the Adaptive
Encoding method is 16.46 for r = 5 (the bold character cases) with only a little area
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overhead of the decoder.

Table 4.2

Test speedups for BR and Adaptive Encoding under different

number of scan chains, m, and clock ratio, r, between test clock and system

clock
Adaptive Encoding
m=16 m= 256 m = 1024

Circit | BR | RAM

r=2|r=5[r=10| Sr® | r=2| r=5 |r=10| A | r=2|r=5|r=10 Oj;i/o
s35932| 150 | 2 | 1.78 | 184 | 187 | 4.0
s38417| 122 | K | 166 | 172 | 173 | 44
s38584| 152 | 2k | 207 | 215 | 218 | 4.9
b18_1| 274 | 4 | 355 | 381 | 390 | 10
b19 1] 195 | 8 | 365 | 392 | 401 | 05 | 409 | 411 | 411 1.9
b22 1| 176 | 1K | 232 | 242 | 246 | 38
leonl | 841 | 16K | 824 | 974 | 1037 | 07 |[1085] 1099 |11.04| 27 |[1103|1106| 12.08| 9.1
leon2 | 40.98| 64K | 2023 [ 3259 | 4093 | 0.1, .{49.69:} 5276 | 5385 | 05 |5356|5445| 5475 1.8
rca | 4629 | 32K | 2092 | 3443 | 4387 | .03, |5407|.57.73 | 59.06 | 1.3 |[5872|5975| 60.10| 4.4
fit | 16.26 | 128K | 1422 | 19.39 | 22.06 | = 0 | 24.387] 2509:| 2534 | 04 |[2528| 2547 | 2553 | 1.4
Avg. 12.26 16.46

Table 4.3 shows the experimental results on the tradeoff between test compression

and test power reduction for incorporating the Constrained MTF strategy with the
encoding scheme. In the table, number of chains, WTC and peak transitions, and data
reduction ratio for each circuit are listed for results of our Adaptive Encoding without
and with the Constrained MTF of different values of a 's. We can see that when
circuits have higher complexity, alarger a , for example, 0.1 should be chosen. Take
the circuit “leonl” to be an example, with a = 0.1, we reduce the test energy by
(57.8M-4.85M)/57.8M = 91.60% and reduce the peak power by (5156-4353)/5156 =
15.57% at the expense of 10.82% loss in test compression. Another circuit example:
“rca” with a = 0.1, we reduce the test energy by (1.17G-57.2M)/1.17G = 95.11%
and reduce the peak power by (10467-9415)/10467 = 10.05% at the expense of only

4.31% loss in test compression. The larger the circuit is, the more power saving can
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be achieved with a little loss of test compression. When we make a

=1, i.e,

traditional MTF is used, we almost cannot obtain any compression since too many bit

flips are introduced.

Table 4.3 Tradeoff between test power and test compression for different
user defined values
Without Adaptive Encoding with constrained MTF
Girauit | chaing | Crraned MTH G -00 @ 003 @ =01 -1
WTC WTC WTC WTC
WTC/ | Data Data Data Data Data
Pek  [Red. 96| PO R | Req o) POoK RE. | e o [Pe0k R et 9|2 R Reg 06
153M/ 3529/ 62.09/ 68.63/ 69.28/
s35932 | 16 ooa | 4717 | T3aa" | 4412 “iaa | 3291 | ian 2426 | 539 | 882
5.07M / 40437 67.06/ 75.937 77.71]7
s38417| 16 a3 | 4301 | o7, | 3384 | u7n | 2445 | ooy 1164 Gi7g | -1.89.
4.50M / 40447 71.337 82447 86.227
$38584 | 16 74 | 5471 | Tgg7 [ 5083 | oo | 4160 | oo 2733 | Giop | 233
66.3M / 69.837 8341/ 88.19/ 89.65/
b18 1 [ 16 | 3’| 7501 | Zoan | 6491 [ Toos | 4982 | g | 2312 | Gear | 0-28
217IM 7 41947 78.997 92,587
bl19 1 [ 256 |“3395 [75.73| 0/0 [#837| g5, [69.33| ‘394p [539%4 | Seop | 040
3.16M / 46.52/ 68.35/ 74371
b2 1| 16 375 | 60.06 | 070 :| 5847 b 238" | 44.67 | 55y | 2098 | 755 | -0.66
57.8M | 6851/ 91.617/ 98.86/
leonl | 256 [°g;-p'[90.98| 0/07 | 8834 5 " 8588 [ %t [ 8016 | S5k | -0.10
177G 81247 96.777 99.877
leon2 | 1024 | 5,550 98.18 | 0/0 18504 | “Zgs' 9436 | “ggq’ [9285 | J5gp | 091
117GT 44877 84.36/ 96.137 99.057
rca | 256 | joaer | 9835 | a3 [ 9925 | “goo | 5| Toos 9404 | Toa0 | 4451
967M / 45297 87697 95.56/ 99.337
ft 1024 | G500 9609 | "7’ [ 9328 | “7ag’ [ 9210 | Yggs’ [ 8863 | Tg3p | 018
2761/ 69.42/ 84.26/ 88.69/
Avg. 7300 | “gog’ | 8972 | Sy [ 6300 [ 5,50 | 5170 | o | 5.00

Finding a suitable a not only reduces test power significantly but also obtains

satisfactory test compression. We did an experiment on the circuit “b19 1” with
different a ’'s ranging from 0.01 to 1 and plot the results of test compression, test
energy and peak power with respect to the values of a 's in Figure 4.11. From the
figure, we observe that for this case, the most suitable a for “b19 1” is 0.15, for
which a 45.22% test compression, a 83.63% test energy reduction and a 32.25% peak

power reduction is obtained by Adaptive Encoding respectively.
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Figure 4.11 Experimental results on test data compression, test energy and
peak power (transitions) for different value of a on circuit b19_1. The most

suitable value for a is 0.15 to obtain a 45.22% test compression, a 83.63%

energy reduction and'a 32.25% peak power reduction.

Table 4.4 shows the results of the experiments on incorporating the two phase test
generation technique and the test vector reordering technique in the Adaptive
Encoding scheme. In the table, the second column lists the test data volume for the
Adaptive Encoding without incorporating the two techniques, the third column lists
the test data volume of the Adaptive Encoding applied with the test vector reordering
(TVO) technique, and the fourth column lists the test data volume of using the two
phase test generation technique to generate test patterns, which gave the same fault
coverage as that of the test sets of the second column, and the patterns were then
applied with the TVO again to reduce their volume. For the last column, the data
volumes for the random phase and the deterministic phase respectively of the two
phase test generation technique are also included. For the test data volumes in second

and third columns, since the test patterns were obtained for circuits from a
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commercial tool SYNTEST and were very compact, applying the TVO technique
obtained some reduction although the reduction was not significant. However, for the
test data volume in the fourth column, the final test data volume obtained by applying
the two-phase test with TVO is greatly reduced. This shows that applying the
Adaptive Encoding in conjunction withthe two phase test generation and the TVO
techniques can greatly reduce the test data volume.

Table 4.4 Data volume for Adaptive Encoding with different techniques

... | Adaptive Two-Phase & TVO
Circuit Encoding VO (first phase + second phase)
s35932 32864 31132 9380 (680 + 8700)

s38417| 120893 | 117219 | 60890 (800 + 60090)
s38584| 91630 | 85453 53635 (2550 + 51085)
b18 1| 368226 | 352604 | 247195 (14080 + 233115)
bl9 1| 767955 | 743934| 518219 (17700 + 500519)
leonl | 561574 | 494816 | 335176 (22400 + 312776)

4.9 Summary

In this work, we have proposed an Adaptive Encoding scheme to encode the test
data (patterns) to save the test data volume and the test application time. The scheme
handles, instead of the data themselves, the difference between two consecutive test
patterns by using packets, making the test data be encoded in variable sizes to achieve
better data compression. A decoder machine is proposed to make the scheme possible
and to decode the encoded data. Constrained MTF, a filling strategy, is also proposed
to be adopted with the scheme to simultaneously achieve test compression and test
power reduction. In addition, the scheme can incorporate the techniques to generate
test patterns in two phases and to reorder the test vectors to further achieve the test
data reduction. Experimental results have shown that the proposed encoding scheme
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is very effective in reducing the volume of test data and test power, and in speeding

up test application time for large-scale designs.
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Chapter 5 Low Power Test Compression for

Multiple Scan Chain Designs

5.1 Introduction

The random:like filling strategy pursuing high compression for today's popular test
compression schemes introduces large test power. To achieve high compression in
conjunction with reducing test power for multiple-scan-chain designs is even harder and
very few works were dedicated to solve this problem. This chapter proposes and
demonstrates a Multilayer Data Copy (MDC) scheme for test compression as well as
test power reduction for multiple-scan-chain designs. The scheme utilizes a decoding
buffer, which supports fast loading using previous loaded data, to achieve test data
compression and test power reduction; at'the same time. The scheme can be applied
ATPG-independently or to be incorporatedin-an ATPG to generate highly compressible
and power efficient test sets. Experiment results on benchmarks show that test sets
generated by the scheme had large compression and power saving with only a small
area design overhead.

In Section 5.2, the proposed encoding scheme, MDC, and the architecture of the
decoder are first described. In Section 5.3, a complete analysis of achievable volume
and power reduction for the proposed scheme with respect to different organizations of
the decoding architecture is included. In Section 5.4, the proposed ATPG-dependent tool,
which considers simultaneous test data and power reduction for multiple-scan-chain
designs, is described. Experiment results on many benchmark and large-scale circuits
are shown in Section 5.5 to compare and evaluate the proposed scheme with other test

compression methods. Finally, a conclusion is given in Section 5.6.
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5.2 The Proposed Multilayer Data Copy Scheme

The proposed Multilayer Data Copy (MDC) scheme is shown in Figure 5.1(a). A
decoder, which has a decoding buffer to drive multiple scan chains, is used to decode
compressed data. The decoding buffer is composed of a set of D flip-flops (DFFs)
implicitly configured in a multilayer architecture of L layers by way of a switching box.
Take a decoding buffer of a DFFs, which drive a scan chains of a CUT, as an example.
If the DFFs are able to be configured into three layers, i.e., L=3, then for layer one, Lv1,
configuration, a DFFs are configured into one group. For layer two, Lv,, a DFFs are
implicitly grouped into m groups of which each group has b DFFs so that mxb = a. For
layer three, Lvs, configuration, the DFFs of each group of Lv, are further grouped into n
groups of which each group has ¢ DFFs and nxc = b. Figure 5.1(b) shows conceptually
such a multilayer structure. More layers;Gan be continually constructed as necessary.
The decoding buffer has two modes of operation: Copy or Shift. For the Shift mode, the
DFFs act as shift registers and data is [oaded-into DFFs serialy bit by bit from the in pin.
For the Copy mode of each layer, data of DFFs of each group is “copied” into the DFFs
of the next group in “block”. It is noted that during the decoding buffer is acting, the
current layer is also changing with it operations. Only the last layer needs Shift mode
while other layers need only Copy mode. The switching box shown in Figure 5.1(c) is
used to support these operations during the decoding process and its implementation is
shown in Figure 5.1(d) for one of the DFFs. For the Copy mode, data loading is fast and
this reduces test time as well as test volume. Once a number of DFFs of the buffer are
loaded with a bits of test patterns, we say one slice is ready and the decoder will shift
the slice to the a scan chains of the CUT.

In Figure 5.2, there is a test cube of the length of 16 bits to be loaded into a scan
design, which has 8 scan chains. For this case, the shift length for shifting the test cube
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istwo. Now, suppose that a three-layer buffer organization, that is. a=8, b=4 and c=2, is
used. As the loading starts, for the first step, the first bit “0” is loaded into the first DFF
of the buffer. At the second step, the following 1 is loaded. At the third step, Copy
operation is applied to Lvs since he following 3 and 4™ bits are XX, which are
compatible with the first two loaded bits, 01. After the Copy operation is done, the two
don't care hits become the same as the two prior bits, 01. At the fourth step, Copy
operation is again applied to Lv, since the following four bits, 0XX1, are compatible
with the previously loaded four bits, 0101. After this, we obtain a set of test data of
01010101 in DFFs. Now we say that adice of test data is resident in the buffers and this
dice will be loaded to eight scan chains. Since the next 8-bit dice is also compatible
with the current slice, a Copy operation is applied to Lv; to load the next 8-bit dice into

the buffers. In this way, test data can be fast loaded into a CUT.
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Figure 5.1  (a) Proposed decoding architecture, (b) a decoding buffer with a
dffs and its multilayer organization, (c) a switch box is used to support the two

operations of a decoding buffer, and (d) the switching box implementation
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Figure 5.2  An example to demonstrate shift and copy operations

Encoding process for MDC is very simplei:Starting from layer one, at each layer, the
test data is checked if the Copy operation is applicable. If yes, a control bit “1” is added
to the encoded data; otherwise, a “0” is‘added to the data to indicate that there is no
compatible data and current layer advances to the next layer. The above action is
repeated until the last layer is reached while no Copy is applicable. At this moment, the
Shift operation is entered and the origina raw test data of k bits are appended to the
encoded data, where k is the number of bits of the last layer. After that, the current layer
may change; and the above encoding process then repeats iteratively. The example in
Figure 5.2 isused again to demonstrate this encoding process:

In the beginning, we check if Copy operation can be applied to current layer, Lvi.
Since for this case, the buffer does not have any data, the Copy operation can not be
applied to the first layer. Thus we enter Lv, and then Lvs and Copy operation still cannot
be applied for them. Therefore, three Os are added to the encoded data. Following the
two times of the Shift operation (k=2), the decoder loads the first two bits, 01, into the

buffer. After that, three times of the Copy operation are applied and the test cube is
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completely loaded with all dont care bits filled. The fina encoded data is 00001111,
where the first three control bits “000” mean no Copy applicable, the forth bit “0” and
the fifth bit “1” are raw data and the last three control bits are for Copy operation.
Compared to the original 16-bit test data, atest data reduction of 50% is obtained.

The decoding flow of our decoder is shown in Figure 5.3, where data is loaded from
in. For this decoding flow, three notes are given: (1) Lv means “layer”, (2) After a Copy
or Shift operation, the current layer may change to other layer; that is why the task “get
current Lv” is included in the figure. For hardware implementation, only a counter is
needed to trace the number of bits shifted into the buffer for the current slice and
another counter to record the current layer, and, (3) k is the number of DFFs of the last

layer, which is two for the example in Figure 5.2.

Any bit left?
N

Copy thisLv; get
current Lv.

Shift k-bit data
fromin; get
current Lv.

v

Figure 5.3  Decoding flow of the decoder

Another example is shown in the following to explain the encoding and decoding
process more clearly. In Figure 5.4, a new dlice having 8 bits, 1X010100, is to be
shifted into the decoder’s buffer which already has previous data 10101010. The
checking operations according to the MDC encoding procedure for each bit are shown

in the figure In the figure, the encoded data after each checking operation are also
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shown where hits in italic are control bits and others are data bits. For the first bit, O, it
is first checked if Copy for Lv; is applicable. Since the answer is no, the layer advances
to Lv, and then Lvs. Findly, only Shift is applied, therefore, control bits 000 are added.
Once the Shift operation is done, two data bits, 00, are shifted into the buffer as shown
in Figure 5.4(b). Then, the decoder checks for Lvs and finds Lvs copy is not gpplicable,
therefore, till applies Shift operation (Figure 5.4(c)) to shift two data bits, 10. For the
5™ hit “0” in Figure 5.4(e), the decoder first checks Lv- then Lvs and applies Lvs Copy
operation since the following two bits “10” are compatible with the last-shifted two bits,
10, of the buffer. Finally, for the next two last bits, the decoder checks Lvs and applies
Shift operations. The final encoded data is 00000010010X1 which consists of three
Shift and one Lvs Copy operations.

It is noted that when one dlice is ready; the.decoder shifts the dlice into scan chains
by asserting the clock of scan flip-flops. Therefore, unlike [36-37, 39, 45, 92-94], our
decoding process does not load scan chainsatevery test cycle. Also unlike [53, 55-56,
82], synchronization overhead does not exist in our approach since the ATE has not to

be stopped during the entire decoding process.
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Figure 5.4  Another example to show how to encode slices using Shift and

Copy:operations

5.3 Efficiency Analysis for MDC

5.3.1 Compression Analysis

The compression of MDC relies on the Copy operation to quickly load data to the

buffer. The lower layer te Copy operation can be applied, the larger gain can be

obtained. However, increasing the group size at layer does not necessarily obtain a high

compression rate since the probability that a larger size group is compatible with

another group decreases. Therefore, the relation between the size of groups, the number

of layers and the achievable compression should be analyzed.

Before that, several terms are defined:



® N : thetota number of bitsin test sets

® | : thetotal number of layers

® |Vv.:theithlayer, where 1£i £ L
® gs.: the group size (number of bits) at layer |Vi
® N : the number of groups that cannot be applied Copy at layer v

® P the specified bit density of test set

The total data volume, DV, can be derived as follows. For the first layer, it has N
gs

groups and needs N bits to present whether the Copy operation is applicable or not
gs

for each group. Given n, groups are not copied at layer one, as for the second layer, it

thushas n,~ 9 groups and therefore needs n - 93 pits Finally, DV is:
gs, gs,

DV =l+ n;:’ 95 n,” 95, 4 n_~ gs
gs, gs; gS;

In the formula, only n is to be determined. To determine n , we start from

analyzing the probability that a group is compatible with its succeeding group, i.e., the
probability thet its succeeding group can be applied Copy operation Given a specified

bit density p, the probability that two bits are incompatible is when the first bitisa 1

and the second bit is a 0 and vice versa. Therefore, it is P- P, P-P_P  Sothe

2
probability that two bits are compatibleis (1- p?) . The probability that a group having

2

0S bits can be applied Copy operationis (1- %) % Thus n is given by:

2
n =it @- Syep Niag
2 gs;
2
n=i1- @ 2ysp Eaop i
2 gs
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A larger n results in large data volume DV. n depends mostly on S but their

relationship is implicit. An experiment was then run to find their relationship: 500
random test patterns were generated for a scan design of 1024 scan cells. The

compression is defined as.
. N - DV
Compression = ———

For a two-layer buffer and gs, =4, Figure 5.5 shows the compression result on

different gs, and P. It can be seen that the finally obtained compression is a strong
function of the bit density probability pbut a weak function of gs . Also, for the
number of times of applying Copy to v, and |V2, it was found that for alarger gs,

it had fewer times of Copy at lv, (larger., n), but more times of Copy at IV, ,

therefore resulting in similar DV.

—/p=0-~05p=0+-—2p=0. 5

Compression
l —
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Figure 5.5  Compression under two parameters: @S, and P

5.3.2 Scan-In Power Reduction Analysis

In this section, it is to investigate the test power reduction of this scheme.
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In order to obtain large data reduction, we like to apply more Copy operations at each
layer. Especialy, if we apply more Copy operations at layer one, we not only achieve
data volume compression but also obtain scan-in power reduction because no transition
between the coping dice and the copied dide is involved. However, as shown in
Section 5.3.1, to increase the probability of applying the Copy operation at layer one,
the group size can not be too large. Again an experiment was done to investigate the
relationship between the group size and the achieved power reduction using the above
randomly- generated test set. The results are shown in Figure 5.6, where 6(a) is the plot
of WTC (weighted transition counts: the total number of transitions during scan test)
[81] with gs, in terms of P and 6(b) is the plot of peak transitions with J§ in
teemsof p. From Figure 5.6(a), it can be seen that a larger number of scan chains
reduces the total energy (WTC). However, from Eigure 5.6(b), it is seen that for alarger
group size of the first layer, for which less Copy can be applied, a higher peak power is
resulted. Hence, to simultaneously reduce DV_.and the peak power, a moderate group
size for the first layer should be chosen.

Also, from Figure 5.6(b), we can see that, for the MDC scheme, it can reduce test
peak power for smal p (usually smaller than 5% for rea designs). This is a good
advantage over those of the conventional ATPG-dependent LFSR-based [45, 94],
Xor-based decompression network [37, 92] methods and [39] etc, where dori t care bits
of test patterns are essentially filled with randomlike fillings, resulting in large test
power [63, 96-97]. For this type of filling, it was reported that average transitions are
usualy about N/2 where N is the number of scan cells [96]. As for the MDC scheme,
for instance, for a p=0.05 with 40 scan chains, the amount of peak power is about

200, which is only about 30% of that of the randomly generated test set.
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Figure 5.6  Plots of (a) weighted transition counts (WTC), and (b) peak

transitions, with respectto @S, intermsof P

5.4 Pattern Generator with MDC

The MDC strategy can be incorporated with an ATPG to generate test patterns which
are dedicated to be compressed with the MIDC technique. The test patterns so obtained
will provide high compression as‘well 'as test power reduction efficiency. Figure 5.7
shows such an ATPG: MDCGEN. The ATPG starts with generating a test cube and uses
atest cubelist (TCL) to store all generated test cubes. A test cube is generated targeting
at one of remaining undetected faults. The generated cube is checked if it is compatible
with cubes in the TCL. All compatible cubes will be compared and the best one is
selected. That is, the numbers of Copy operations reduced for each compatible cube in
the TCL before and after merging it with the generated test cube is recorded. Then the
cubes with the least reduced number of Copy operations are chosen. These cubes are
further checked to be selected and the cube that, after being merged with the generated
cube, has the minimum resulting switching activity is selected. The selected best cube
is then merged with the generated cube. After that, fault smulation is conducted and the
faults detected by this merged cube are dropped from the fault list. If the generated test
cube is not compatible with any cube in the TCL, it is added to the TCL. This flow
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continues until all faults are tried.

Generate atest cube and add it to test cubelist (TCL).

y

Generate atest cube.

Compatible with TCL?
v

Add the generated cubeto TCL. Fault simulateto drop
detected faults

Choose abest cubein
TCL and merge them.

Figure 5.7  The proposed flowof an/ATPG MDCGEN, incorporated with MDC

strategy

In implementing the above flow, to further reduce test data volume and test power, a
gpecia pattern generation strategy can be employed. That is. after the architecture of
decoding buffer is decided, the pattern generation phase employs a random pattern
generation step. For this step, a set of random bits is generated for the first slice but for
all following dices the patterns are copied from the previous dlices respectively. In this
way, each random pattern has very high compressibility and low test power. For a scan

design with N scan cells and a two-layer decoding buffer (a-b architecture), the

maximum encoded data volume for each random pattern isonly a + (gﬂﬁ- 1) bits and
eag

the peak power for each random pattern has no more than a transitions and the average
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power is even lower. This is a great saving when compared with a traditionaly
N
generated pattern, for which the average transition is > and the peak power is even

higher [96].

As compared to other ATPG-dependent methods [37, 39, 45, 92-94], MDCGEN has
the following advantages which make it efficient in generating good test patterns for
compression and power reduction. First, it is not necessary to solve a set of linear
equations to find the compressibility between the decoder and test cubes generated
from ATPG. It only involves a procedure of compatibility checking and switching
activity counting and this has a small computation overhead. Second, when some test
cubes can not be compressed by decoders/decompressors, ATPGs of conventional
approaches have to iteratively try or change configuration of decompressors. For MDC,
it is easy for the decoder to apply .any test cube and not necessary to change any
configuration even with fully- ‘specified patterns. Third, the conventiond
ATPG-dependent methods fill unspecified bits only targeting test compression, and the
fillings are basically of the randomtlike filling strategy, resulting in large test power [63,
96-97]. However, for MDC, its intrinsic nature produces low power patterns since it
adopts a lowpower filling mechanism for multiple scan chains. This approach thus has
the advantage of simultaneously targeting test data and test power reduction for

multiple-scanchain designs without CUT modification.

5.5 Experimental Results

5.5.1 Compression Comparison

To evauate the efficiency of the proposed scheme, we have implemented the
proposed MDC technique both in the ATPG-independent way (denoted as MDC), i.e.,

Mintest test sets were obtained first and then the MDC scheme was applied to compress
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the tests, and in the ATPG-dependent way (denoted as MDCGEN), i.e. the MDC was
considered at the same time during the test generation process. The implementation was
in C++ and applied to several benchmark circuits. For the MDCGEN, test sets were
generated with the same fault coverage as that of a commercia tool SYNTEST [99].
The compression results are shown in Table 5.1. In the table, we present SFFs (number
of scan cells), PTs (number of test patterns), buffer organization, Com (Compression),
DV (compressed data volume) and Gate Counts (equivalent gate counts for hardware
overhead) for each circuit. We see that, in general, the average DV of MDC and
MDCGEN are quite comparable. However, as it can be seen later, MDCGEN is more
efficient also on test power reduction since in an ATPG-independent way, test set tends
to have higher specified bit density, consequently less flexibility for power reduction.
5.5.1.1 ATPG-independent MDC for.Mintest test sets

For the MDC, we used the Mintest 'test 'sets and compressed them using the MDC
strategy for the benchmark circuits and 'compared the results with some previously
published results as shown in Table 5.2. In the table, the compression percentages of
each published method and the MDC scheme is listed and the bold numbers are the best
results among al the methods. It can be seen that our MDC obtained the best

compression resultsin four out of six circuits and in the average of the six circuits.
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Table 5.1 Compression results for MDC (Mintest test set) and MDCGEN

M DC for Mintest MDCGEN

Ckts SFFs PTs Buffer Com DV PTs Buffer Com DV

s5378 214 111 35-5 56 10416 183 20-5 80 7807

s9234 247 159 20-5 55 17794 269 28-4 75 17776
s13207 700 236 | 50-10-5 86 22384 192 32-4 88 15596
s15850 611 126 | 64-16-4 73 20912 224 28-4 86 19599
s35932 1763 16 16-4 76 6736 47 40-5 4 5095
s38417 | 1664 99 36-9-3 62 62914 270 25-5 86 63590
s38584 | 1464 136 | 64-16-4 71 57428 260 30-5 89 41809

Avg. 68 28369 85 24467

Table 5.2 Compression comparison between the MDC scheme and other

compression methods on Mintest test sets

Ckts Golomb | FDR | EFDR | .VIHC |{/ARL [ SC | 9 Code |Mixed RL] MDC
[53] [60] [80] [55] [81] | [82] [83] [61]
s5378 37.1 48.0 | 51.9 51.8 41 50.8: 55.1| 51.6 53.8 56.2
s9234 45.3 43.6 | 45.6 A47.3 | 450°| 54.2 | 509 55.3 54.7
s13207 79.9 81.3 | 819 835 (802 | 77.0| 823 82.5 86.5
s15850 62.8 66.2 | 68.0 679'1°65.8 | 66.0 | 66.4 67.3 72.8
s35932 N/A 19.4 | 80.3 56.1 | N/A | 65.7 | N/A N/A 76.1
s38417 28.4 43.3 | 60.6 53.4 | 60.6 | 59.0 | 60.6 64.2 61.8
s38584 57.2 60.9 | 62.9 62.3 | 61.1 | 64.1| 655 62.4 712
Avg* 51.8 57.2 | 61.8 57.0 | 60.6 | 62.6 | 62.9 64.3 67.2
*535932 is not included

5.5.1.2 ATPG-independent MDC

For the MDCGEN, the compressed results are compared with those of some
published ATPG-dependent methods as shown in Table 5.3. In the table, Switch
Configuration [39] has the best compression results. MDCGEN has dlightly larger final
compressed data volume than those of Unified Network but better results than those of
SCC except for circuit s38584. However, it is to be mentioned that MDCGEN targets
simultaneous test data and power reduction. Even so, the test volume obtained by
MDCGEN is still comparable with those of SCC and Unified Network.
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Table 5.3 Data volume comparison between MDCGEN and other

ATPG-dependent methods
Ckts SCC Unified EDT Switch M DCGEN
[37] Network [92] [45] | Configuration [39]
sb378 NA NA 5676 NA 7807
s9234 NA NA 9534 NA 17776
s13207 | 25344 19608 10585 4980 15596
s15850 | 22784 12024 9805 7720 19599
s35932 7128 2583 NA 1260 5095
s38417 | 89856 54207 31458 19376 63590
s38584 | 38796 28120 18568 12888 41809

5.5.2 Scan-In Power Comparison

In this section, it is to compare test power for the above test sets. In the text which
follows, the power estimation for average power. is the average number of transitions of
all patterns; peak power is the maxtmum transition-among all patterns; and total power
isthe total transitions during scan shift for all-patterns. Total power or test energy is the
same as WTC defined in [69-61, 81]. However, average power and peak power use
“transition” rather than use WTC. More formally, n and | are the number of test patterns
and scan chain length, respectively, and Pi=(bi1 bi> ...bin) isthe ith test pattern (1 i

n), where by, is the first bit, as defined in [61]. The number of transitions, T;, for P; is:
na—l
T=a (b” A bh(j+1))
j=1
Weighted transition counts, WTC;, for P; is:
'S .
VV-I_Ci =a (m' J)(bij A l4(1'+1))

=

Then,
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5.5.2.1 ATPG-independent MDC for Mintest test sets

On test power, we first present results of the MDC for Mintest test sets. Table 5.4
shows the results on average and peak power (average and peak transitions) during
pattern scanning in and the total energy consumption, WTC, during test of the MDC
strategy with those of three filling strategies, namely, fill 1/0 (used in [B3, 55, 61,
80-81]), SC filling [82] and MTF. All the values are normalized with respect to the
maximum values, which are of the SC filling strategy, among those methods. For the
experimental data, the same number of scan chains and test patterns are used for each
method. In the table, MTF represents the achievable lowest power. It is seen that SC
has the largest average/peak power and energy. For MDC, it is dightly higher than that
of the “fill 0/1” strategy on the scan power and is higher than MTF, which is the ower
bound. Overal, MDC has best compression with only little increased test power

compared with “fill 0/1”.



Table 5.4 Normalized (a) average, (b) peak and (c) test energy comparisons

between different compression methods

Ckts | Normalized Average Power Normalized Peak Power Normalized Test Energy

Fillo/1|] SC | MTF | MDC | Fill 0/1 | SC | MTF | MDC | FillOo/1 | sSC| MTF | MDC
s5378 | 0.39 1 | 024 | 049 0.75 1] 061] 0.78 0.42 1] 0.28 | 0.60
s9234 | 0.42 1 ] 028 | 057 0.73 1] 064 ]| 074 0.45 1] 031 0.65
s13207| 0.30 1 | 019 | 0.60 0.73 1 ] 0.60 | 0.85 0.22 1] 0.14 | 0.53
s15850| 0.31 1] 021 | 059 0.65 1]053] 073 0.28 1| 0.20 | 0.60
s35932| 0.80 1 | 067 | 0.74 0.75 1] 0.67 | 0.67 0.82 1| 0.69 | 0.75
s38417 | 0.63 1 ] 035 | 065 0.80 1]072] o081 0.56 1| 0.36 | 0.67
s38584 | 0.46 1 | 030 | 0.87 0.71 1]064] 074 0.42 1] 0.28| 0.81
AVG. 0.48 1]032 | 064 0.73 1] 063]| 076 0.45 1| 0.32 | 0.66

5.5.2.2 ATPG-independent MDC

Table 5.5 shows the similar plots for the ATPG-dependent MDCGEN on scartin
average/peak power and the total test energy with respect to other ATPG-dependent
methods [37, 39, 45, 92-94]. For those methads, the number of random patterns and the
number of scan chains were assumed t0-be the same with ours and, as mentioned in
Section 5.3.2, the “random-filling” strategy:was used in generating test patterns. The
table shows that MDCGEN is very efficient in reducing power. In average, it reduces
average power, peak power and test energy to only 14%, 35% and 17% of those of the
random fill. In Figure 5.8, it is also shown the detailed simulated scartin transitions for
each pattern for circuits s15850 and s35932 for MDCGEN and random patterns
respectively. From that figure, it is seen that MDCGEN suppresses the scan-in power

for al generated patterns for circuits.
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Table 5.5 Normalized (a) average, (b) peak and (c) test energy comparisons

between MDCGEN and random patterns [37, 39, 45, 92-94]

Ckts | Normalized Average | Normalized Peak Power | Normalized Test Energy

Power
MDCGEN | Others MDCGEN Others MDCGEN Others
s5378 0.16 1 0.35 1 0.28 1
s9234 0.31 1 0.55 1 0.36 1
s13207 0.12 1 0.53 1 0.08 1
s15850 0.12 1 0.32 1 0.17 1
s35932 0.05 1 0.15 1 0.06 1
s38417 0.13 1 0.27 1 0.16 1
s38584 0.10 1 0.28 1 0.10 1
AVG. 0.14 1 0.35 1 0.17 1
—__MDCGI " Rant | | — MDCG]I T Rant |
Tran:¢ Tansi
40 100 R A
80
20 515850 60 35932
40
20
0 0
1 316191121518211 1 7 13192531374349
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Figure 5.8  Power profiles for each pattern of two circuits: s15850 and s35932

for MDCGEN and random-filling patterns

5.5.3 Comparison of MDCGEN with another Low Power Test Compression
Method

We also compare MDCGEN with a published work on the low power test
compresson method for multiple-scan-chain design [62]. The results are shown in
Table 5.6, where the number of test patterns, data volume (DV) and average transitions

are shown. In the table, br the data of FCN, the best compression and the lowest
111



average transitions of [62] are listed. It is seen that MDCGEN outperforms on the test
data compression by 30% and the power reduction by 56% in average over those of
FCN.

Table 5.6 Comparison of data compression and test power for MDCGEN

with the work FCN [62]

Ckts FCN [62] MDCGEN
Pts DV Average | Pts DV DV Average | Power
Trans. Improved | Trans. | Improved
s13207 251 | 22092 187 192 | 15596 29% 44 30%
23888 63
515850 148 | 20824 220 224 | 19599 6% 39 71%
24024 137
s35932 35 | 21492 638 47 | 5095 76% 48 90%
25496 468
s38417 183 | 77630 407 270 | 63590 18% 114 65%
88152 326
s38584 288 | 56296 95 260 | 41809 26% 72 24%
65016 177
Average 31% 56%

5.5.4 MDCGEN for Large-scale Circuits

MDCGEN was applied to some larger circuits of higher complexity and the results
are shown in Table 5.7. The SFFs, gate numbers and “Min. Pts” (the minima number of
patterns obtained from a commercial ATPG [98] with the largest compaction) for each
circuit are listed. For MDCGEN, Buffer is the buffer structure used, Pts are the number
of patterns, DV is the data volume, DVR is the data volume reduction. Average power,
Peak power and Energy are the scantin powers and energy for the Pts with respect to

“Min. Pts” respectively. Here DVR is defined as:

Min. Pts”™ SFFs
DV

DVR =
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Significant data volume reduction was obtained for each circuit in the table. For
example, for circuit leon2, 83 times of data volume reduction was obtained. For the test
power and energy reduction, MDC exhibited very well except for Peak Power of b19 1
and Cktl for which we put more emphasis on DVR of MDCGEN instead of power
reduction.

For the above circuits, Synopsys Design Compiler was used to evaluate the area
overhead (Area % in Table 5.7) for the added decoders with decoding buffer for the
MDC scheme and it was found that they all were about 1% of the original circuits.
Table 5.7 Comparison of data compression and test power for MDCGEN on

large-scale circuits

Ckts | Min. | SFFs | Gates | MDCGEN

Pts Buffer Pts DV DVR | Avg. | Peak | Test | Area
Power | Power | Energy| %

b19 1 432 | 6689 | 190K 100-20-4 636 |422K- | 6.9X | 22% | 86% | 33% [ 1.1%

Ckt1 737 | 6763 | 235K 100-20—4 852 | 469K: |10.6 X | 14% | 93% | 18% | 0.9%

leon1[99] | 556 | 10460 | 136K 100-20-4 765 | 264K | 22X 5% | 20% 9% | 1.5%

leon2[99] | 2826 | 49510 | 694K 250-50—5 31467 1.75M | 83X 6% 9% 4% | 0.7%

FFT 759 | 75757 | 883K J 600-60-6 | 835 | 873K 66X 10% | 18% 7% | 1.4%

5.6 Summary

In this chapter, we have proposed and demonstrated a new simple yet efficient test
encoding scheme: MDC, for test compresson and power reduction for
multiple-scanchain designs. The scheme adopts a simple buffer which can be flexibly
organized in a multilayer structure in conjunction with a smple coding strategy to fill
unspecified bits of test patterns to achieve power reduction. A layer copying mechanism,
which reduces transitions between neighboring dices, makes the scheme inherently
power efficient. The scheme can be incorporated into an ATPG program to generate test
patterns both volume and power efficient. The scheme had been applied to some
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benchmark and large size circuits to show that it achieved not only high compression
rate for test patterns but also low test power. In addition, only one scartin pin is
required to support large number of scan chains. This facilitates the use of a low-cost
ATE for this scheme. Also, the scheme is very flexible to be used: either in an
ATPG-independent way or in an ATPG-dependent way.

Findly, Table 5.8 compiles performance aspects on the MDC scheme with other
published approaches and techniques. We could conclude that the scheme is a good
scheme to reduce the shifting-in power for scan test for multiple-scan-chain designs.

Table 5.8 Overall comparisons between the proposed scheme and other

schemes
ATPG-Independent Methods ATPG-Dependent Methods
Fill 0/1[53, 55, sc. | mDC || [37, 39,45 | MDCGEN
60-61, 81, 80] [82] 92-H]
Traditional ATPG Useable? Yes No
Low Power Test for NG Ve NG Ve
Multiple Scan Chains?
Synchronization Problem? Mostly Yes No No
Encode/Decode Complexity? Middle Low High Low
Compression Efficiency? Middle Highest High
Scan-In Power? Middle | High [Middle High Low
Fault Coverage Lost? No Some No
Number of Scanln Ports? one two or more one
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Chapter 6 Conclusions

We have addressed, in this thesis, two important testing issues, namely, test data
volume and test power. Specifically, we have discussed the problem of the reliability
reduction of the CUT and yield loss due to large test power dissipation during test.
Moreover, the problem of high test cost induced from large volume of test data has
been explained. In this chapter, we give concluding remarks on the study and discuss

directions for further research.

6.1 A Scan Matrix Design for Low Power Scan-Based

Test

On this topic, we pointed out that the power and energy consumed for the CUT in
the test mode are much higher than in the normal- operation. This may cause heating
and damaging to the device. The large current surge also may cause ground bounces
to disturb circuit operation. Therefore, we proposed a new Scan Matrix (SM)
architecture for the scan-based design to achieve low power testing. For this scheme,
scan flip-flops are connected in a matrix style with its addressing controlled by two
ring generators during test for pattern scanning-in. Unlike the traditional scan, for
which scanin data need to pass through a long path and many scan flip-flops switch
simultaneoudly, it dynamically forms low-power scan paths to reduce test energy ard
peak power for pattern shifting. The architecture is scalable for large designs and has
minimal circuit performance penalty. Experiments on ISCAS89 benchmark circuits
have shown that the scheme achieves significant power savings, for some large
circuits 99% saving, both in energy consumption and peak power. Hence, this scheme

is a good solution to the low power scan test.
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6.2 Cocktail Random Access Scan for Test Data and

Power Reduction

Traditional seria scan suffers from the above mentioned testing problems due to it
natural architecture. An aternative way to it is to use randomly addressable scan style,
RAS. On this topic, we have proposed and demonstrated a Cocktail Scan testing
scheme to save the test vector storage, the test application time, and consequently the
testing power. The scheme takes two phases to generate and apply test patterns for the
DUT. In the first phase, a few number of seed patterns are applied to the DUT to
generate segmented random scan patterns to test the circuit. For this phese testing, the
test application is simple and a large number of faults can be detected. In the second
phase, deterministic patterns are generated:for.the remaining faults and are applied to
the circuit by the RAS fashion. For this set of test patterns, a proposed process
utilizing several improved strategies; namely;-Test Response Abandonment, CSC and
BPBTVD, is used to reduce the test vector volume and the number of bit flipping.
Experimental results show that the processis very effective in reducing the number of
bit flipping, which leads to an 86% reduction in test data and 10 times of speedup in
test application time. Overall, experimental results also show that, for the Cocktail
Scan scheme, the test data volume for this scheme increases only slowly with the size

of the tested circuit, making it effective to be applied to large size circuits.

6.3 Adaptive Encoding Scheme Using Embedded

Memory for Low-Cost and Low Power SoC Test

On this topic, we have proposed an Adaptive Encoding scheme to encode the test

data (patterns) to save the test data volume and the test application time. The scheme
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handles, instead of the data themselves, the difference between two consecutive test
patterns by using packets, making the test data be encoded in variable sizes to achieve
better data compression. A decoder machine is proposed to make the scheme possible
and to decode the encoded data. Constrained MTF, afilling strategy, is also proposed
to be adopted with the scheme to simultaneously achieve test compression and test
power reduction. In addition, the scheme can incorporate the techniques to generate
test patterns in two phases and to reorder the test vectors to further achieve the test
data reduction. Experimental results have shown that the proposed encoding scheme
is very effective in reducing the volume of test data and test power, and in speeding

up test application time for large-scale designs.

6.4 Low Power Test Compression for Multiple Scan

Chain Designs

Findly, we have proposed and-demonstrated a new simple yet efficient test
encoding scheme: MDC, for test compression and power reduction for
multiple-scan-chain designs. The scheme adopts a simple buffer which can be flexibly
organized in a multilayer structure in conjunction with a simple coding strategy to fill
unspecified bits of test patterns to achieve power reduction. A layer copying
mechanism, which reduces transitions between neighboring dlices, makes the scheme
inherently power efficient. The scheme can be incorporated into an ATPG program to
generate test patterns both volume and power efficient. The scheme had been applied
to some benchmark and large size circuits to show that it achieved not only high
compression rate for test patterns but also low test power. In addition, only one
scartin pin is required to support large number of scan chains. This facilitates the use

of alow-cost ATE for this scheme. Also, the scheme is very flexible to be used: either
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in an ATPG independent way or in an ATPG-dependent way. Experiment results on
benchmarks show that test sets generated by the scheme had large compression and
power saving with only a small area design overhead. We also compare our scheme
with many previous works and conclude that the scheme is a good scheme to reduce

the shifting-in power for scan test for multiple-scan-chain designs.

6.5 Future Work

We have done and solved, comparatively, some of test power and test data
reduction problems, however, there are still problems related with these two issues
which deserved further study. In the following, we propose some of topics which
could be for future research:

On low power testing:

® Reducing not only the scan-in power, but also scanout power and capture

power.

® Finding scan architecture with reasonable hardware overhead and design

effort.

® Reducing the DFT impact as much as possible (such as keeping the

performance .of the CUT, considering the physical routing problem).

® Automating the lowpower testing DFT synthesis flow.

® Combining low-power testing DFT schemes to the test compression schemes

and delay test.

On test data compression:

® Increasing the test compression efficiency.

® Reducing the DFT impact and area overhead.

® Making test compression schemes scaleable to large-scale designs.

® Combining low-power testing DFT schemes to achieve low power test
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compression.

® Applying the compression methods also to delay test patterns.
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