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ABSTRACT

Faults due to the aging of a contfoller for a control system are very common; once
they happen, the controller is quite difficult to be repaired for some reasons. To solve
this problem, in this thesis, we discuss the feasibility of replacing the existing
controller with a dynamical neural network (DNN) controller. A Hopfield neural
network (HNN) controller is used as the DNN controller. The weightings of the HNN
are first trained off line by the steepest descent algorithm to make the output of the
HNN can mimic the existing controller. After the training is completed, the HNN is
applied to the control system as a real-time controller. An inverted pendulum system
(IPS) and a ball and beam system (BABS) are used to examine the effectiveness of
the proposed HNN controller. The simulation results show that even with the initial
condition different from that in the training data, the proposed HNN controller can

mimic the existing controller and achieve favorable performance.
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Chapter 1

Introduction

Many tasks involving intelligence or pattern recognition are extremely difficult to
automate, but appear to be performed very easily by animals. It stands to reason that
computing systems that attempt similar tasks will profit enormously from
understanding how animals perform these tasks and simulation these processes to the
extent allowed by physical limitations [1]. Learning is a fundamental aspect of neural
networks and a major feature that makes the neural approach so attractive for
applications that have from the beginning been an elusive goal for artificial
intelligence [2].Artificial neural networks (ANNs) are systems that are constructed to
make use of some organizational principles resembling those of human brain. The
collective behavior of an ANN, like a human brain, demonstrates the ability to learn,
recall, and generalize from training patterns or data [3].In recent years, the research of
artificial neural networks (ANNs) is more and more popular. In [4], one of the
interesting characteristic of an ANN_is thatiit can present its adaptivity by adjusting
the connection strengths to new ddta or information. In [5], we can use the supervised
training to adjust the weightingfactors of the ANN. During the training, we can give
the ANN a good reference, and let the ANN modifies its weighting factors of all the
neurons of it by minimizing the-*“errotr’’ between the: ANN and the reference. What is
the “error” between the ANN and the reference? We can define many cost (error)
functions to present it, and we had better using the functions satisfy the following
conditions: the value of each error function must be always positive or zero, and if
and only if ANN and reference are identical, the value of each cost (error) function is
zero. The procedure of getting the proper weighting factors of all the neurons of ANN
is called the training of ANN. It is generally understood that the selection of the ANN
training algorithm plays an important role for most ANN’s applications [6]. And the
way of training of ANN most used is the steepest descent method [5, 7]. We will
define the cost (error) function, and explain the steepest descent method in the latter
chapters. ANNs consist of many interconnected simple nonlinear systems called
neurons. Generally speaking, neuron models can be divided in two basic types, static
and dynamic. A dynamic neuron is the one whose output is described by a differential
equation, and the dynamic neural network is a neural network containing at least one
dynamic neuron [8]. On the other hand, a recurrent neural network (RNN) usually
belongs to a dynamical neural network (DNN). A recurrent neural network is a neural
network with feedback connections and its techniques have been applied to a wide
variety of problems [2]. In [9, 10], we know the Hopfield neural networks (HNN5s) are



dynamical neural networks, and they have been extensively studied in many aspects
and successfully applied to many fields [11]. We want to use HNN architecture
controllers as mentioned in [12, 13]. The weights of the HNN architecture need to be
updated using a dynamical learning algorithm during the control process. The learning
algorithms adjust the weights of the network, so that the trained network will exhibit
the required properties. The general algorithms used for HNN architecture are usually
the steepest descent learning algorithms as mentioned before. By evaluating the
gradient of a cost (error) function with respect to the weights of the networks, it is
possible to iteratively adjust the value of the weights in the direction opposite to the
gradient [14]. One of the famous nonlinear plants is the inverted pendulum system
(IPS). Although the IPS is not a linear system, we want to know the ability of the
HNN as to be a controller, so we try to use HNN controller to control the IPS. The
problem is how we find the proper values of the parameters of HNN. First, we
provided the architecture for IPS controlled well by a good reference controller and
collecting the data of the control signal of the reference controller and the output of
IPS. And by the data we collected, we trained the HNN controller to make the
weighting factors between neurons of the HNN to be proper values. The process
above is called the HNN in the fraining phase.”In fact, the HNN controller after
trained is used to mimic the well-designed controller of the IPS. After the training
phase, the HNN controller is considered to'be with proper values of parameters and it
is used as a controller to control IPS infealrtime and called the HNN in the working
phase. If the output of IPS controlled by the HNN controller is a good approximation
of the output of IPS controlled by well-designed controller, then the HNN model for
well-designed controller must be good [15]. After we succeed using HNN as a
controller to control IPS in real time, we try to use it to control the ball and beam
system (BABS). The BABS is a more complicated system, and the nonlinearity of
BABS is very high, so it is a big challenge of the HNN controller to control BABS.
Nevertheless, we can still get a nice result of the control of BABS by the HNN
controller used the similar way to train the weighting factors between each two
neurons of all neurons of the HNN. So, we think that the HNN architectures have the
potential to be good controllers to control some nonlinear systems, and maybe some

HNN controllers will be cheap controllers to control some complicated systems.



Chapter 2

Theoretical Foundation

The dynamical (recurrent) neural networks can be classified as being globally or
partially dynamical (recurrent). Globally dynamical (recurrent) neural networks have
arbitrary feedback connections, including neurons with self-feedback. On the other
hand, partially dynamical (recurrent) neural networks have their main structure
non-recurrent, or recurrent but with restrictive properties associated with the feedback
connections [2].

We take the Hopfield neural network (HNN) as example. HNN belongs to the
globally dynamical (recurrent) neural network, in fact, HNN is fully connected neural

network, and we will explain the fully connected neural network later.

2.1 Structure of Hopfield Neural Network

7T AN -~ - Hopfield
e ’\Nl.l CUl.‘J’Cvlll S~ o / neuron
X 7 J bias N
\
| .
] Vj \\
e M o() X;
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Fig-2.1. The circuit model of a Hopfield neuron

In [16], the circuits model of a Hopfield neuron figure 2-1 shows the input of the
neuron is the output voltages (X,,X,,...Xy ) of each Hopfield neurons, and the output

each of voltages(X,,X,,...Xy) multiple each of the weighting factors, conductance

(Wj,,W;_,..W; ), become each of the currents (W, X;,W;,X,,.. Wy Xy) . Summation

ITEAASTERE

of the currents (W;X,,W,X,,..W; Xy )and adding the bias current I; is the total

current | .

it » and the total current is the sum of the current I, passing through

capacitor to the ground, and the current |, passing through the resistor to the



ground. We can express as the following equation:
N
Ij—total = ijixi + Ij = ch +1 iR (2-1)
=
The voltage drop between the resistor and the ground equals the resistance R,

multiplying the currentl , and the voltage drop make the node voltagev,, as the

following equation:

V; =Rl (2-2)
And the current |, passing through the capacitor to ground equals the capacitance

C; multiplying the rate of the varying of the node voltagev;, as the following
equation:

dvj

IjC =Cj? (2-3)

The node voltage V; passing to-the voltage amplifier ¢(e) will produce the output

voltage X; of the Hopfield neuron, andcan be written as the following equation:

el —e
X; = (V) stanh(V,) = —— (2-4)
el +e
We note the input impedance of the voltage amplifier ¢(e)is infinity, so no current

passing through it and the output impedance of the voltage amplifier ¢(e) is zero, so

the output voltage X; of the Hopfield neuron will not reduce, no matter how much
the output current is. In practice, we often let the bias current I; to be zero, so it

means that we actually don’t need the bias current I; in the circuit model of a

Hopfield neuron.



Fig-2.2. The architecture of a Hopfield neural network with Hopfield neurons
Fig-2.2. is also a full connected neural network, that is an artificial neural network
architecture in which every node is connécted. to every node, and these connections
may be either excitatory (positive weights), inhibitory (negative weights), or
irrelevant (almost zero weights):This is the most .general neural network architecture,
and every other architecture can be seen to be its 'special case, obtained by setting
some weights to zeros. [1].

The whole Hopfield neural network contains all the individual of Hopfield neurons.
Each of the individual of Hopfield neurons can be modeled by the figure 2-1. So by
figure 2-2, we have an idea that the input of one Hopfield neuron is the output of all
Hopfield neurons of the whole Hopfield neural network, and the output of one
Hopfield neuron will be the one of the input of the all Hopfield neurons of the whole

Hopfield neural network.

2.2 Lyapunov Energy Function
For any Hopfield neural network with symmetric weights, we can define a suitable
Lyapunov energy function as following equation:
N N N X N
E:-lszjixjxi+Zij’¢4(x)dx—2|jxi, (2-5)
203 = R; % i
where ¢~'(X) =V is the inverse of the function X = ¢(V).To show that the equation
(2-5) is a Lyapunov function for the Hopfield neural network with symmetric weights,
we take the time derivative of equation (2-5):
o] S vy dx;
— =- — (WX WX )+ ——]—. 2-6

] i



According to the symmetric weightsw;; = w;;, so we can write the following equation

ij°

from equation (2-6):
N N . .
S w41, - 2-7)

Use the equations (2-1), (2-2), and (2-3), we can write the following equation from
equation (2-7):

N dv; dx
—= ZCJ__' (2-8)
= dt dt
By chain rule, we can write the followmg equation from equation (2-8):
N dv; dx; dv,
=->C, . (2-9)
= dt dv dt
Use the equation (2-4), we can write the following equation from equation (2-9):
N
gE _ —Zc {1—[tanh(v;)]* }( ) (2-10)
or we can write the other form of €quation.(2-10):
N dVJ’ 2
———ZC o ( ) . (2-11)
j=1 (e e ')
4 dv; , dE
BecauseCj>0, ———>0, (3)"20, we get — <0, and thus the
(e +e ) dt dt

Lyapunov energy function E must decrease as the system evolves. Hence, if E is
, E dv,

bounded, the system will eventually reach a stable state Whereij—t =0, and d_tj =0
But it is become increasing clear that the symmetric weights assumption has imposed
serious constraints on both physical realizations and practical applications of the
Hopfield neural networks [17], we will not use the symmetric weights condition of the
Hopfield neural networks for our applications. But we still need the assumption that
dv.

d_tj =0 for we training the weighting factors of HNN. In the latter chapter, we will

use the other view to show that in the training of weighting factors of HNN , we can
dv,

use the assumption d_tj =0.

2.3 Method of Steepest Descent



In [18], first, we set all weights to small values or zeros, and then we present the
desired output U =(u,,U,,..U,,..Uu,) , and we calculate the network output

A A A A AN A

A AN A A
U =(u,,u,,..uU,,..u,). Because U =(u,,u,,...u,,...u,)is a function of weighting

vector W and the error between the desired output and network output ,that is the

A
error function J is a function of u, and u,, so we know J 1is a function of

weighting vector W, so we can write J(W) to emphasize the error function is the
function of weighting vector W .

In [7], we consider an error function J(W) is a continuously differentiable function

of some weighting vectorW . We want to find an optimal solution W~ that satisfies
the condition bellow:
JWH<IW) . (2-12)
This means minimize the error function J(W) with respect to the weighting
vectorW , so the necessary condition for (2-12) is
VIW)=0 . (2-13)
So we can use the idea of local iteration'descent by starting with an initial guess
denoted byW (0), generating the‘a sequence.of weighting vectorsW (1), W(2),...,
W(k), W(k+1),..., such that the error-function- J(W) being reduced at each
iteration of the algorithm as shown by the following inequality:
JW (K D)= W (k) (2-14)
Where W (K)is the old value of‘the weighting vector and W (k +1)is its updated
value.

For convenience, we write the following equation:

g=VIW) (2-15)
So the steepest descent algorithm can be written as the following equation:
Wk +1) =W (k) —ng(Kk) (2-16)

Where 7] is a positive constant called learning rate parameter, and g(k) is the

gradient vector evaluated at the pointW (k) .From (2-16), we can write the following
equation:

AW (k) =W (k +1) =W (k) = —ng (k) (2-17)
Now, we use the 1% order Taylor series expansion around W (K) to approximate
JW (k+1)) as the following equation:

JW K +1) = IW(K)+g" (K)AW (k) (2-18)

Substituting equation (2-10) to equation (2-11), we can get the following equation:

IW (k+1) = IW (k) =ng" (K)g(k) = IW (K)) - g (k)] (2-19)

Because 7] is a positive learning rate parameter, so the error function is decreased as



the algorithm progresses from one iteration to the next.

2.4 Training More than One Epoch

As mentioned in the section 2.3, the desired outputU =(u,,u,,...u,,...u,)and we

A AN A A

calculate the network output U =(u,,u,,...u,,...u,) can train the weighting vector

W on the base of that the weighting vector W is the function of the network output
U =(u,,u,,..u,,.u,) and the network output U =(u,,u,,..U,,..u,) is the
function of the error functionJ. But after one whole epoch, the training of the
weighting vector W may be not enough. One way to solve this problem is to add the
number of the time sequence point of the desired output U =(u,,u,,..u,,..u,), and
calculate more number of time sequence point of the network output

A A A A A

U =(u,,u,,..u,,..u,),m>n, but it is not a good method for take too many samples

from a control system in the steady state. Even we just use the same total time with
the higher sampling rate to get moreipoints, it maybe produce big run-off error
because of the difference of the two neighbor points maybe too small. To avoid the
problems above, we can use more than one:epoch. After one whole epoch training of
the weighting vector W , we can take the final value of the weighting vector W of
the first epoch as the initial value of thetweighting vector W of the second epoch,

and we will get the “"mew valuee of the network output

U(2) = (U, (2),U,(2)....U, (2),..U, (2)) , because of the weighting vector W is the

function of the network output U =(u,,u,,...u,,...u,), and after the second epoch,

we can take the final value of the weighting vector W of the second epoch as the
initial value of the weighting vector W of the third epoch. And we can repeat this
method till we finish the last epoch, and the training of the weighting vector W s
good enough.

2.5 Fourth Order of Runge-Kutta Formula for Numerical Method

In [19], we use the fourth order of Runge-Kutta formula which provides a good
approximation and efficient way for numerical method. Let an initial value problem
as following equations:

y'=f(ty)

2-20
y(to) =Y ( )



Then, the fourth order of Runge-Kutta formula for this problem can be written by the
following equations:
Yo = Yn +%(k1 +2k2 +2k3 +k4)
t., =t +h
kl = hf (tn’ yn)
h 1 (2-21)
k2 = hf (tn +Ea Yn +Ek1)

h 1
ky, =hf(t, +E’y” +5k2)
k4 = hf(tn +h’yn +k3)

, where Yy, ., is the fourth order of Runge-Kutta approximation of y(t,,,) = y(t, +h).



Chapter 3

Control of Inverted Pendulum System (I1PS)
3.1 Dynamics of Inverted Pendulum System (IPS)

Fig-3.1. The inverted-pendulum system (IPS)

In [16, 20], the half-axle length of the IPSTI=10:5 meter; the cart mass of the IPS M =
1 kg; the pendulum mass of the IPS m = 0.1 kg. And we can get the equation:

0, =0,
_ mlg; cosé, siné), cosf,
. gsing - (3-1)
0, = M+m n M-+m xU
4 mcos’ 6, 4 mcos’ 6,
I - ) I - )
3 M+m 3 M+m

, where 6, is the bias angle of the IPS; 6, is the angle velocity of the IPS; u is the
control force to push the cart. We substitute the values above, and we can get the

following equation:

0, =0,

20xcos(@)) U (3-2)

é =215.6xsin(@,)—(6,)* xcos@ ) xsin@,) +
2 ©)—(6,) @) @) 14667 (c0s@))

3.2 Design of Reference Controller

Linearize the equation (3-1), by settingcos &, =1,sin 8, =6, ,0; =0, and we

10



can get the following equation:

0, =0,
) ! (3-3)
02: g ><01+ M+m XU
T L
3 M+m 3 M+m
Substitute the values (M = 1,m = 0.1, = 0.5,9 = 9.8 ), we can get the
following equation:
0, =0, (3-4)

0, =158 x 6, + 146 x u

In [21],let u=k,6, +k,0,, we can get the following equation by (3-4):
0, =0
S (3-5)
6, = (15.8+1.46k,)x 6, +1.46k, x 6,

And we present (3-5) by matrix form

?l _ 0 1 91 (3-6)
0, 158 +146xk 146k, ) 0,

0 A -1
LetA: ,SOAI'—A= )
158 +1.46xk, 1.46xk; 15.8-1.46<k, A-1.46xk,

and if we ask the determinant of Al — A" is zero ,we will get the following equation:

A -1 .
det = 2> —1.46k ,A1—15.8 —1.46k, =0 (3-7)
~158-146xk, A-146xk,

(3-7) is the form of the second order linear systems” + 2w, S+ m; =0, so we get

Exw, =-0.73 xk,

3-8
o} =-158 —1.46k, G-

Let§=04, o, =18, wecanget k, =-13, k, =-0.99, so we have
u=-136, -0.996, =-136, - 0.99 él (3-9)

So the equation of the reference controller of IPS is equation (3-9). Let the IPS initial
angle=20 degree and initial angular speed=20 degree/sec, and the simulation
time=10 sec. With the equations (3-2) and (3-9), we can get the results of the IPS

controlled by the reference controller, and we show them in the following figures:

11
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Fig-3.2. The control force of thereference controller

IPS controlled by reference controller output angle (degree)
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Fig-3.3. The output angle of IPS controlled by the reference controller
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angular speed (degreefsec)

IP= controlled by reference controller output angular speed (degreefsec)

T
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time (sec)

Fig-3.4. The output angular speed,of IPS controlled by the reference controller

3.3 Architecture and Algerithm of Weighting Training

.
o| Cap X (X +X,)

Yoo @
W

AW

°
d - FECEO

e , controller  |U >IPS| »
9 » .
b +=@ ’

Reference

Fig-3.5. The architecture of the HNN controller in the training phase
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We use the following parameters of HNN controller: the resistor=1(ohm), the
capacitor=0.01(Farr), the amplification constant=-30, and the learning rate=0.001.

In the training phase, we note that the Hopfield neural network (HNN) doesn’t control
the IPS. So we can imagine that when trainw,,,w,,W,, andw,, by the set of

(u,6,,d,,6,,d,) (the value of the set is corresponding to this moment time t, ), the

time of the reference controller and the IPS pauses until the HNN circuit is in the
steady state. And we continue to trainw,,,W,,,W,, andWw,, by the next set of

(u,6,,d,,0,,d,) (the value of the “next set” is corresponding to the next moment

time t,).

So we can consider that in the training phase, the circuit is already in the steady state,
so no current passes to both capacitors C (it is equal to both capacitors C are open,
C=0), so we can get the equation bellow (by the circuit theorem: the voltage drop

equals the multiplication of the resistance and the current):
v, = Rxi,
i (3-10)
v, = Rxi,
We have the equation bellow (by the circuit.theorem: current equals the multiplication

of the conductance and the voltage):

I =W, < (X #=6 —d)+FW, X (X+ 6, —d,)

. (3-11)
I =Wy, X (X +6,—d) + W, x(X, + 6, —d,)
The effect of p(e) is as voltage amplifier, s0 We can write the equations bellow:
X, = @(V,) = tanh(V, )
(3-12)

X, = @(V,) = tanh(v,)
The equation of the output of Hopfield neural network, the HNN controller‘s control

signal G is bellow:

A

U=Chpp X (X, +X,) (3-13)

We define the error J as the measurement of the half squared distance between the

reference controller’s control signal u and the HNN controller’s control signalu .

And we write the equation bellow:
J =%><(U—G)2 (3-14)

Next, we have to find a good set of w,,,w,,, W,, and W,, to make J smaller, so the

14



half squared distance between the reference controller’s control signal u and the

HNN controller’s control signal G will be smaller. How can we reach this task? We

can deal it by trainingw,,,W,,,W,, and W,, with the steepest descent method as we
introduced in the section 2.3. Let us take w,, for example to show how it to be

trained. First, we can write the equation bellow to show how we get the better next

value ofw,:
W, (K+1)=w, (k)—nx & (3-15)
11 11 6’W11 b
where 7 is the learning rate, and we should calculate the value of . We can use
11
the chain rule to write the equation bellow:
o) :é)‘]A xa—ux%x Gl (3-16)
oW, ou X oV oW
From the equation (3-14), we have the equation bellow:
D~ (l=u) (3-17)
ou
From the equation (3-13), we have the equation bellow:
au
= 3-18
oX, b, ( )
From the equation (3-12), we have the equation bellow:
0X, )
— =1—[tanh(v 3-19
o [tanh(V, )] (3-19)
From the equation (3-10), (3-11), we have the equation bellow:
o, =Rx(x,+6,—-d,) (3-20)

11
So, from the equations (3-16), (3-17), (3-18), (3-19) and (3-20), we have equation
bellow:
oJ
anl

Substitute equations (3-21) to the equations (3-15), we have equation bellow:

= (U=U)xCyy x {1 —[tanh(v,) "} x Rx (X, + 6, -d,)  (3-21)

w, (k+1) = W“(k)—77><(LAJ—U)><Camp x {1 —[tanh(v,)]*} x Rx (X, + 6, —=d,) (3-22)

Similarly, for trainingw,,, W,, andWw,,,we can write the equations bellow:

Wy, (K +1) = W,y (K) = 77 % (U=U) x € x {1 ~[tanh(v))]} x Rx (X, + 6, —d,)  (3-23)
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w,, (kK +1) =w,, (k) -7 x (G—u)x Camp X {1 —[tanh(v,)]*}xRx(x, + 6, —d,) (3-24)

W,, (K +1) = Wy, (k) =77 (G_u)xcamp X {l—[tanh(Vz)]z} xRx(x, +6,-d,) (3-25)

Fig-3.6. The architecture of the IPS controlled by the HNN controller

In the working phase, the HNN is a real time controller, responding to control the IPS.
The value of the set ofw,,,w,,,W,, and Ww,, is fixed. And as a real time controller,

the circuit is dynamic, so we cannot ask the circuit always in the steady state, so we
should know that the current passing the both capacitors C is not always zero.

Actually, it is very complicated to calculate the output of IPS. In the working phase,

the architecture is the recurrent neural network. The output of IPS is (&, (1),0, (1)),
and (6,(1),0,(t)) will affect the values of the current (i,(t),i,(t)), and the

current (I, (t),1,(t)) will affect the values of the voltage (V,(t),V,(t)), and the

time-varying current passing the capacitors will affect the wvalues of the
voltage (V, (t),V, (1)), too. The voltage (V,(1),V,(t)) will be amplified by ¢(®) to

16



get the values of (X, (t),X,(t)), and the values of X,(t) and x,(t) will affect i (t)
and i,(t) respectively, and (X, (t)+ X, (t))x Camp Will get the control signal u(t) .

Of course, the control signal u(t) will affect the output of the IPS (&, (t),0, (t)) by

the IPS equation (3-2). So this is a complicated recurrent control system. So we don’t
calculate the analytic solution of this system. Instead, we try to use the numerical

method to simulate this system.

3.4 Simulation Result
3.4.1 Seeking for Weighting Factors

First, we should try to seek a good set ofw,,,w,,,W,, and W,,. With the equations
(3-22), (3-23), (3-34) and (3-25), we may use many training epochs for get better

training results. How can we use training epochs to get better results? First, we define
a new parameter: the total error during the whole time J, as the following equation:

1 m
. /E;J(k) (3-27)

Where the parameter J(K) is just-the detailed presentation of J , with
J(k) =%>< (u(k) —lj(k))2 , to emphasize J isthe function of the parameter k (the

discrete time point). And to emphasize the inference of the epoch number to the total

error during the whole time we can write the equation bellow:

J,(epo) = /%Zm:\](k,epo) (3-28)

Because J, is the function of the parameter epo (the epoch number), and generally
speaking, J, will decrease as epo increase. So we can use a big value of epo to
let J, become small enough. We can show this in the following figure, Fig-3.7, and

we can find that using 6 epochs is good enough for simulation.
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The total error during the whole time Jt{epa)
I:I2 T T T T T T T T T

015 .
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g
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0.z .
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1] 1 2 3 4 ] a] 7 il = 10

tirme (sec)

Fig-3.7. The total error+J,(epo). and the last epoch error J(Kk,6)

By the simulation, we can find:a set ofw;;;W,, ,W,, -and W,,, and we write it down
as (W, ,,W,,,W,,,W,,) =(0.1755,0.01367,0:1755,0.01367) .

In fact, the seeking of a good Set.ofw,, ,w,;W, and w,, is the process of the
training iteration in the whole time and every epoch, and we can show the training

iteration process (in the last epoch) in the whole time by the following figure.

w1 w2
o149 0.025
0.185
0.02
0.13
0.015
0175 F o e
017 0.01
] 5 1a ] 5 1a
w2l w22
0.19 0.025
0.1385
0.02
0.13
— 0.015
0175 B o
o.17 0.01
] 5 10 ] 5 10

Fig-3.8. The last epoch training iteration process ofw,, ,W,,,W,, and W,,
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3.4.2 IPS Controlled by HNN Controller Trained with the Same
Initial State

After we seek the values ofw,,,w,,,w,, and W,,, we can begin to run the simulation
of the IPS controlled by the HNN controller in real time. We use the Matlab with the
4™ order of Runge-Kutta formula to simulate IPS controlled by HNN controller. By

the simulation, we can get the following figures as the results.

Control force (nt) of reference contraller and HMM controller

2 | | | | | | | I I
' ' ' - redu
— hlue ut
1 1
1 1
. 1 :
. :
B T I S O T S SRR PR N oo Lol Lo _
5 , 1 :
a : 1 :
= : , H
2 ' Feee- AR
= . .
= !
= 1
(] 1
[0 B B | b e [ T====°-= AI====-=" aTTTTT == [ r==-=--=-- ]

time (sec)

Fig-3.9. The control forces of IPS: reference controller (dash line) and HNN

controller (solid line)
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IPS output angles in degree of reference controller and HMM controller
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Fig-3.10. The output angles of IPS: reference controller (dash line) and HNN

controller (solid line)

IPS output angular speed in degreefsec of reference contraller and HMM contraller
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Fig-3.11. The output angular speeds of IPS: reference controller (dash line) and

HNN controller (solid line)
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The voltage v1 (valt)

The vaoltage v2 (vaolt)

The voltage w1 in volt produced by HNM curcuit
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Fig-3.12. The node 1 voltage 'V,. of the HNN circuit

The voltage v2 in volt produced by HMM curcuit
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Fig-3.13. The node 2 voltage v, of the HNN circuit
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3.4.3 IPS Controlled by HNN Controller Trained with Different
Initial State
We use the following examples to examine the abilities of HNN controllers to control
IPS with initial state different from the initial state of training the HNN controller. We
can let the values ofw,,,w,,,w, and W, be the same with section 3.4.1, so
(W, Wy, W, , W, ) =(0.1755,0.01367,0.1755,0.01367) is fixed for the initial state of
IPS: the initial angle=20 (degree) and initial angular speed=20 (degree/sec) in the
training phase. And then, we will examine the following pairs (initial angle (degree),
initial angular speed (degree/sec)) of the initial state of IPS: (30, 20), (20, 30), (25, 25),
and (10, 10) in the working phase as the following figures:

Contral force (nt) of reference contraller and HMM controller

caontral force (nt)

PN I T T T SN T N R N
0

time (sec)

Fig-3.14. The control forces of IPS with initial angle=30 degree, initial angular

speed=20 degree/sec: reference controller (dash line) and HNN controller (solid line)
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IPS output angles in degree of reference controller and HMM contraller
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Fig-3.15. The output angles of IPS with.initial angle
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20 degree/sec: reference controller (dash line) and HNN controller
(solid line)
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The voltage +1 in valt produced by HMNN curcuit
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IPS output angles in degree of reference controller and HMM controller
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The voltage w1 in volt produced by HMNN curcuit
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IPS output angles in degree of reference controller and HRMM controller
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The voltage w1 in volt produced by HMNN curcuit
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IPS output angles in degree of reference controller and HRMM controller
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The voltage 1 in volt produced by HMNN curcuit
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Fig-3.29. The node 1 (2) voltage Vv, .(\, ).of the HNN circuit with IPS initial

angle=10 degree, initial angular speed=10 degree/sec

3.4.4 IPS Controlled by HNN7TController Trained by Nonlinear
Reference Controller with the Same lnitial State
To examine the ability of HNN controller to mimic the nonlinear reference controller,

we use the following equation as the nonlinear reference controller of IPS:

70 i 70
L 1 (1+¢” i(1+e‘92) (1+e™ )1(1+e"92) 1 (3-29)

+ + +
(I+e™)(1+e”) (I+e")(A+e?®) (A+e)(1+e”) (I+e?)(1+e™)

Let the IPS initial angle=20 degree and initial angular speed=20 degree/sec, and the
simulation time=20 sec. We can get the following three figures of IPS controlled by

the nonlinear reference controller:

30



Reference contral farce u (nt)

e e e e e e e e L L Lo

B e e e e e

il Ll

[———

a-------p--=-=-=--

e e Rl

Ammmm— =

[N —

Fmmm -

e

B Ll s el

[P

(1) a2loy 000

I T

2 -----

12 14 16 13 20

10
time [sec)

Fig-3.30. The control force of the nonlinear reference controller

IPS controlled by reference controller output angle (degree)

---- red dl
blue th

[——

a-------p--=--=--

| g ) I

Il R it Rl

Ammmm— =
i -

[N —

25

10 fprmmmm - mnee

15 F--4---

(aalfiap) a)fue

20

18

16

4

1

time (sec)

Fig-3.31. The output angle of IPS controlled by the nonlinear reference controller

31



IPS contralled by reference contraller output angular speed (degree/sec)
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Fig-3.32. The output angular speed of IPS controlled by the nonlinear reference
controller

We use the same parameters. of’ HNN-TTController: the resistor=1(ohm), the
capacitor=0.01(Farr), the amplification constant=-30, the learning rate=0.001, and 10
epochs for training, and we show the training process as the following two figures:

The total error during the whole time Jt{epo)
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The Iggtogponc'f‘lme rreorr dikd
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Fig-3.33. The total error J,(epo) and the last epoch error J(Kk,10)
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Fig-3.34. The last epoch training iteration process ofw,,,w,,,W,, and Ww,,

By the simulation, we find the values of W, ,W,, , W5, and Ww,,, and we write it down
as (W, ,,W,,,W,,,W,,) = (0.1846,0.1876,0.1846,0.18 76) .Then, we show the following

four figures as simulation resultof IPS controlled by trained HNN controller:

Control force (nt) of reference contraller and HMM controller
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Fig-3.35. The control forces of IPS: nonlinear reference controller (dash line) and
HNN controller (solid line)
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IPS output angles in degree of reference controller and HMM controller
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Fig-3.36. The output angles of IPS: teference controller (dash line) and HNN

controller (solid line)
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Fig-3.37. The output angular speeds of IPS: reference controller (dash line) and HNN

controller (solid line)
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The voltage v1 in volt produced by HMM curcuit
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Fig-3.38. The node:1 (2) voltage V, (V,) of the HNN circuit

3.4.5 IPS Controlled by “HNN Controller Trained by Nonlinear
Reference Controller with Different Initial State
We use the following examples to examine the abilities of HNN controllers to control
IPS with initial state different from the initial state of training the HNN controller by
the nonlinear reference controller. We let the values ofw,,,w,,,w,, and w,, be the
same with section 3.4.4, so (W,,,W,,,W,,,W,,)=(0.1846,0.1876,0.1846,0.1876) is
fixed for the initial state of IPS: the initial angle=20 (degree) and initial angular
speed=20 (degree/sec) in the training phase. And then, we will examine the following
pairs (initial angle (degree), initial angular speed (degree/sec)) of the initial state of
IPS: (30, 30), and (10, 10) in the working phase as the following figures:
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Control force (nt) of reference contraller and HMM contraller
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IPS output angular speed in degreefsec of reference controller and HMM controller
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Fig-3.41. The output angular speeds of IPS.with initial angle=30 degree, initial

angular speed=30 degree/sec: the nonlinear reference controller (dash line) and HNN

controller (solid line)
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Fig-3.42. The node 1 (2) voltage Vv, (V,) of the HNN circuit with IPS initial

angle=30 degree, initial angular speed=30 degree/sec
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Control force (nt) of reference controller and HMM controller
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speed=10 degree/sec: the nonlinear reference controller (dash line) and HNN
controller (solid line)
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Fig-3.44. The output angles of IPS with initial angle=10 degree, initial angular
speed=10 degree/sec: the nonlinear reference controller (dash line) and HNN

controller (solid line)
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IPS output angular speed in degreefsec of reference controller and HMM cantroller
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Chapter 4

Control of Ball and Beam System (BABS)
4.1 Dynamics of Ball and Beam System (BABS)

Fig-4.1. The ball.and'beam system (BABS)
In [22], the moment of inertia of the beamis P=0.02 (kg- m*); the mass of the ball is

M=0.05 (kg); the moment of inértia-of the ball'is P, =2x107°(kg-m?); the radius of

the ball is R=0.01(m); the gravity accelefation’is G.=9.8(m/s”); the torque applied to
the beam is f (nt-m). With the ball‘position 8, , theball velocity 8, , the beam angle 8, ,

and the beam angular speed 8, , we can get'the equations bellow:

(%+M)><éz+Mxstin(93)—M x 6, %(0,)> =0 (4-1)

M x(6,) +P+Pb]><6;4+2><M X6, x0,x0, +M xGx6 xcos(d,)=F (4-2)

And we define B = M ,S0B = % =0.7143, and we can get the equations bellow:

M + :bz
0, =0, (4-3)
6, = Bx[6, x(6,)* — G xsin(8,)] (4-4)
0, =6, (4-5)

* —2xMx6, x0,x0, —M xGx 6, xcos(,)+ f
0, = > (4-6)
Mx(6,)" +P+P,
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We substitute the values of B, G, M, P, P, above, and we can get the following

equations:
él =0,
0, zgx[el x(6,)* —9.8xsin(4,)]
. (4-7)
3= ‘94
0 — —2x0.05x6, x0, x0, —0.05x9.8x 6, xcos(b,) + f
=

0.05%(6,)* +0.02 +0.000002

4.2 Simulation of BABS Controlled by Reference Controller
We use the following equation as reference controller of BABS:

f=0.7x6,+0.7x6, -3x6, -1.5x86,, (4-8)
where f is the control torque. Let the BABS initial position (ball’s position) =0.2
meter, initial velocity (ball’s velocity) =0 meter/sec, initial angle (beam’s angle) =10
degree and initial angular speed (beam’s angular speed) =0 degree/sec, and the
simulation time=15sec. With equation«4-7) and (4-8), we can get the results of the
BABS controlled by the reference’controller, and we can show them in the following

figures.

Heference contraller torgue f (nt-m)
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-0.05
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-0.15

-0.2

contral torque (nt-my)

-0.25
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-0.35

0.4 i '
0

time (sec)

Fig-4.2. The control torque of the reference controller
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System controlled by reference controller output postion (meter)
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Fig-4.4. The ball’s velocity of BABS controlled by the reference controller
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Systemn controlled by reference controller output angle (degree)
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Fig-4.5. The beam’s angle of BABS controlled by the reference controller

System controlled by reference contraller output angular speed (degree/sec)
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4.3 Architecture and Algorithm of Weighting Training

: Cap ¥ ixl
i

S a |

AW

Reference
controller

Fig-4.7. The architecture of the BABS controlled by the HNN controller in the

training phase

We use the following parameters -of 'HNN controller: the resistor=1(ohm), the
capacitor=0.01(Farr), the amplification constant=-30, and the learning rate=0.001.

In the training phase, we note that the Hopfield neural network (HNN) doesn’t control
the ball and beam system (BABS). So we can imagine that when train w,,, W,,, W,
Wigs Wy Woyy Woyy Wou, Wiy, Wy, Wiy, Wy, W, W,, W, and w,, by the

set of (U,HI,dl,492,d2,493,d3,494,d4)(the value of the set is corresponding to this

moment time t,), the time of the reference controller and the BABS pauses until the
HNN circuit is in the steady state. And we continue to train W, W,,, W;, W,,
Wyps Wyyy Woyy Wouy Wiy, Wiy, Wiy, Wy, W, W,, W, and w, by the next

set of (U,HI,d1,492,d2,493,d3,494,d4) (the value of the “next set” is corresponding

to the next moment time t,).

So we can consider that in the training phase, the circuit is already in the steady state,
so no current passes to the four capacitors C (it equals that the four capacitors C are
open, C=0), so we can get the equations bellow (by the circuit theorem: the voltage

drop equals the multiplication of the resistance and the current):
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v, = Rxl,

v, =Rxli, (4-9)
Vv, = Rxi,
v, =Rxi,

And we have the equation bellow (by the circuit theorem: current equals the
multiplication of the conductance and the voltage):

i1 :\Ml(xl +91 _dl)"‘V\ﬁz(XQ +02 _dz)+W13(X3 +03 _d3)+V\44(X4 +621 _d4)
b =W (X +6 —d,) W, (X +6 —0,) + Wy (0 +6 =) +Wo (X, +6, —d,)
=W, +6 ~0) + W06 +6, =0, W (%, +6, —d) +w, (, +6,-d,) - (10
I, =W, (X% +6 —d) W, (X, +6, —d,) +W3(X; +6, —d;) +W,(X, +6, —d,)
And the effect of p(e) is as voltage amplifier, so we can write the equations bellow:
X, = @(v,) = tanh(v,)
X, =(V,) = tanh(v,)
X; = @(V;) = tanh(v;) @-11)
X, = @(Vy) = tanh(v,)
And the equation of the output.'of Hopfield-neural network, the HNN controller‘s

A

control signal f is bellow:

f=Copx (X +X, £X5+X,) (4-12)

We define the error J as the measurement of the half squared distance between the

reference controller’s control signal f and the HNN controller’s control signal? .
And we write the equation bellow:

J=%x(f—?)2 (4-13)
Next, we have to find a good set of w,,,w,,,w,, and W,, to make J smaller, so the

half squared distance between the reference controller’s control signal f and the

A

HNN controller’s control signal f will be smaller. How can we reach this task? We

can deal it by training thew,,, W;,, W;, W,, W, , Wy, Wy, W,, Wy, W,,
Wy, Wiy, W,, W,, W, and w,, with the steepest descent method. Let us take
w,, for example to show how it to be trained. First, we can write the equation bellow
to show how we get the better next value ofw,, :
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0J

w,, (kK +1) = w;, (k) -7 x (4-14)
11
Where 7 is the learning rate, and we should calculate the value of . We can
11
use the chain rule to write the equation bellow:
o) 9, ot o, o (4-15)
oW, of X, OV, oW,
From the equation (4-13), we have the equation bellow:
e (4-16)
of
From the equation (4-12), we have the equation bellow:
ot
R 4-17
ox, e 17
From the equation (4-11), we have the:equation bellow:
OX, 2
—— =1 —[tanh(v 4-18
X [tanh(V;)] (4-18)
From the equation (4-9), (4-10), we have the equation bellow:
il =Rx(X+6,=d)) (4-19)

11
So, from the equations (4-15), (4-16), (4-17), (4-18) and (4-19), we have equation
bellow:
aJ

11

= (F= £)%Cypp x {1—[tanh(v,)] } x Rx (X, +6, —d,) (4-20)
Substitute equations (4-20) to the equations (4-14), we have equation bellow:

Wy, (K1) = W, (K) =77 (F = £)x Cypy x {1~ [tanh(v, )P} x R (x, +6, —d,)  (4-21)

Similarly, for training W,,, W5, W, W, , Wy, Wy, Wy, W, Wy, Wy, W,

W, W,, W, and w,,, we can write the equations bellow:

w,, (k +1) =W12(k)—77><(?— f)xCamp x {1 —[tanh(V,)]*} x Rx (X, + 8, —d,) (4-22)
Wiy (k4 1) = Wy () = (T = £ C,py x 1 ~[tanh(v, )} x Rx (x, + 6, ~d,)  (4-23)
w,, (k+1) =W14(k)—77><(?— f)xCamp x {1 —[tanh(V,)]*} x Rx(x, + 8, —d,) (4-24)

Wy, (K + 1) =Wy, (K) 77 (F = F)x € x {1 =[tanh(v,) "} x Rx (X, +6, =d,)  (4-25)
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W,, (k +1) =W22(k)—77><(?— fyxc,,, x {l-[tanh(v,)]*}x Rx (X, + 0, —d,) (4-26)

amp

W,, (K +1) =W23(k)—nx(?— fyxc,,, x{l-[tanh(v,)]*} x Rx (X, + 8, —d;) (4-27)

anp
W, (K +1) = Wy, (K) =7 x (f = F)xCyp x {I —[tanh(v,) "} x Rx (X, + 6, —d,) (4-28)
Wi (K +1) = Wiy (K) = 77 x (F = F)xCyrp x {1—[tanh(v,)]} x Rx (X, +6, —d,)  (4-29)
Wiy (K +1) = Wyy (K) =7 x (= F)x % {1—[tanh(v,)]} x Rx (X, + 6, —d,) (4-30)
Wi, (K +1) = Wy (K) =7 x (F = F)x €y x {1 —[tanh(v, )"} x Rx (X, + 6, —dy)  (4-31)
Wi, (K +1) = Wy, (K) =7 x (= F) % x {1 —[tanh(v,)]} x Rx (X, +6, —d,) (4-32)
Wy (K +1) =W, (K) = x (F— F)xCyrp x {1—[tanh(v, )} x Rx (X, + 6, —-d,)  (4-33)
W, (K +1) = W, (K) =7 x (f = F)x60 x {1 —Fanh(v,) ]’} x Rx (X, + 6, —d,) (4-34)

W, (K +1) = Wy, (k) — 7% (f— F) %y x L =Jtanfi(V;)]*} x Rx (X, + 6, —d,) (4-35)

amp

w,, (k+1) :W44(k)—77><(?— fIxComp x {I-Ttanh(v,)]*}x Rx(x, + 8, —d,) (4-36)
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Hopfield NN controller

BABS

Fig-4.8. The architecture of the BABS controlled by HNN controller

In the working phase, the HNN is a real time controller, responding to control the
BABS. The value of the set ofw,,, W,, W;, W,, W, , W,, Wy, W, , Wy, W,,
Wy, Wy, W, , W,, W, and W, is fixed. And as a real time controller, the
circuit is dynamic, so we cannot ask the circuit always in the steady state, so we
should know that the current passing the both capacitors C is not always zero.
Actually, it is very complicated to calculate the output of BABS. In the working phase,

the architecture 1is the recurrent neural network. The output of BABS

is (6,(1),0,(1),6,(1),6,(1)), and (6,(1),6,(1),6,(1),0,(1)) will affect the values
of the Curfent(il(t):iz(t)ai3 (t)>i4(t)), and the current(il('[),iz(t),i3('[),i4(t)) will

affect the values of the voltage (V,(1),V,(t),V;(1),v,(t)), and the time-varying

current passing the capacitors will affect the values of the voltage
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(v, (1), v, (1), V5 (1),v, (1)) , too. The voltage (V;(1),V,(1),v5(1),v, (1)) will be

amplified by @(®) to get the values of (X, (1), X, (t),X;(t),X, (1)), and the values of
X, (1), X, (1), X, (t) and x,(t) will affect i, (t),i,(t),i,(t), and i,(t) respectively, and
(X (1) + X, (1) + X, () + X, (1)) X C,,, will get the control signal f(t) . Of course,

the control signal  f(t) will affect the output of the BABS
(6,(1),0,(1),0,(1),0,(t)) by the BABS equation (4-7). So this is a complicated

recurrent control system. So we don’t calculate the analytic solution of this system.

Instead, we try to use the numerical method to simulate this system.

4.4 Simulation Result
4.4.1 Seeking for Weighting Factors

First, we should try to seek a good set ofw,;, W,, W;, W,, W, , W,, W,, W,,
Wy, Wi, Wiy, Wy, W, W,, W,.sandow,, . With the equations (4-21), (4-22),
(4-23), (4-24), (4-25), (4-26), (427), (4-28),-(4-29), (4-30), (4-31), (4-32), (4-33),
(4-34), (4-35)and (4-36), and we may use many traiming epochs for get better training
results. And we can show that the total error during the whole time is the function of
the epoch number and the error-is the function’of the time(last epoch for example) in
the following figure, Fig-4.9, and we can find that'using 20 epochs is good enough for

simulation.
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Fig-4.9. The total error .d,(epo).. and the-last epoch error J(k,20)

By the simulation, we can find a good set ofw,,, W,, W, W,, W, , W,, W,,,
Wy, Wy Wi, Wi, W, Wi, We,gmWgand W, , and we write it down as

following equation in the matrix form:

w, W, W, w,| [-0.0048 —0.0023 0.0088 0.0047
Wy Wy, Wy Wy | | -0.0048 —0.0023 0.0088 0.0047 437)
W, W, W, W, | |—00048 —0.0023 0.0088 0.0047
W, W, W, W,| |—00048 —0.0023 0.0088 0.0047

In fact, the seeking of a good set of w,,, W,, W5, W, Wy, W,, Wy, W, W,
Wy, Wi, Wy, W, , W,, W, and W, is the process of the training iteration in
the whole time and every epoch, and we can show the training iteration process (in the

last epoch) in the whole time by the following figures:
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4.4.2 BABS Controlled by HNN Controller Trained with the Same

Initial State
After we have the values of the good set ofw,,, W,, W;, W,, W, , W,, W,;,

Wy, Wy, Wy, Wi, Wiy, W,, W,, W, and W, , we can begin to run the
simulation of the BABS controlled by the HNN controller in real time. We use the
Matlab with the 4™ order of Runge-Kutta formula to simulate it. Because its
nonlinearity is very high, so we use the 4™ order of Runge-Kutta formula to simulate
BABS controlled by HNN controller. By the simulation, we can get the following

figures as the results:

Control targue (nt-m) of reference controller and HMM contraller
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Fig-4.14. The control torques of BABS: reference controller (dash line) and HNN

controller (solid line)
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Systemn output postion (meter) of reference controller and HRM controller
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Fig-4.15. The ball’s positions of BABS: reference controller (dash line) and HNN

controller(solid line)

Systern output welocity (meter’sec) of reference controller and HMM controller
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Fig-4.16. The ball’s velocities of BABS: reference controller (dash line) and HNN

controller (solid line)
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Systern output angles in degree of reference controller and HMM controller
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Fig-4.17. The beam’s angles of BABS:.reference.controller (dash line) and HNN

controller:(solid line)

Systern output angular speed in degreefsec of reference controller and HMM controller
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Fig-4.18. The beam’s angular speeds of BABS: reference controller (dash line) and
HNN controller (solid line)

55



The voltage w1 (valt)
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Fig-4.19. The node 1 voltage 'V« of the HNN circuit

-4

The voltage v2 in wolt produced by HMM curcuit
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Fig-4.20. The node 2 voltage v, of the HNN circuit
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The voltage w3 (valt)

The voltage w4 (valt)
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Fig-4.21. The node 3 voltage V.. of the HNN circuit

T The valtage wd in volt produced by HMM curcuit
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Fig-4.22. The node 4 voltage v, of the HNN circuit
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4.4.3 BABS Controlled by HNN Controller after Trained with
Different Initial State
We use the following examples to examine the abilities of HNN controllers to control
BABS with initial state different from the initial state of training the HNN controller.
We can let the values of W, W,,, W;;, Wy, Wy, Wy, Wy, W,, Wy, W,, Wi,
Wy, W, , W,, W, and W, be thesame with section 4.4.1 as the equation (4-37):

w, W, W, w,| [-0.0048 —0.0023 0.0088 0.0047
W, W, Wy, W, | [-0.0048 —0.0023 0.0088 0.0047
W, W, Wy, W, | |—00048 —0.0023 0.0088 0.0047
W, W, W, W,| |—00048 —0.0023 0.0088 0.0047

is fixed for the initial state of BABS: the initial position of the ball=0.2 (meter),the
initial velocity of the ball=0 (meter/sec),the initial angle of the beam=10 (degree), and
the initial angular speed of the beam of the BABS=0 (degree/sec) in the training phase.
And then, we will examine the following sets (initial position (meter), initial velocity
(meter/sec), initial angle (degree), initial angular speed (degree/sec)) of the initial
state of BABS: (0.1, 0, 5, 0) and (0.4,,0520,:0). in the working phase as the following

figures:

Contral torque (nt-m) of reference controller and HMM contraller
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Fig-4.23. The control torques of BABS with initial ball’s position=0.1 meter, initial
beam’s angle=5 degree: reference controller (dash line) and HNN controller (solid

line)
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System output postion (meter) of reference contraller and HNM contraller

0.15 T T
' ' - red th1
—— blue yol
D'] ______________________________________________________________________ —]
.08 [ y-mmmmmmmmmmememmnes R ERECTEEEEEREREEES R CRCEEEEEEREEEE -
E : :
B gb b
=
=
E & ' '
= . 1 1
B2 008y ARREEED Prmmmmsmsommmmommmoooeo- AR LR LA LR R -
s / : :
=) A ] ]
0.1 e e R R L L LRI LR EEERELERED -
B L T PP T T -
a2 i i
0 5 10 15

time (sec)

Fig-4.24. The ball’s positions of BABS with initial ball’s position=0.1 meter, initial

beam’s angle=5 degree: reference controller (dash line) and HNN controller (solid

line)

System output velocity (meter/sec) of reference contraller and HMM contraoller
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Fig-4.25. The ball’s velocities of BABS with initial ball’s position=0.1 meter, initial
beam’s angle=5 degree: reference controller (dash line) and HNN controller (solid

line)
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System output angles in degree of reference controller and HMM controller
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Fig-4.26. The beam’s angles of BABSwith initial ball’s position=0.1 meter, initial
beam’s angle=5 degree: reference controller (dash.line) and HNN controller (solid

line)

Systermn output angular speed in degreefsec of reference controller and HMM controller
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Fig-4.27. The beam’s angular speeds of BABS with initial ball’s position=0.1 meter,
initial beam’s angle=5 degree: reference controller (dash line) and HNN controller
(solid line)
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T The valtage 1 in vaolt produced by HNM corcuit

The vaoltage w1 (volt)

time (sec)
Fig-4.28. The node 1 (2) (3) (4) voltage Vs (V,) (Vv;) (v, ) of the HNN circuit with

BABS initial ball’s position=0.1 meter, initial beam’s angle=5 degree
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Fig-4.29. The control torques of BABS with initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: reference controller (dash line) and HNN controller (solid

line)
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System output postion (meter) of reference controller and HMMN contrallar
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Fig-4.30. The ball’s positions of BABS with-initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: reference controller (dash line) and HNN controller (solid

line)
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Fig-4.31. The ball’s velocities of BABS with initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: reference controller (dash line) and HNN controller (solid

line)
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System output angles in degree of reference controller and HNM controller
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Fig-4.32. The beam’s angles of BABS:with initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: reference controller (dash line) and HNN controller (solid

line)

System output angular speed in degreefsec of reference contraller and HMNM controller
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Fig-4.33. The beam’s angular speeds of BABS with initial ball’s position=0.4meter,
initial beam’s angle=20 degree: reference controller (dash line) and HNN controller
(solid line)
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w107 The valtage +1 in volt produced by HMM curcuit
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Fig-4.34. The node 1 (2) (3) (4) voltagenvjr(V,) (Vv;) (v, ) of the HNN circuit with

BABS initial ball’s position=0.4 meter,.initial beam’s angle=20 degree

4.4.4 BABS Controlled by HNN Controller Trained by Nonlinear
Reference Controller with-the Same Initial State
To examine the ability of HNN contreller to mimic the nonlinear reference controller,
we try to find the nonlinear reference” controller of BABS. First, we use the

functions f,,, and f,_ similar to 3.4.4 as the following equations.

beam

-1 1
+
. (1+e2'3€' )(1+e2.392) (1+e'2'39‘ )(1+e'2'3‘92) (4_38)
ball — 1 1 1 1
+ + +
(l+ez'3'9‘ )(1+ez,392) (1_’_62.39‘ )(1+e'2'392) (l+e'2'39‘ )(1+ez.392) (l+e"2'39‘ )(1+e'2'392)
1 1

; ~ (14_62‘39; )(1+ez.394) - (1+e’2'39= )(1+e'2'39‘) (4_39)
beam 1 1 1 1

+ + +
(1+ez'393 )(1+ez.394) (1_’_62.353 )(1_'_672.394) (1+e'2'w} )(1+ez'39‘) (1_’_6-2.353 )(1_'_672.394)

Equations (4-38) and (4-39) represent the necessary control torques of ball and beam,
respectively. So the total necessary control torque is the sum of (4-38) and (4-39).

f=fu+f (4-40)

beam

We use the equation (4-40) (with equations (4-38) and (4-39)) as the nonlinear
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reference controller of BABS.

Let the BABS initial position (ball’s position) =0.2 meter, initial velocity (ball’s
velocity) =0 meter/sec, initial angle (beam’s angle) =10 degree, initial angular speed
(beam’s angular speed) =0 degree/sec, and the simulation time=15sec. We can get the

following five figures of BABS controlled by the nonlinear reference controller:

Reference controller tarque f {nt-m)
0.03 T T

0.06

0.04

0.0z

contral targque (nt-rm)

0.0z

0.04 ' '
0

time [sec)

Fig-4.35. The control torque of the nonlinear reference controller
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System caontralled by reference caontraller output postion (meter)

position (meter)
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0.05 - ---------------------- .
005 f---k-- ---------------------- .
e -
015 ' '
0 5 10 15
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Fig-4.36. The ball’s position.of BABS.controlled by the nonlinear reference
controller

Systern controlled by reference controller output velocity (degreedsec)
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Fig-4.37. The ball’s velocity of BABS controlled by the nonlinear reference
controller
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System controlled by reference contraller output angle (degree)
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Fig-4.38. The beam’s angle.0f BABS controlled by the nonlinear reference

controller

Systemn controlled by reference controller output angular speed (degreefsec)
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Fig-4.39. The beam’s angular speed of BABS controlled by the nonlinear reference

controller
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We use the same parameters of HNN controller: the resistor=1(ohm), the

capacitor=0.01(Farr), the amplification constant=-30, the learning rate=0.001, and 200

epochs for training, and we show the training process as the following two figures:

total error

T The total errar during the whale time Jt{epa)

2 ﬁ- T T T T T T T T T

I:I | | | | |
o 20 40 &0 g0 om0 1200 1400 1e0 1800 200
h- b
w10 The Iggtngpnnc%merrecrr Jik)
5 T T
4t -
- 3r .
=
5,0 ]
1F -
I:I 1 1
a ] 10 14
time [sec)

Fig-4.40. The total error J,(epo) and thelast epoch error J(k,200)
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%10 w1 w10 w2

Y . - 45
45 Iy
47 ] Y-
475 4 E5
0 5 10 15 0 5 10 15
.3 -3
10 w3 « 10 w4
466 465 .
464
45
452
455
4F
458 : - 45
0 5 10 15 0 5 10 15

Fig-4.41. The last epoch/training.iteration process of
Wll (WZI > W3l ’ W41 )’ WlZ ( W22 > W32 > W42 )9 W13 (W23 4 W33 s W43 ) and Wl4 ( W24 > W34 > W44 )

So, we find the values of W;;, Wj5o W., Wi Wy, Wy, Wy, Wy, W, Wi,
Wy, Wy, W,, W,, W, and w,,, andwe write it down as following equation in

the matrix form:

W, W, W, w,| [-0.00470 —0.00459 0.00458 0.00460
Wy Wy Wy Vo, | | —0.00470 000459 0.00458 0.00460| .
W, W, Wy, W, | |—0.00470 —0.00459 0.00458 0.00460
W, W, W, W,| |—-0.00470 —0.00459 0.00458 0.00460

Then, we show the following six figures as simulation result of BABS controlled by
trained HNN controller:
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Control targue (nt-m) of reference contraller and HMM controller
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o 5 10 15
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Fig-4.42. The control torques of BABS:ithe nonlinear reference controller (dash line)
and HNN controller (solid line)

oystern output postion (meter) of reference contraller and HMM controller
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Fig-4.43. The ball’s positions of BABS: the nonlinear reference controller (dash
line) and HNN controller (solid line)
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Systern output welocity (meter’sec) of reference controller and HMM controller
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Fig-4.44. The ball’s velocities of BABS:.the nonlinear reference controller (dash
line) and HNN controller.(solid line)
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Fig-4.45. The beam’s angles of BABS: the nonlinear reference controller (dash line)
and HNN controller (solid line)
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System output angular speed in degreefsec of reference contraller and HMM contraller
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Fig-4.46. The beam’s angular speeds of BABS: the nonlinear reference controller
(dash line)-and HNN controller (solid line)
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Fig-4.47. The node 1 (2) (3) (4) voltage v, (V,)(V;) (v,) of the HNN circuit
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4.4.5 BABS Controlled by HNN Controller Trained by Nonlinear
Reference Controller with Different Initial State
We use the following examples to examine the abilities of HNN controllers to

control IPS with initial state different from the initial state of training the HNN
controller by the nonlinear reference controller. We let the values ofw,,, w,,, W,

Wiy Wypy Wyy Wyyy W, Wy, Wiy, Wiy, Wi, W, W,, W, and w, be the

same with section 4.4.3 as the equation (4-41):

W, W, W, w,| [-0.00470 —0.00459 0.00458 0.00460
W, W, Wy, W, | [-0.00470 —0.00459 0.00458 0.00460
W, W, W, W, | |—-0.00470 —0.00459 0.00458 0.00460
W, W, W, W,| |—-0.00470 —0.00459 0.00458 0.00460

is fixed for the initial state of BABS: the initial position of the ball=0.2 (meter),the
initial velocity of the ball=0 (meter/sec),the initial angle of the beam=10 (degree),
and the initial angular speed of the beam of the BABS=0 (degree/sec) in the training
phase. And then, we will examine the following sets (initial position (meter), initial
velocity (meter/sec), initial angle (degree), initial angular speed (degree/sec)) of the
initial state of BABS: (0.1, 0, 5,.0) and (0.4,.0, 20, 0) in the working phase as the

following figures:
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Control tarque (nt-m) of reference contraller and HRMN cantroller
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Fig-4.48. The control torques of BABS with-initial ball’s position=0.1 meter, initial
beam’s angle=5 degree: the nonlinear reference controller (dash line) and HNN

controller:(solid line)
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Fig-4.49. The ball’s positions of BABS with initial ball’s position=0.1 meter, initial
beam’s angle=5 degree: the nonlinear reference controller (dash line) and HNN

controller (solid line)
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Fig-4.50. The ball’s velocities of BABS with-initial ball’s position=0.1 meter, initial

beam’s angle=5 degree: the nonlinear reference controller (dash line) and HNN
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Fig-4.51. The beam’s angles of BABS with initial ball’s position=0.1 meter, initial

beam’s angle=5 degree: the nonlinear reference controller (dash line) and HNN

controller (solid line)
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oystern output angular speed in degreefsec of reference controller and HMM controller
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Fig-4.52. The beam’s angular speeds of BABS with initial ball’s position=0.1 meter,
initial beam’s angle=5 degree: the nonlinear reference controller (dash line) and
HNN controller (solid line)
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Fig-4.53. The node 1 (2) (3) (4) voltage v, (V,)(V;) (v,) of the HNN circuit
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Control targue (nt-m) of reference contraller and HMM controller
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Fig-4.54. The control torques of BABS with-initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: the nonlinear.referencé . controller (dash line) and HNN

controller (solid line)
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Fig-4.55. The ball’s positions of BABS with initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: the nonlinear reference controller (dash line) and HNN

controller (solid line)
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System output velocity (meter’sec) of reference controller and HMM controller
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Fig-4.56. The ball’s velocities of BABS with-initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: the nonlinear.referencé.controller (dash line) and HNN

controller (solid line)
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Fig-4.57. The beam’s angles of BABS with initial ball’s position=0.4 meter, initial
beam’s angle=20 degree: the nonlinear reference controller (dash line) and HNN

controller (solid line)
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Systern output angular speed in degreefsec of reference controller and HMMN controller
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Fig-4.58. The beam’s angular speeds of BABS with initial ball’s position=0.4 meter,
initial beam’s angle=20 degree: the nonlinear reference controller (dash line) and
HNN controller (solid line)
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Fig-4.59. The node 1 (2) (3) (4) voltage v, (V,)(V;) (v,) of the HNN circuit
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Chapter 5

Discussion and Conclusion

5.1 Discussion of Parameters Setting
The resistance R of the HNN controller by the way that larger resistance causes
larger node voltageV. Because a large voltage is not preferred, therefore a small R

should be chosen. The time constant 7 can be express as

r=RC , (5-1)

which is the product of the resistance R and the capacitanceC. 7 cannot be

chosen too large because it leads to slow response. The amplification constant c,,,

is also an important parameter of the HNN controller. According to the voltage
amplifier p(e) = tanh(e) , the output of a neuron of the HNN is limited between the

values -1 to +1, we express as the following inequality.

— L <x; =tanh(y,) <1 (5-2)

From the inequality (5-2), we can show:that the-output control signal of HNN
controller is limited as
-~ n
—NCyy SU=C,y D Xy <NC, , (5-3)
j=1
where n is the number of neurons in the HNN. That is the absolute value of the

output control signal of the HNN controller is limited by the product of the

amplification constant C,,, and the number of neuronsn .

The learning rate 7 must be a positive as we discussed in the section 2.3. The
large 7 is not preferred because that will contradict (2-14) [7]. However 7 cannot
be chosen too small or the weightings convergence will be too slow, so we use a
proper value of the learning rate 7 to let the simulation process well.

The simulation time is chosen long enough so that the regulation state of the
controlled system can be near the desired point.

The time interval is set to be a small enough value to get the required accuracy of
the differential equations of the system controlled by the HNN controller.

In many cases one epoch is enough to achieve favorable training performance.
More training epoch is unnecessary unless one epoch training cannot achieve the
preferred performance.

If we do not have prior knowledge of the proper weighting vector, we can just
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simple initialize W from zero vector. Notice that the values of the elements of W
are the same in the same column. This can be briefly explained as following. We
note the equations (3-22) and (3-24), they are very similar. We write them down in
the simple form to show the difference. For (3-22), the equation
is w,(k+1)=w, (k)—..x{l-[tanh(v,)]’} , while for (3-24), the equation
isW,, (kK +1) = W,, (k) —...x {-[tanh(v,)]’'}. And we note the equations (3-10) and
(3-11), we find if w,, =w,, andw,, =W,,, then we can get i, =i, by equation
(3-11), and furthermore, we can get v, =V, by equation (3-10). So it is interesting
that because we set the initial values of all the weighting factors zeros, so
w,,(0) =w,,(0)=0 and W,,(0) =w,,(0)=0, so i,(0)=i,(0) and Vv, (0)=Vv,(0).
According to the fact w,(0)=w,,(0) and Vv, (0)=Vv,(0) , we can find
w,, (1) =w,, (1) by the equations (3-22) and (3-24), and w,,(1)=w,,(1) by the
equations (3-23) and (3-25). Thus, we have i, (1)=1,(1) andv,(1) =V, (1), and so on.

At last, the important facts are obtained as following:

i, (k) =i, (k) =... =i, (k)
v, (k) =V, (k) =...= v, (K) (5-4)
w,; (k) = Wy (kK) =" =w,; (k), j =1,2,...,n

It should keep in mind that the equation (5-4).is satisfied on the premise of the
following:

R, = B~ N ay
: (5-5)
w,;(0) = Wy, (0)=...=W(0), ] =12,..,n
5.2 Conclusion
After training the weighting factors of HNN controller, we find that the output
(control signal) of HNN controller is approximated to the output (control signal) of
the well-designed controller and the outputs of the plant controlled by the HNN
controller are approximated to the outputs of the plant controlled by the
well-designed controller. So, the trained HNN controller can be a good model of the
well-designed controller with the controlled plant with the same initial state with
HNN trained. Furthermore, although the weighting factors of HNN controller are
trained by well-designed controller with the plant with initial state different from the
initial state of the plant controlled by the HNN controller, the HNN controller can
still control the plant well, and the output (control signal) of HNN controller is
approximated to the output (control signal) of the well-designed controller and the
outputs of the plant controlled by the HNN controller are still approximated to the
outputs of the plant controlled by the well-designed controller. So, the trained HNN

controller not only can “memorize” the output (control signal) of the well-designed
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controller with the controlled plant in the same initial state, but it can also “simulate”
the output (control signal) of the well-designed controller with the controlled plant in
the different initial state. So, the HNN controller has ability more than just to
memorize the training data, and this property of HNN controller is important for
applications.

Faults due to the aging of a controller for a control system are very common; once
they happen, the controller is quite difficult to be repaired for some reasons. We
proposed an HNN controller for a control system to solve this problem. After
discussing the two examples of the nonlinear systems controlled by the HNN
controllers, we understand that the HNN has the potential to be a good controller. The
key point of the HNN controller is the parameters, especially the weighting factors
between each two neurons of one HNN. To design an HNN controller for some
specified nonlinear system is still a challenge. In this thesis, we trained the weighting
factors of the HNN controller to mimic the existing controller. Then, the trained HNN
controller is used to replace the existing controller. Can we control the system by an
HNN controller trained online without a reference controller? We will focus our

research interests on exploring the potential'of this interesting question.
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