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Design and Implementation of High-Effective Pipelied
Processors for Discrete-Time Fourier Transform Appications

Student Yuan-Chu Yu Adviso€hin-Teng Lin

Department of Electrical and Control Engineering
National Chiao-Tung University

ABSTRACT

In this thesis, the design and implementationefbéctive pipeline processors for
Fourier transform are presented. Four different-tigge applications are introduced,
which includes dual tone multi-frequency (DTMé&gtector in the high channel density
voice over packet (VoP) application, multiple-inpotiltiple-output orthogonal frequency
division multiplexing (MIMO-OFDM) wireless LAN (WLA) system, long-length based
FFT/IFFT computations in digital video broadcastingandheld (DVB-T) standard and

FFT/IFFT/2D-DCT computations in next generation iebmultimedia applications.
According to these four standards, six specificdhare-orientated designs for most
effective pipeline processors have been:propose@rms of throughput, computation
latency, computation complexity, hardware cost laagiware utilization.

For the DTMF standards, ene low=computation cyeid power-efficient recursive
DFT/IDFT processor adopting a<hybrid of input sg#n reduction, the Chebyshev
polynomial, and register-splitting schemes has beeoposed. Appling this novel
low-computation cycle architecture, we could doubie throughput rate and the channel
density without increasing the operating frequefamythe DTMF detector in the high
channel density VoP application. Two effective HFFT processors, namely adix-2/8
multiple-path delay feedback (R28MDF) based andixx&/8 multiple-path delay
commutator (R28MDC) based FFT/IFFT processorsherax2 and 4x4 MIMO-OFDM
WLAN systems, respectively. By applying the retteed 8-point FFT (R8-FFT) unit
combined with the proposed multiplication-aftert&r{MAW) method, the R28MDF and
R28MDC architectures resulted in 100% butterflylizdation and an appropriate
throughput rate with few hardware resources for th& and 4x4 MIMO-OFDM
applications, respectively. For the long-lengtheobEFT/IFFT computations, two novel
radix-# single-path delay feedback (DF) design and radix}4single-path delay
feedback (RZSDF) design with the low computational complexitisthe radix-16 and
radix-64 algorithms and the low hardware requirenedrthe radix-4 algorithm achieve



the smallest hardware cost and the highest hardwéheation among the tested
architectures and thus has the highest efficieBgse on the effective REDF
architecture with the segment shift register (S@R{§l overturn shift register (OSR)
structure, the proposed triple-mode processor niyt supports both 256-point FFT/IFFT
and 8x8 2-D DCT computations, but also has the Isstahardware requirement and
largest hardware utilization among the tested #&gchires for the FFT/IFFT computation,
and thus has the highest cost efficiency.

In this thesis, six processors all implemented uAd®MC 0.13um CMOS process.
According to the comprehensive comparisons and @mphtation results, we could
demonstrate that the proposed RDFT, R28MDF/R28MIRXZ’SDF/ R4SDF and
Triple-Mode designs achieve the high effective aages for DTMF, MIMO-OFDM
WLAN, DVB-T and next-generation applications.
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Chapter 1 Introduction

The increased demand for communication, multimealn other consumer products
has created the need for low-cost, low-power comsieom and high throughput based
processor that can use Fourier transforms for gigival processing or data manipulation. The
discrete Fourier transform (DFT) is an equation &mnverting time domain data into
frequency domain data [1]. Discrete means thasitpeal is sampled in time rather than being
continuous. Therefore, DFT is an approximationtf@ continuous Fourier transform [2]. The
DFT equation, unlike the continuous Fourier transfocovers a finite time and frequency
span. Base on the requirements of the DFT reshlse are possible two categories for the
effective algorithms of DFT computations: 1) fasiuFRer transform (FFT) algorithm, 2)
recursive algorithm. FFT based algorithms are augrof algorithms for significantly
speeding up the computation of the DFT, wherNatioints of DFT results are required. The
most widely known of these algorithms is attributedCooley and Tukey [3] and is used for a
number of poinlN equal to a power-of-twas in,the realistic worldamy applications require
spectrum analysis only over a subset ofltheenter. frequencies via the DFT computation
instead of the overall results of the FEFT. An ditexderivative of DFT is the recursive based
algorithm, which emerges better-performance tharHRT algorithm when only some sparse
DFT results need to be obtained by completing glsinomplex DFT spectral bin value for
every N input time instances. The most famous of the searalgorithms is the Goertzel
algorithm [4], which use the periodicity propertimsreduce DFT computations. Base on the
required portions of DFT results, two effective Dpfbcessors could be found: 1) FFT based
processor, 2) recursive based processor. In thdysbne high effective recursive processor
has been presented. Base on the different requimtsméve different pipeline FFT/IFFT
processors are also presented in this work.



1.1 Motivation

Many researchers have concentrated on designingpéimized reconfigurable DSP
processor to achieve a high processing rate andptomer consumption in next-generation
mobile multimedia applications [5][6]. The softwafdgased architecture such as the
co-processor and dual-MAC designs have been prdgms€haiet al.[5] and Kolagotleet al.
[6], respectively. However, they induce the lardepcsize because of the high flexibility.
Vorbachet al. have also presented hardware-based concepts subbk psocessing element
(PE) array [7], which achieves a high processiig wath reasonable flexibility. However, the
processing kernel has the flaw of a low utilizaticate with a large array memory and
muti-MACs, leading to poor cost efficiency. The siie ASIC based design on a fast
computation algorithm provides high cost efficierj8j-[10]. Base on the different real-time
applications, some design decisions for ASIC b&3€l processor should be made following
with the different specification:
® Required portions of DFT result$he primary advantage of recursive based algosth
is that it allows a subset of the DFT¢ output terms to be efficiently calculated.
Considering the computation: complexity, the direcaluation of DFT of alN values
requires a total oR? complex multiplications andi(N-1) complex additions. If onliv
values of N DFT results are reguired,-the computation compjeri Goertzel and
radix-2 based FFT algorithm aMM and NlogoN, respectively. It is obviously that the
computation saving of radi®-based FFT algorithm is not significant —less thdactor
of two. Then, the Goertzel algorithm demonstratee good efficient for certain
applications, such as: the dual tone multi-freqyeiXTMF) standards [11-16] for voice
over packet (VoP) network [17-19], discrete multie equalizer of multi-carrier
modulation system [20, 21], and speed detection.

® Number of FFT channel$iuture broadband wireless access systems inclwdiaiess
LANs (WLAN) and fourth-generation (4G) mobile radgystems need much higher
spectral efficiency and service quality than theremt standards do [22, 23]. A
multiple-input-multiple-output (MIMO) wireless sysh has been extensively studied
recently due to the potential for raising systerpacity [24, 25, 26]. The orthogonal
frequency division multiplexing (OFDM) modulatiortheeme not only decreases the
receiver complexity, but also improves the perfamogon highly dispersive channels.
An especially promising candidate for the next-gatien fixed and mobile wireless
systems is the combination of MIMO technology widlkDM, called the MIMO-OFDM



system. A MIIMO-OFDM system witlk antennas in the transmitter and the receiver
comprisesk OFDM baseband processors working in parallel, twus requirek FFT
processors, one for each antenna [24-26]. Theighathroughput FFT processor, which
could compute the multi-channel FFT computationsyhel be required.

Transform length of FFT computatiofhe size of the transform will directly affect
frequency resolution, memory requirements, andgsged at which the computation can
be done. In the realistic world, many applicatioeguire the FFT/IFFT implementations
that can perform long-length computations while ibiimg low cost, low power
consumption and high throughput. The long-lengtbeldaFFT/IFFT processor has been
widely applied in many real time applications, sual: DVB-H(Digital Video
Broadcasting-Handheld)[27, 28], VDSL(Very-high-speed Digital Sahiber Line) [29],

and audio measurement [30]. Since such long-lekdti computations are rather
time-consuming, the efficient FFT processors areessary to meet the real time
operations. Furthermore, the handheld devices dechaultimedia mobile phones with
color displays as well as personal:digital .asstsBDA) and pocket PC, which should
consider some specific advantagesj=<small, liglghtei portable, battery-powered
devices.

Number of dimensionAll -multidimensional 'FFTs are done as a sequente
one-dimensional FFTs. The importance of knowing meany dimensions (one, two, or
three, usually) there are determines how many kMiIT®e need and how the data must
be organized to do the multiple dimensions. Thié affect chip processing load and the
choice of architecture. To improve the radix-2 lobaB€T algorithm, Heet al. [31] has
presented radix?2and radix-3 algorithms for the higher computation efficiendpen,
the design in [31] achieves the high hardware zatiion and low hardware resource
usage.

Algorithm constructionThe algorithm used will affect the computationamplexity the
algorithm requires and computation speed the desiges. The low radix based
algorithm is well known to have higher multiplicagi complexity than the high radix
based algorithm. Notably, the design with the hggle®mplex multiplicative complexity
has the highest power consumption [26, 28, 31-33].

Architectures Many researches were concentrated on the effi€iEi realizations [26,
31, 34-36]. The appropriated algorithm and archutecfor the FFT processor should be
chosen trading off its processing speed and itp cist. The pipeline architecture
processes regularity, modularity, local connectamg high throughput rate with lower
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clock frequency [37]. Furthermore, pipeline FFT qassor is characterized by
non-stopping processing on a clock frequency ofitipeit data sampling. An analysis
has depicted that a unique operating frequencyctwis close or equivalent to the
sampling frequency is preferable to the FFT pramessien the power consumption is
confined by the application environment, such asdhald communications [26, 31, 32,
34, 38]. Basically, there are mainly two differgmpeline architectures: multipath delay
commutator (MDC) architectures [33, 36, 39, 40] amle-path delay feedback (SDF)
architectures [31, 32, 34, 35, 42, 43]. The SDhigctures are well known to be more
efficient than MDC architectures in terms of memaylization since the butterfly

output share the same storage with its input [21,38]. Therefore, this investigation
focuses on the “hardware-oriented” pipeline arahitee, in which the arithmetic

operations can be tightly scheduled for effectiaedvare utilization.

1.2 Obijectives

The objectives of this thesis are'to_propose tyé kiffective pipeline processors for
the DFT computations in different real-time apgicas. Four different applications have
been taken into consideration, which are recunsased DFT computation in DTMF standard
[12-15], multiple-input multiple-output orthogonafrequency division multiplexing
(MIMO-OFDM) wireless LAN (WLAN) [22, 23], long-lenity based FFT/IFFT computations
in digital video broadcastinghandheld (DVB-T) standard [27, 28] and FFT/IFFT/RGT

computations in next generation mobile multimedppl@ations [5-7, 44]. The objective

descriptions of these four designs are providdaeésw:

1. Recursive DFT/IDFT DesignThe Goertzel algorithm has been widely appliedhi®
dual tone multi-frequency (DTMF) standards [11]]X¥6r voice over packet (VoP)
network [17]-[19] to compute the interested spedina discrete multitone equalizer of
multicarrier modulation system [20]-[31], and speedétection. Considering the
state-of-the-art applications, the high channelsdgndual-tone detector [17]-[19] is
demanded. Some advanced DTMF detectors for the lkighsity VoP network
application have been realized by one embedded [w&&essor [12]-[14], [17]-[19].
Although, the DSP processor based design could #eepaximum flexibility, it may



not meet the cost effective considerations. Onother hand, the DSP processor based
design may lose the advantages of high-throughlowt, power, and small area
compared with the application-specific integrat@dwts (ASIC) designs [45]. In [13],
the DSP processor based DTMF detectors needs & dangunt of memory to decode
only 24 channels, which requires 800 words data ongrand 1000 words program
memory with 16-bit wordlength for each words. Alsibhas to operate on the higher
frequency of 24 MHz. For the purpose of optimizthg whole system performance and
cost, much research [46]-[53] has concentrated han dedicated core design. In
[15]-[17], the recursive expressions for the DCpaitation that are suitable for VLSI
implementation are presented. It is worth noticthgt the recursive algorithms are
solely used to design recursive DCT architecturgher than the recursive DFT
architectures in [46]-[48]. In the past two decadewveral recursive DFT algorithms and
architectures have been explored [49]-[53]. Conmppamsith the conventional
second-order recursive DFT/IDFT architecture, ¥aal [51] utilized resource-sharing
and register-splitting schemes to, reduce_two migtip and speedup the computation,
respectively. Yanget al. [52] proposed.two unified IIR filter structures save the
hardware cost for the DFT .computation.. Neverthelesgher Varet al [51] nor Yang

et al. [52] improve the computation cycle. In-[53], Fah al. applied the previous
proposed method to reduce’the computation- cycleshieuperformance is limited. On
the other hand, Faat al. only propased:the recursive DFT algorithm but IDET
algorithm is not yet ready in [53]. In essence,hars description of the proposed
algorithm has been presented in the associateceraode [54, 55]. In this thesis, the
detailed descriptions of a high-performance and gyesfficient VLSI algorithm and
architecture by the hybrid of input strength redauctscheme, Chebyshev polynomial,
and register-splitting scheme for the DTMF applmathave been fully provided. The
derived recursive algorithm and devised architec{®?, 55] possesses the following
features: low-computation cycle (i.e., high thropgt) and power efficiency at the
expense of slightly increased area overhead compaith the existing recursive
DFT/IDFT structures.

MIMO-OFDM FFT design Future broadband wireless access systems ingudin
wireless LANs (WLAN) and fourth-generation (4G) nilebradio systems need much
higher spectral efficiency and service quality tllae current standards do [22, 23]. A
multiple-input-multiple-output (MIMO) wireless sysh has been extensively studied

recently due to the potential for raising systenpacity [24-26]. The orthogonal
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frequency division multiplexing (OFDM) modulatiortleeme not only decreases the
receiver complexity, but also improves the perfanogon highly dispersive channels.
An especially promising candidate for the next-gatien fixed and mobile wireless
systems is the combination of MIMO technology witRDM, called the MIMO-OFDM
system. A MIIMO-OFDM system witlk antennas in the transmitter and the receiver
comprisesk OFDM baseband processors working in parallel, g requirek FFT
processors, one for each antenna [24-26]. Becduge dnigh throughput requirements
of the FFT computation in the MIMO-OFDM system, e@r 4x4 MIMO-FFT
architectures, parallel multi-path architecturejatenulti-stream architecture and serial
blockwise architecture, as depicted in Fig. 1(3)-(espectively, have been presented
[25]. A parallel multi-path architecture include$FT blocks fok antennas, as depicted
in Fig. 1(a). The figure indicates that the areatad parallel multi-path based system
rises linearly with the number of antennas #.&@mes the FFT block area). Conversely,
the serial multi-stream architecture and seriatklase architecture only requires one
FFT block to handle the concurrent computationkantennas. However, the serial
multi-stream architecture applies one.lower thrqughrate FFT processor embedded
with thek times buffer size for intermediate computationdapicted in Fig. 1(b). Fd«
channel computation, the serial multi-stream aeciitre must operate at a higher clock
frequency than sampling data frequency af t6 satisfy the higher throughput
requirements. Analytical results iindicate that thperating frequency of serial
multi-stream based system grows linearly with thenber of antennae (i.&.times the
sampling frequency of J Based on the serial blockwise FFT architectthe, input
data of the FFT block can be provided in paralléghvk embedding input buffer, as
depicted in Fig. 1(c). Applying one higher throughpate FFT processor, the serial
blockwise FFT based processor can comtaetieannel FFT computations concurrently.
Among these three architectures, the serial blos&wrchitecture only requires one FFT
block operating at the same clock frequency withdhta sampling frequency of RAn
analysis has depicted that a unique operating émcyy which is close or equivalent to
the sampling frequency ofsFis preferable to the FFT processor when the power
consumption is confined by the application envirentp such as mobile
communications [26, 31, 38, 56, 57]. Considerirgriiemory cost, the serial blockwise
architecture should slightly increase the cost witle extra buffer of sizBl than other
architectures. However, the memory cost problem sierial blockwise architecture

becomes increasinglyinor when the number of antennae in the MIMO-OFBydtem
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is larger. Consequently, the serial blockwise-babHMO-FFT architecture applies
single FFT block to achieve the appropriate thrgughand minimizes power
consumption for MIMO-OFDM WLAN applications.

/" Parallel Multi-Path MIMO-FFT Processor

Channel 1 }—'A/D » I(:(I):;e?;c;; I;#F%eqency: 5 ‘ Buffer (Size: N) H > Z,(K)
Channel 2 }—'A/D > (Fgge?;‘;icnz#Ffeqency: Bt Sz ) > Z,(K)
Channel 3 }—»A/D > (Fg;e?;‘i;';#;eqency: Bt (Szei > Z,(K)
Channel 4 }—»A/D \i l(:(l):;)re?;lczﬁz#Ffeqency: 5 ‘ Buffer (Size: N) D > Z,(K)

(A/D Sampling Frequency: Fs)
(a) Parallel multi-path MIMO-FFT architecture.
/" Serial Multi-Stream MIMO-FFT Processor

h | MUX |FFT block # 1 DeMUX 7 (k
Channel 1 >_'/‘VD ] (Operating Fregency: 4§ (K
Channel 2 >_,A,D _ T > 7,K
Channel 3 }—'A/D ] Buffer (Size: 4N) T b 2K
Channel 4 }—'A/D — ) Z,(k)
(A/D Sampling Frequency: Fs)
(b) Serial multi-stream MIMO-FFT architecture.
/" Serial Blockwise MIMO-FFT Processor
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Channel 1 >_A/D uffer (Size: N) MUX FET block # 1DeMux Z,(K)
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Channel 3 }—'A/D » Buffer (Size: N) Buffer b Z,(k)
(Size: N) [
Channel 4 }—»A/D —3 Buffer (Size: N) - Z,(k)

(A/D Sampling Frequency: Fs)
(c) Serial blockwise MIMO-FFT architecture.

Fig. 1: MIMO-FFT architectures.

Long-Length FFT DesignThe FFT and IFFT are essential in the field gjitdi signal
processing (DSP) and communication systems. Imethlestic world, many applications
require the FFT/IFFT implementations that can penftong-length computations while

exhibiting low cost, low power consumption and hitfitoughput. The long-length



based FFT/IFFT processor has been widely appliedany real time applications, such
as: DVB-H(Digital Video BroadcastingHandheld)[27, 28], VDSL(Very-high-speed

Digital Subscriber Line) [29], and audio measurem{0]. DVB-H is a digital
broadcast standard offering high data rate audletvicontent delivery to handheld
devices, which requires a 4096-point FFT computaice. 4k mode) for the flexible
networking design in single frequency networks (SFIR7, 28].The VDSL transceiver
and audio analyzer need to involve the complicd&d computations, where the
transform length is also 4096-point [29, 30]. Sisceh long-length FFT computations
are rather time-consuming, the efficient FFT preoes are necessary to meet the real
time operations. Furthermore, the handheld deviegsde multimedia mobile phones
with color displays as well as personal digitalistasit (PDA) and pocket PC, which
should consider some specific advantages — smafihtweight, portable,
battery-powered devices.

Triple-mode reconfigurable FFT/IFFT/2-D DCT desiggeneration mobile multimedia
applications, including mobile phones:and persatigital assistant (PDAS), require
much sufficiently high processing=power for multoliee applications. Multimedia
applications include video/audio codecs, speechgmtion and echo cancellers. The
speech recognition requires the - “speech extractinth @utocorrelation coefficient
computations [58] in the voice command applicatidhe video codec is the most
challenging element of a multimedia applicatiomcsi it requires much processing
power and bandwidth. Hence, a flexible and low qoigieline processor with the
superiority of high processing rate is requiredealize necessary computation-intensive
algorithms, such as 256-point FFT/IFFT and 8x8 ROT [5]-[7]. Additionally, a major
integration challenge is to design the digital bas®l and accompanying control logic.
The WIMAX baseband is constructed around orthogofi@quency division
multiplexing (OFDM) technology requiring high praseng throughput. The fixed,
IEEE 802.16e [44], version of WIMAX also needs &2imint FFT computation. Many
researchers have recently concentrated on desigmngptimized reconfigurable DSP
processor to achieve a high processing rate and pmwer consumption in
next-generation mobile multimedia applications ¢5][The software based architecture
such as the co-processor and dual-MAC designs Ibese proposed by Chat al. [5]
and Kolagotleet al.[6], respectively. However, they induce the larfpgcsize because
of the high flexibility. Vorbactet al. have also presented hardware-based concepts such
as the processing element (PE) array [7], whicheaels a high processing rate with
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reasonable flexibility. However, the processingniethas the flaw of a low utilization
rate with a large array memory and muti-MACS, legdio poor cost efficiency. The
specific ASIC based design on a fast computatiagoradhm provides high cost
efficiency [8]-[10]. Tell et al. [8] presented the FFT/WALSH/1-D DCT processor for
multiple radio standards of the upcomin generation wireless systems. Conversely,
some designs [8]-[10] only support 1-D DCT compotat and have no 2-D DCT
support. However, 2-D DCT is desirable for the wideompression among wireless
communication applications. This study not only sgr@s a single reconfigurable
architecture for the 256-point FFT/IFFT modes amel 8x8 2-D DCT mode, but also

achieves high cost-efficiency in portable multingedpplications.

1.3 Contributions

For the purpose of supportingthese :four, applioatiosix ASIC based pipeline
processors, namely recursive DFT/IDFT (RDFET) bapeatessor, radix-2/8 multiple-path
delay feedback (R28MDF) based processor, radixi2(tiple-path delay commutator
(R28MDC) based processor, radix®ingle-path delay feedback (B&DF) based processor,
radix-4 single-path delay feedback (B¥DF) based processor and reconfigurable triple-mode
FFT/IFFT/2-D DCT processor, have been presentedthis thesis. The contributive
descriptions are presented as below:

1. RDFT DesignBased on the proposed RDFT architecture, one-thigiughput (i.e. high
channel density) and power-efficient DTMF detedtas been proposed. For the purpose
of achieving the high power efficiency, we perfothe bit level SNR simulation to
decide the best configuration for the DTMF detecgstem. The results show that the
proposed design only needs 9-bit word-length, wh&clone-bit less than the second
order Goertzel structure, to land the satisfactoegolution under 15 dB SNR
environment. In this paper, the resulting DTMF d&ie uses 12-bit word-length, where
the additional 3 bits are used for design margmasto obtain better performance. On
the other hand, the novel design saves 4-bit amstpared with the 16-bit based DSP
processor design [12]-[14]. In summary, the progdoBd MF structure not only saves

more area cost, but also reduces the power consaimgue to the register-splitting



scheme [51] and a smaller word-length requiremdioist importantly, the computation
cycles can be reduced to 50% and thus a doublaghput rate and channel density can
be easily obtained without increasing the operatiequency. Our proposed DFT/IDFT
chip is able to offer over 128-channel telephorgnals for the high channel density
DTMF detector [16] without any DSP processor insilach channel consumes 9.77 uwW
under 1.2V@20 MHz in TSMC 0.13 1P8M CMOS proceshisTis a significant
contribution, as the high channel density and lowegr characteristics are demanded for
the communication systems.

R28MDF and R28MDC Desigmhis investigation presents two new efficientiges,
R28MDF based and R28MDC based FFT/IFFT processorstie 2x2 and 4x4
multiple-input  multiple-output  orthogonal frequencydivision  multiplexing
(MIMO-OFDM) wireless LAN (WLAN) system, respectiwel The novel radix-2/8
algorithm reduces the half constant multiplier iegment in the proposed retrenched
8-point FFT (R8-FFT) unit compared with that of t@nventional radix-2/8 algorithm,
and has low multiplicative complexity:as. a radib8sed algorithm. By applying the
R8-FFT unit combined with the propesed.multiplioatiafter-write (MAW) method, the
R28MDF and R28MDC architectures resulted in 100%tepily utilization and an
appropriate throughput rate with -few hardware resesi for the 2x2 and 4x4
MIMO-OFDM applications, respectively. Implementaticesults indicate that two chips
consume only 19.42mW and 23.57mW under 1.2V@20 hHz TSMC 0.18m 1P8M
CMOS process. The comparison results among thérexig4-point FFT/IFFT processor
architectures are comprehensively discussed. Tlohitacture analyses and chip
implementation indicate that the proposed FFT/IpFdcessor architectures are suitable
for MIMO-OFDM WLAN systems.

R#£SDF and RZSDF Design In this investigation, we proposes the novel xatfiand
radix-4 algorithms with the low computational complexitie$ the radix-16 and
radix-64 algorithms and the low hardware requirehwérthe radix-4 algorithm. Base on
the multiplierless radix-4 butterfly structure, theoposed RZBDF design and R&DF
design support the 4096-point FFT/IFFT computatioMoreover, the retrenched
constant multiplier and eight-folded complex mdigp structures are adopted to
decrease the multiplier cost and the coefficientMR€)ze with the complex conjugate
symmetry rule and subexpression elimination teabgyl To further decrease the chip
cost, a finite word-length analysis is providedrdicate that the proposed fDF and
R4’SDF architectures only require 14 and 13-bit iraemmord-length to achieve 40dB
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SNR performance in the 4096-point FFT/IFFT compatat The comprehensive
comparison results indicate that the proposetSRE& design has the smallest hardware
cost and the highest hardware utilization amongebkted architectures for the FFT/IFFT
computation, and thus has the highest efficientye implementation results show that
the proposed R&DF and RISDF based 4096-point pipeline FFT/IFFT processatg o
consumes 6.3725 and 5.985 mW@20 MHz at 1.2V supphkage in TSMC 0.13im
CMOS process.

The triple-mode reconfigurable FFT/IFFT/2D-DCT Dgsi Applying the R4SDF
architecture with the specific linear mapping ofreoon factor algorithm (CFA), the
proposed triple-mode design supports both 256-pBFt/IFFT and 8x8 2-D DCT
modes following with the high efficient feedbackifshregisters architecture. The
segment shift register (SSR) and overturn shiftsteg (OSR) structure are adopted to
minimize the register cost for the input re-ordgrand post computation operations in
the 8x8 2-D DCT mode, respectively. Moreover, tbigenched constant multiplier and
eight-folded complex multiplier structures, are a@ojto decrease the multiplier cost and
the coefficient ROM size with.'the complex conjugayenmetry rule and subexpression
elimination technology. To further decrease theaust, a finite wordlength analysis is
provided to indicate that the proposed. architectondy requires a 13-bit internal
wordlength to achieve 40dB SNR+performance in 26BpFFT/IFFT modes and high
digital video (DV) compression quality. in° 8x8 2-DCD mode. The comprehensive
comparison results indicate that the proposededtesttive reconfigurable design has the
smallest hardware requirement and largest hardwaitezation among the tested
architectures for the FFT/IFFT computation, andsthas the highest cost efficiency. The
derivation and chip implementation results show tha proposed pipeline 256-point
FFT/IFFT/2-D DCT triple-mode chip consumes 22.37m\M@ MHz at 1.2V supply
voltage in TSMC 0.13um CMOS process, which is \aggropriate for th&®SoCs IP of

next-generation handheld devices.
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1.4 Organization

The remainder of this thesis is organized as falow

Chapter 2 reviews the literature of the work présenn this thesis and four topics are
reviewed. The first topic is a review of the Goeltalgorithm and respective hardware
architecture. The second topic is a review of miradix based FFT algorithms. The third
topic is a comparative review of high-radix bas&d Rlgorithms. The final topic is a review
the DCT algorithm.

Chapter 3 describes a new recursive DFT/IDFT allgoriand architecture by the hybrid of
input strength reduction, Chebyshev polynomial, asgister-splitting schemes is revealed.
Applying this new architecture, the DTMF applicatillas been demonstrated. After the
bit-level SNR simulation, the 212/106-point DFT/IDFchip has been successfully
implemented for the DTMF detector system. Furtheendhe comparison results are
tabulated in terms of the amount of computationlesyéor each output as well &&point
DFT/IDFT, the maximum number of the channel, densitg clock period, and the number of

real multipliers.

Chapter 4 describes a modified radix:-2/8 EET/IFE#gorithm. Using this mixed-radix based
algorithm, we discuss the corresponding R28MDF BR28MDC fabrics and the detailed
timing considerations. Furthermore, the implemeéntatssues are discussed. Finally, the
comparison results of the 64-point FFT/IFFT arattilees for the 2x2 and 4x4

MIMO-OFDM system have been summarized.

Chapter 5 describes a new radf-dnd radix-4 FFT/IFFT algorithms. Applying these
algorithms, the proposed B8DF and RISDF VLSI architectures could be demonstrated.
Base on the finite word-length analysis, we coutdvp that the proposed architectures
achieve the satisfactory system performance. Fumihie, the comparison results in terms of
hardware utilization and cost demonstrate the hast-efficiency of the proposed

architectures. The chip implementation is also qmted.

Chapter 6 describes a new triple-mode radiBT/IFFT and 8x8 2D DCT algorithm. Using
the proposed radix?4algorithm, the proposed BIDF based FFT/IFFT/2-D DCT pipeline

architecture is demonstrates. The finite wordlengttalysis indicates that the proposed
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architecture achieves the required system perfacenam both 256-point FFT/IFFT and 8x8
2-D DCT modes with the lowest hardwire cost. Acaogdo the comparison results in terms
of hardware utilization and cost, we could dematstrthe high cost-efficiency of the

proposed architecture. Finally, the chip implemgoreais presented.
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Chapter 2 Literature Review

The research work described in this thesis pertaitise design and realization of high
effective pipeline processor for DFT/IDFT computas in different applications as discussed
in Chapter 1. In this chapter, we consider a nurobaigorithms for computing the DFT. The
algorithms vary in efficiency, but all of them regufewer multiplications and additions than
does direct evaluation of DFT. This chapter williesv four different topics relating to four
different applications as discussed in the chapidtirst, a review of the Goertzel algorithm
and respective hardware architecture is preseiedond, a r eview of mixed-radix based
FFT algorithms is presented. Third, a comparatexeemw of high-radix based FFT algorithms
is discussed. Finally, the algorithm mapping betw€ET and DCT is detail reviewed.

2.1 The Goertzel Algorithm

In this section, we first discuss the Goertzalgorithm [4], which requires computation
proportional toN? but with a smaller constant proportionality thémat of the direct
computation of DFT. Notably, the Goertzel's algomit is that it is not restricted to
computation of the DFT, but is in fact equally dalor the computation of any desired set of
samples of the Fourier transform of a sequence.pfadg the periodicity of the sequence

W',\f” , the Goertzel algorithm efficiently reduce themputation complexity of DFT

computation.
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2.1.1 The Recursive DFT Algorithm

Given input sequence and DFT output sequence diiastg¢n] and X[K], respectively,
the N-point DFT can be defined as

N-1
X[K] = ¥ x{n] ", 1)
n=0

where Wy = e 127/N The Goertzel algorithm [4] making use of the péigity of the

sequenceW,'\‘]” can be used to reduce computation. For conveniehderiving a new

architecture, we begin a review of the recursivel Ddxpression based on Goertzel

algorithm by noting that

WigkN = g1 @ N)NK _ g2k _ g )

Because of Eq. (2), we may multiply the right siole Eg. (1) by W,\]kN without

affecting the equation. Thus,

N-1 N-1 el
X[k] =WN zox[r]wvlﬁr = zox[r]vak(N i 3)
r= r=

In order to simplify the final expression, let u=ide the sequence

Vi = S 1w 0 win ), (4)
r=—o0

From Egs. (3) and (4) and the fact tRat]=0for n<0 andz=N, it follows that

XK1= yk[n]|p=n - (5)

Eq. (4) can be interpreted as a discrete convalutiothe finite-duration sequencgn],

0=n=N-1, with the W,\",k”u[n]. As a consequencey,(n ¢an be regarded as the

response of a system with impulse respoﬁﬁék”u[n to h finite-length inpuk[n]. In

particular,X[K] is the value of the output wherN. Taking the z-transform of Eq. (4), we

can obtain the first-order transfer function as

Hild = —— . (6)
1-Wy "z

It is possible to retain this simplification whileducing the number of multiplications by

a factor of 2. To see how this may be treated,tthesfer function of the first-order

recursive DFT structure can be noted. Multiplyiragibthe numerator and the
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denominator of i{z) by the factor (1—W',\§ z1 ) we obtain second-order transfer function
as
1-wz 2 1-wz 2

HylZ] = N :
a-wikz ha-wfzh 1- 2005(277%\1)2"1 +772

(")

2.1.2 The Recursive DFT Architecture

Output

Counter N

(b)

Fig. 2: (a) Block diagram of the first-order jreaues DFT structure and (b) a

multiplexer-type dash-line implementation with - desampling value oN.

Eq. (6) can be mapped into the first-order recerdlFT structure as shown in Fig.
2(a), where initial rest conditions are assumed #o&l vertical dash-line denotes the
down-sample operation witN for each crossing signal path. Note that the diaghas
shown in Fig. 2(a) can be possibly implemented hytiplexer-type or register-type
down-sampling realization. Here, we adopt the rpldier-type down-sampling
realization as shown in Fig. 2(b) due to the advg®s$ of less area and exact mapping
from the equation to the architecture. In Fig. 2{b¥ek1, the lower-side signal is passed

to the output; otherwise, the upper-side signatdakected as the output signal for the

multiplexer. In this correspondence, since the ingn] and the coefficient\N,\_,k are in

the complex domain, the computation of each newevalf yi[n] through the first-order
recursive DFT structure as shown in Fig. 2(a) neggufour real multiplications and four
real additions. All the intervening valugg1], w/2],... Y{N-1] must be computed in
order to computeiy[N]=X[K], so the use of the first-order recursive DFT dite as a
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computational algorithm requiresN4real multiplications and M real additions to
computeX[k] for a particular value ok. However, a large number of multiplications are

required for the first-order recursive DFT architee, even if the one avoids the

computation or storage of the coefﬁcier\rwss,'\,<n in Eq. (1) at eachth time index.

Eq. (7) can be mapped into the second-order re®B#T structure as shown in Fig. 3.
x[n]—E) I ;Tz\)—» XT[k]

|
I
I
-1 l
I
I

»
>

27k
2cos(—

I
I
z |1
I
I

Fig. 3: Block diagram of the second-order recur§Nd structure.

In Fig. 3, only two real multiplications per 'samjalee.required to implement the poles of
this system as shown in Fig. 3.:Note that, in-teeaminator of Eq. (7), the coefficients

are real and the factor —1 need not“be counted amiltiplication. It is worthy of

emphasizing that the complex multiplication byN,'\,‘ required to implement the zero of

the transfer function need not be performed atyeiteration of the difference equation,
but only after theNth iteration. Thus, the total computation ¥ 2al multiplications and

4N real additions for the poles plus four real muitgtions and four real additions for the

zero. The coefficientsvv',\ﬁn are again computed implicitly in the iteration tife

recursion formula implied in Fig. 3. The secondesrdecursive DFT structure can
decrease the number of multiplications by Goert&tgbrithm; however, the amount of
multipliers and the value of the critical perio@ &acrificed. Hence, the structures in Figs.

2(a) and 3 are not efficient.
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2.2 The Review of FFT Algorithm

Due to the large computation load of DFT compaite the direct evaluation of the entire
DFT results will cause the serious quantizatiorsearror. FFT are a group of algorithms for
significantly speeding up the computation of theTDFurthermore, FFT based algorithms
reduce the number of computations to achieve tvegi@antization. Notably, the design with
the highest computation complexity also means tighdst power consumption [26, 28,
31-33]. The most widely known of these algorithmsitributed to Cooley and Tukey and is
used for a number of point$ equal to a power-of-two [3]. The number of appimas for
specific FFTs continues to grow and includes susterde areas as: speech recognition,
video/audio codecs and MIMO-OFDM based mobile comication. There are many ways
to measure the complexity and efficiency of an enpéntation or algorithm, and a final
assessment depends on both the available technthegyntended application [62]. The
arithmetic multiplications and additions are wetiokvn to be the good measurements of
computational complexity. In this section, some yap FFT algorithms are first reviewed.
Some famous pipeline FFT architectures are alsaild#iscussed. Later, some design issues
are reminded, such as: high-throughputand longtlebased FFT design.

According to the variant of decomposing sequetvee common FFT algorithms could be
found, namely decimation in time (DIT).and deciroatiin frequency (DIF) based FFT
algorithms.  Significantly, the in-place computaticould conveniently make the conversion
between these two algorithms [62]. There IS noed#iice in computational complexity and
signal flow graph (SFG) between two types of alponis; herein we only focus on DIF FFT
algorithm. In this thesis, we focus on the disaussf DIF based FFT algorithms. Since the
low computational complexity of FFT algorithms issited for high speed and low power
consideration in VLSI implementation as discussetbie. In this sub-section, the radix-2,
radix-4 and radix-8 DIF based equations will bestfidiscussed to demonstrate the
computation complexity between different FFT altfons.
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2.2.1 Radix-2 DIF FFT Algorithm

The DIF FFT algorithms are all based on strueguthe DFT computation by forming
smaller and smaller subsequences of the outpuesegi[k]. To restrict the formula tt a
power of 2, the radix-2 DIF FFT algorithm is to saer computing separately the
even-numbered frequency samples and the odd-nuthlreguency samples. By separating
X[K] into 2r and 2+1, we obtain the following equations.

N

Sl
X[Zr] = Nz])'([n] wv[\rl\(zr) _ X[n] szrn + ZX[n] szrn (8)
n=0 n=0 =N
N -1
X[2r +1] = Zx[n]wvn(2r+1)_ ZX[I’]]NV(ZHl)n+ ZX[n]NV(ZHl)n (9)
n=0 n=0 B

n=

wherer=0,1,.....(N/2 - 1). Due to the periodicity o™, we could substitute the variables

in the second term of summation to_ebtain the fulhg equations.
N N N N

—-1 5l A S Sl
_ 2 2rn N 2r(n+5) 2rn 2rn
X[2r] = T X W™ + 5 n -+ Tl S WA + x[n+—]wv
n=0 n=0 n=0 n=0
= T{qn] X+ W = Z{><[n]+X[n+ ]}w;,“ (10)
n=0 E
N N
—-1 —-1 N
(2r+1)(n+-_)
X[2r+1]= 3= (i@ s xn+ Ny 2
n=0 n=0 2
N N,
=3 WIS g gy
n=0 n=0 2
N N_
2 N
= T (0 X+ ST OV = 3 zo{x[n] x[n+—]} W (11)
n= -

2
Following with the similar decomposition proceduteo N/2 points DFT results can be
further decomposed and then fdwf4 points DFT results are produced. After Jdgime
recursive decompositions, we can obtain the radXdR2FFT algorithm.

Considering the computation complexity, the die&T computation requires a total of
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N? complex multiplications andN(N-1) complex additions. It is well known that each
complex multiplication requires four real multigions and two real additions, and each
complex addition requires two real additions. There direct computation of DFT of a
sequence|n] totally requires & real multiplications andN(4N-2) real additions. From the

egs. (10) and (11), the radix-2 algorithm requidieg,N complex multiplications and

complex additions. Alternately, the radix-2 alglonit requires%logzN—gN+8 real

multiplications and%logz N —g N +8 real additions.

2.2.2 Radix-4 DIF FFT Algorithm

From the discussion in subsection 2.2.1.1, iblwiously that the radix-2 DIF FFT
algorithm could efficiently compute the DFT resiilsin direct method. Comparing with the
radix-2 algorithm, the radix-4 algerithm-can funthreduce the computation complexity with
keeping the same regularity in each butterfly comaton. A radic-4 DIF FFT algorithm can
be derived from recursively decimatingthe fregyeseries into four subsets. By separating
X[K] into 4r , 4r+1, 4+2 and 4+3, we.obtain the following equations.

N N 3N

—=1 1 1
N-1 2 N-1
X[ar = £ ™ = 5] g™ + 5 ™ + 8 i) g™ + 3 ] oo™
n=0 n=0 _N _N _3N
n—j n—E n_T
(12)
N-1
X[4r +1] = X {n] { "
n=0
%_1 %_1 37N_1 N-1
= Y xn] wvl\(l4r+l)n+ S X(n] WV’\(l4r+1)n+ S XN NVI\(l4r+1)n+ > x(N] wvl\(l4r+1)n
n=0 _N _N _3N
n=— n=— n="—-—
4 2 4
(13)

N-1
X[4r +2] = ¥ x(n] (¥ A"
n=0
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N N 3N

7_1 -1 1
— Z)([H]W\/(4r+2)n+ Zx[n] EN(4r+2)n_|_ Z)([n]wv(4r+2)”+ ZX[H]W\/(4r+2)n
n=0
n— n— n_
4 2 4
(14)
N-1
X[4r +3] = Y xn] Ey\/’\(|4f+3)n
n=0
%_l %_l e N-1
= Y xn] NV'\(l4r+3)n+ S X{n] NVI\(l4r+3)n+ S X{n] NVI\(l4r+3)n+ S XN m,Vl\(l4r.|.3)n
n=0 N N 3N
n=— n=— n="—-—
4 2
(15)

wherer=0,1,...... (N/4 - 1). Due to the periodicity oW4rn we could substitute the variables

in the 2¢ 3% and 4" term of summation to obtain the following equasion

Ny N
ar (n+— )
X[ar]= S ] miEm + 5 x[n+—]va
n=0 n=0
E—1 2N E T
4r (n+—— 4 +7
+4Z x[n+ﬁ]wvr(n 4)+4Z X[n+ﬁ]ENr(n )
n=0
N—l
Z{(><[n]+><[n+—])+(><[n+ ]+X[n+—])}W,(1” (16)
4
Wt 4rs1 W aee)
X[4r+1= Y n W DN+ n+— 1w, 4
n=0 n=0 4
N N
-1 2N —=1
4r+)(n+—) (4r +1)(n+7)
+ z x[n+ﬁ] 47+ % qn+ 3N]
n=0
%-1
= ; {(Xn] - ><[n+—])—J(><[n+—]—X[n+—])}W|{1'Wrn (17)
n=0 4
N_, N_

4 sean | 4 N @re2)nel)
X[4r+2]= ¥ qn] w2+ 7y Xn+- 1 4
n=0 n=0
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N

N
i 2N —-1 3N
Ar+2)(n+—-) (4r+2)(n+—-)
+ 5 xin+ 2Ny 474 5 qn+ Ny 1
n=0 4 n=0 4
%_1 N N 3N
= S{Oqn]+ X+ =) - Odn+—]+x{n+ =D IWg"W"
4
N N
—-1 —-1 N
4 4 (4r+3)(n+—)
X[ar+3)= 'S I e S qne Dy 4
n=0 n=0 4
N N
270 on . @reyeey 7T oy @y
+ X n+—]0V A+ 3 x{n+—]0Vy 4
n=0 4 n=0 4
%_l N N 3N
= Z{(><[n]-><[n+—])+J'(><[n+—]-><[n+—])}Wﬁ”W,Q”

4

(18)

(19)

Following with the similar decomposition procedufeur N/4 points DFT results can be

further decomposed and then sixt@#t6 points DET results are produced. AftersNdime

recursive decompositions, we can obtain the raddFFFT algorithm.

Considering the computation coemplexity, the radiglgorithm requiresNlogsN complex

multiplications and complex additions from the €éB6) and (19). Alternately, the radix-4

algorithm requires%logz N —3N + 3" ‘real multiplications and%logz N-3N+3 real

additions.
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2.2.3 Radix-8 DIF FFT Algorithm

Following with the similar decomposition produeeradix-8 DIF FFT algorithm can be
derived from recursively decimating the frequen®@ries into eight subsets. After the
separation ofX[K] into 8 , &+1, &+2, &+3, &+4, &§+5, &+6 and 8+7, we adopt the

8rn

periodicity of Wy to obtain the following equations.

N
A
N-1
X[8r]= AnlWE™ = SO+ xin+ N9 + odn+ N+ xgn+ 3Ny
n=0 n=0 2 4 4

+[Ofn+5 1+ 0+ 2 + (n+ 2+ SEHWT  (20)

8
N
N-1
X[8r+1] =y xn] W& +In = 82{[(x[n]—x[n+%]) - j(x[n+%]—x[n+37'\'])]
n=0 n=0
+w81[(x[n+%] - x[n+%]) - j(x[n+%] - x[n+%)]}w;,”w£ (21)
8
N3
N-1
X[8r+2] = 3 xn] (W8 2N = 82{[(x[n1+x[n+%])—(x[n+%]+x[n+%>]
n=0 n=0
-0+ 51 =X+ 220 + ot dn+ TSN (22)
B
N
N-1
X[8r+3] = > n] W& 3" = () —x[n+%]) + j(x[n%] - x[n+37N])1
n=0 n=0
+W83[(x[n+%1 —x[n+%]) - j(x[n+%] —x[n+%])]}w£‘WS” (23)
8
N4
N-1
X[gr +41= A" = SO0+ X+ D)+ (n+ 51+ 0+ 2
n=0 n=0
(68 51X+ 2 + (dn+ 2 -+ DWW (24)
B
N
S
N-1 N .
X[8r +5] = S H{n] & 9" = () —x[n+%]) - J(X[n+%] —x[n+37N])1
n=0 n=0
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—Ws[(x[n+—] x[n+—])—1(x[ +—] XN +—])1}wf”W§” (25)

8
N -1
X[8r +6] = zox[n]wv<8”6>” z({)[(x[n]+x[n+—]> (x[n+—] x[n+—]>]
n= n=
#0051+ 00+ 2 - (dn+ 2+ g+ DWW (26)
B
N -1
X[8r +7] = x[n]wv(Sf”)” Sl - x[n+—])+1(x[n+—] x[n+—])1
n=0 n=0
—ws[(x[n+—1 x[n+—])+1(x[n+—] x[n+—])]}wf“w (27)
8

wherer=0,1,...... (N/8 - 1). Following with the similar decompositiomopedure, eighi\/8
points DFT results can be further decomposed aed 8% N/64 points DFT results are
produced. After logN time recursive,decompaositions, we can obtain Hwxr8 DIF FFT
algorithm.

Considering the computation complexity, the radpgigorithm requiresNlogsN complex
multiplications and complex additions from-the €g0) to (17). Alternately, the radix-8

algorithm requires 22_JJ;I|092 N ZSTN +4 real multiplications and

ST+ 73N ;:3N logo N ——ZZN +4 real additions, wher& denotes the number of real additions for

the realization of COGfﬁCiGWgI :

2.2.4 Radix-2/4 DIF FFT Algorithm
Duhamelet al. [63] presented the radix-2/4 and radix-2/8 FFToatgms, which achieve

the few multiplications and additions. The radi¥-2lgorithm takes the advantages of both

radix-2 and radix-4 algorithms. On the other hahe, radix-2/8 has the advantages of both
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radix-2 and radix-8 algorithms. However, the ra@i®- and radix-2/8 algorithms are less
regular than the fixed-radix based algorithms. Tecichate the frequency series into
even-numbered points and odd-numbered points, atlix-2/4 DIF FFT algorithm can be

obtained. After the separation Xfk] into 2r , and 2+1, we adopt the radix-4 decomposition

with the periodicity of W3™ and W{S" to obtain the following equations.

N
A
N-1 2
X[2r]= S AW = Sqn)+ in+ Sppwn (28)
n=0 n=0 2 5
N N
. N
(4s+)(n+—)
xts+1 = SANEE IS e Ny 4
n=0 n=0 4
N N
-1 45+1) +& -1 As+1 +ﬂ
e e 2y e By
n= n=0
N -1
= SO+ D) = (] - XA DWW (29)
n=0 4
N N
-1 N
(4s+3)(n¥—)
Xlds+3)= S mer I+ S o bgmR T
n=0 =0
N N
21 as+3)(n+2Ny 471 4s+3)(n+N
w5 e g g ST
n=0 4 n=0
N -1
z({)(x[n] A+ D)+ 00+ 1=+ S DITWET (30)
n=
4

wherer=0,1,.....! (N/2 - 1) ands=0,1,...... (N/4 — 1) . Considering the computation complexity,

the radix-2/4 algorithm requires Nlogo N-3N+4 real multiplications and

3Nlog, N-3N +4 real additions.
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2.2.5 Radix-2/8 DIF FFT Algorithm

Following the similar decomposition produce withdix-2/4 algorithm, the radix-2/8
algorithm can be derived by recursively decimatimg frequency series into even-numbered
points and odd-numbered points. After the separaifo([k] into 2r , and 2+1, we adopt the

radix-8 decomposition with the periodicity 3™ and WES" to obtain the following
equations.
N,y
N-1 2
X[2r]= S X W) = i)+ n+ S pwT (31)
n=0 n=0 2 N
2
N
N-1 gs+D)n 8 N N 3N
X[8s+1] = X Xn] WV,\(js = 2Z{[(n] =xn+—]) = j(dn+—] =x{n+—])]
n=0 n=0 2 4 4
N 5N . 3N 7N
+W81[(X[n+§]—><[n+?])‘J(><[n+?]—X[n+?])]}W,3r\/\/|{11 (32)
8
N

N
X[Bs+3]= (] IE I = S0grr =g N + o+ Ny xn+ 3N
n=0 n=0 2 4 4

WG #1102 GO 1 exn+ SEIIWEWE (89)

8
N
N-1
X[Bs+5] = 3 (] W& = () —x[n+%]) - j(x[n+%]—x[n+37'\'])]
n=0 n=0
WG+ 51X+ 20D - [+ S -+ DWW (39)
s
N
N-1
Xes+71= S WE D" = S (qr -+ D)+ j0dn+ -+ SN
n=0 n=0 2 4 4
—W83[(x[n+%]—x[n+%])+j(x[n+%“]—x[n+%)]}vv§ (39
8

wherer=0,1,.....! (N/2 - 1) ands=0,1,...... (N/8 — 1) . Considering the computation complexity,
the radix-2/8 algorithm requirddr(N) real multiplications antg(N)+2NIog;N real additions.
The notation oMg(N) could be defined as
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MR(N) = (n—= 275N +3+[9(/2)"° - 4(J_)” 5lcosh-5)8
N 15 1
7 \/5) ]ﬁsm(n 58 (36)

2.2.6 Radix-2° DIF FFT Algorithm

Heet al. [31] presented the radiX2nd radix-3 FFT algorithms, which achieve the low
computational complexities of the radix-4 and ra8livalgorithms but the low hardware
requirement of the radix-2 algorithm. The radfxalgorithm takes the advantages of both
radix-2 and radix-4 algorithms. On the other hathe, radix-2 has the advantages of both
radix-2 and radix-8 algorithms. Furthermoare, thdix&> and radix-2 algorithms keep the
regularity with the fixed-radix based algorithm$plying a 3-dimensional linear index map,
the parameters andk of eq. (1) could be expressed as the combinatbng, n,, nz andk,,

ko, ks, respectively.
N N
n:En1+Zn2+n3, k:k1+2k2+4k3. (37)

where 0= ng, Ny, kg, ko = 1The common factor algorithm (CFA) [64] form canveetten as

N

N
( n, +—n, +n3)(k; +2k, +4k3)
X[k1+2k2+4k3]‘ by Z Z X(—n1+ﬂn2+n3)WN AR i
n;=0n,=0n,=0 2 4
N_ N
1 (*n +ny)k, (5o +1n3) (2K, +4ks)

= 42‘ (—nz +n3)WN 2 ' WN4 2 2 1 (38)
;=0 n2 0 ?

where the butterfly structure of the first stagestathe form

N N N N
B (4 12 +1g) =X( i #1ig) + (- x( g # g + Ty (39)
2

Following a similar decomposition procedure, EQ)(Gan be decomposed as
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N
=1

4
X[ky +2ky +4kg] =1 3 BRK2 (ngwyjea ) fwleks, (40)
0 _

N3 =

N
4 4

Meanwhile, the butterfly structure of the secoraystcan be obtained as

B (n3) = B (ng) + (=) 29 Bl (ng + ) (1)

4 2 2

From egs (38) and (40), it is obviously that thdixe2® algorithm reduces the non-trivial
multiplications as the radix-4 algorithm. Furthemeothe radix-2 algorithm still keeps the
radix-2 butterfly structure as depicted in (39) &hil).

2.2.7 Radix-2® DIF FFT Algorithm

Applying another 4-dimensional linear index,magiy the parametens andk could be

expressed as the combinationsigin,, ns; Ng-andky, ks, ks, ks, respectively.

:En1+ﬁn +En +n
2174 %2716 ¥

k= kl + 2k2 + 4k3 +16k4 . (42)
where 0= ny, Ny, N3, ki, ko, ks = 1 The common factor algorithm (CFA) [64] form can be

written as

N
~
16 1 1
X[kl+2k2 +4k3+16k4]: 2 z z Bﬁ(ﬁn2+ﬁn3+n4)
n=0|n=0|n=0 - 4 = 8

N N
vaqnz(k1+2k2) }WNgns,(kl"'zkz +4k3) }W£4(k1+2k2+4k3+8k4)

N
| N
—ng (kg +2k, +4k,
= 82 Zl: Bklikz (E ng + n4)WN8 (s +2k k) M£4(k1+2k2+4k3+16k4)

n,=0 | ;=0 % 8

N
—-1
_ 8Z Bllill,kz,k3 (ng) WVS4(k1+2k2+4k3) W’V:{’k" , (43)
n,=0| — —
8 8
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where the butterfly structure of the each stageddke form

N N k o N N

BN (S, +1g) = X(— np +n3) + (<)M x(Sny +ng +—

N (M2 #N3) =X(7Nz +ng) + (FD) R X( N + g +77)
2

ky k. k ; k N
By (ng) =By (ng) + (1) ™22 BR (ng + )
4 2 2

Ky K K pladese) | N
K2k (ng) = B (ng) +Wiy BN (Na+2)”

g (44)
8

4 4

From eqgs (43), it is obviously that the radik-2lgorithm reduces the non-trivial
multiplications as the radix-8 algorithm. Furthemmothe radix-2 algorithm still keeps the
radix-4 butterfly structure as depicted in (44).

In 1998, He and Torkeson suggested radi¥BT algorithm [31]. The reason to develop a
radix-Z algorithm instead of conventional radix-4 and ra@likFT is that the number of the
non-trivial multiplications can be further redudedmplementation. The radix?2lgorithm is
characterized with the same multiplication comglesis the radix-4 algorithm but still retain
the radix-2 butterfly structure. A radipé®IF FFT. algorithm can be derived by recursively
decimating the frequency series:into four subdgyssubstitutingk for 4r+2s,+sy, it follows

from equation (1) that
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2.3 The Review of Pipeline FFT Architecture

Many researches were concentrated on the desigifficient FFT architecture. For the
purpose of achieving the most effective architextuthe appropriated algorithm and
architecture for the FFT processor should be chasehng off its processing speed and its
chip cost. We could use five performance measweadefine the efficiency of related FFT
architectures, which includes: input data orgaforatoutput data organization, internal data
bus loading, throughput and computation latency Thlere are two types of data buffering
structures for pipelined-based FFT architecturegt thre delay-commutator (DC) and
delay-feedback (DF). Base on these two structtinese different pipeline architectures could
be found: single-path delay feedback (SDF), mudtiphth delay commutator (MDC) and
single-path delay commutator (SDC) architectureseBan these three pipeline architectures,
figure 4 lists the radix-4 based 256-points pipelifFT processors. According to the five
measures, the SDF architecture is well known tormuge efficient than MDC and SDC
architectures in terms of input data ordering, atigata ordering and internal bus loading.
Due to memory sharing in SDF architecture; thedoflyt output uses the same storage with
its input. Although, the MDC architecture’ has-thghler throughput rate than SDF
architecture, the MDC architecture 'spends the fartyg-cost than SDF architecture. In Fig. 4,
the R4AMDC architecture has four times-throughpte than R4SDF architecture. However,
the R4MDC architecture also increases 3 and 1.@stiaf complex multipliers and memories
in the 256-points FFT computation. The most effectrFT processor should consider the
tightly hardware scheduling and chip cost at thmeséime.

(b) The R4AMDC architecture.
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(c) The R4SDC architecture.
Fig. 4: Three 256-points pipeline FFT architecture.

2.4 The MIMO-FFT Architecture
The High Throughput Task Group, which establisted [EEE 802.11n standard, is going

to develop the next-generation wireless LAN (WLAN3sed on the 802.11 a/g, which
comprises the current OFDM-based WLAN standard$. [28cording to the IEEE 802.11n
standard [23], 128-point and 64-point FFT/IFFT mssors are utilized to support four
different throughput rates —R, 2R, 3Rand-4R—witBi6 or 4us. The transmitted signal
bandwidths are 40 and 20 MHz for. the 128-point @4dpoint FFT/IFFT processors,
respectively.In this study, we focus our 64-point FFT/IFFT design 2x2 and 4x4
MIMO-OFDM WLAN systems, which require the high thighput rate of 2R and 4R.
Sansalonket al. presented a detail comparison of several 64-p&RE/IFFT algorithms for
the MIMO-OFDM WLAN system [26]. According to thabmparison, the multi-path delay
commutator (MDC) based design, which was builthmy $erial blockwise architecture, is the
most cost-efficient architecture for the MIMO-OFDBstem. For a 4x4 MIMO-OFDM
system, the radix-4 multi-path delay commutator N®L) architecture can achieve the
lowest hardware requirement, where the operatieguency equals the sampling frequency,
while the radix-2 multi-path delay commutator (R2MP architecture is the most

cost-efficient architecture for the 2x2 MIMO-OFDMstem. However, the R4AMDC- and
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R2MDC- based 64-point FFT/IFFT designs both havghéi complex multiplicative
complexities than the radix-8, radix-2/4/8 and xa&li8 based designs as listed in Table 1.
The design with the highest complex multiplicatieemplexity has the highest power
consumption [26, 31, 32, 36, 56, 57]. Maharattaal. [41] recently presented a modified
radix-8 multi-path delay commutator (R8MDC) basedp®int FFT/IFFT WLAN processor
to reduce the hardware cost than the conventio®BC design with the appropriate
throughput rate of 5.33R. Although, the modifiedMREBC design achieves the low complex
multiplicative complexity as radix-8 based algamiththe large amount of memory and four
constant multipliers still lead to a large chiptcos

Table 1: Number of complex multiplication neededtfee computation of a 64 point
FFT/IFFT processor.

Complex Multiplication Constant Multiplication
Radix-2 98 N/A
Radix-2° 76 N/A
Radix-4 76 N/A
Radix-2/4 72 N/A
Radix-2/4/8 48 32
Radix-8 48 32
Radix-2/8 48 32

Bouguezelet al. [59] reported the comprehensive analysis of th& dansfer, address
generation and twiddle factor evaluation or acteske lookup table. The comparison results
of [59] reveal that the radix-2/8 algorithm has &warithmetic operations than other
low-radix and mixed-radix algorithms. AdditionalelYet al. [32] indicate that the radix-2/8
algorithm is computationally superior to all othalgorithms, since it has most trivial

multiplications (i.e., t1and +j). Therefore, the radix-2/8 based architecturerésgnted for

the few constant multipliers, high utilization almdv complex multiplicative complexity. Yeh
et al. [32] apply the radix-2/8 algorithm to present tiaelix-2/8 single path delay feedback
(R28SDF) -based 64-point FFT/IFFT processors. Hawnethe single path delay feedback
(SDF) based architecture [32] has the lowest thipugrate of R. This investigation adopts
the novel radix-2/8 algorithm, which is differembin the conventional radix-2/8 algorithm
[32, 59, 60], to further reduce the constant miiéiprequirement in the proposed retrenched
8-point FFT (R8-FFT) unit. Liret al. briefly described the algorithm that is adoptedha
SISO-OFDM application [57]. This work adopts thisvel radix-2/8 algorithm and the
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multiplier after write (MAW) scheme [57] to devis®o architectures, radix-2/8 multiple-path
delay feedback (R28MDF) and radix-2/8 multiple-pdétay commutator (R28MDC), for the
high throughput rate system of 2R and 4R, respelgtiv
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Chapter 3 The Low-Computation Cycle and Power-Effieent
Recursive DFT/IDFT Design

In this chapter, we focus on the design of low-catapon cycle and power-efficient
recursive DFT/IDFT design. The detailed descrigtiona high-performance VLSI algorithm
and architecture by the hybrid of input strengttuction scheme, Chebyshev polynomial,
and register-splitting scheme for the DTMF applmathave been fully provided. The derived
algorithm and devised architecture [23] posseslsesfdllowing features: low-computation
cycle (i.e., high throughput) and power efficierattythe expense of slightly increased area
overhead compared with the existing recursive DPRFM structures. This chapter is
organized as follows. A new recursive DFT/IDFT altfon and architecture by the hybrid of
input strength reduction, Chebyshev polynomial, esgister-splitting schemes is revealed in
Section 3.1. In Section 3.2, the DTMF applicatiosing this new architecture has been
demonstrated. After the bit-level SNR simulatide-£212/106-point DFT/IDFT chip has been
successfully implemented for the DTMF: detector &yst In Section 3.3, the comparison
results are tabulated in terms of:the amount ofpzdation cycles for each output as well as
N-point DFT/IDFT, the maximum_number 'of the chandehsity, the clock period, and the

number of real multipliers. At last, the concisatetents conclude this chapter in Section 3.4.

3.1 New Recursive Algorithm and Architecture

The DFT of theN-point inputx[n] is defined as
N-1 kn N2—1 kn, N1 kn
Ykl = 2qn]WN" = 2Xqn]WN"+ ZXn] VN, (45)
n=0 n=0 n:N2

where Wy = g 127N By reducing the input strength of the DFT aldumt equation (45)

can be folded as

N/2-1 N /2-1
VKI= 3 X[ WS+ 3 XN - 1-n] s (N
n=0 n=0
N/2-1
= ¥ (x’[n]+W,\]k D(’[N—l—n])mos(lekn)
n=0
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/ —
+ szz 1(— X[n] + WK [N —1—n])zsm(@)
n=0
( 4 6 )
x[n], 0snsN/2-1

_ . Since using the input strength reduction scheme i
0, otherwise

where X'[n] :{

(46), only half summation terms are needed to esgyj&]. Equation (46) can be treated as

DCT and DST parts,ypctlk Jand ypstlk ] respectively, as

/ —
yocrlkl= zzol(x'[n] FWK KN ~1- n])u:os(z—’“‘) (47)
n=
and
/ -
Vostlkl=— zzol(x'[n] WK KN - 1- n])@sm(z—’k”) (48)
n=

In (47), we can definer, [n] = X[n] +W,\]k XN —=1-n .JReplacingn by N/2-1n, equation

(47) can be rewritten as

N/2-1 N/2-1 N/2—1—
YocTlkl= X rk[n]l]:osﬁ): Y RN ~1- n]l]:os’znk( /N n))

n=0 n=0
kN/2 1 n+1
=(-1) zo re [N /2-1- n}[&0 s(zi) ) N 2-1(K), (49)
n=
N/2-1
where gynj/2-1(k)= X rg[N/2-1-n]ltos 7k$\r|1+1)) : Let Hk—% , and
n=0

dn/2-1(k) can be generalized as

g (k)= Zork[l—n] [cod(n+1)6, ), where i = '\y 1 (50)
n

It is known that Chebyshev polynomials are welimed as
cosf ) = 2cos(f —1)6) [cosd —cos(f —2)6), (51)
sin(r@) = 2sin((r —1)&) [cosf —sin((r —2)6) . (52)
Using the recursive identity stated in (51), equa(50) can be deduced as

01()= 1l ~nhcod(n+2)8) = Srcli-nl fecodnay)eossy ~cod(n -1}

=2 'z rli —n] ognd, ) [Eosy - izrk[i —n] [€os(f1—-1)6y)
n=0 n=0
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= 21, [i] (€08, +2 31y [i —1- ni [Eos(fr+ 1)) [Eosby

n=0
i-2
-n[i] kosBy —re[i 1] - S r[i —2-n]&od(n+1)8y)
n=0
= ny[i] [cosBy —rli =1] + 2cosbi [gj 1 (k) - gi—2 (k). (53)
The z-transform of (53) can be denoted as
g(k,2) _  cosf - z1

: (54)
(2 1-2cosfz t+z7?

For the DST part in (48), by lettingy[n] = X[n] —WN_k X[N —=1-n anhd replacing by
N/2-1-n, ypstlk] can be derived as
N/2-1

oskl == 3 "0 Bsin(zT’“‘) = (~1)* thy /21 (K), (55)
n=

N/2-1
where hy/o-1(k)= Y s [N/2-1-n]Ein((h+1)6). Applying recursive identity of (52),
n=0

hy/2-1(k) can be generalized as

hi (k)= sl -nl @in((n+1)80)

n=0
i1 j-2
=2 Y 5[] -1-n]Bin((h+1)6) £oshy +s¢[j]EinG — S s¢[j—2-n]Bin((n+1)8)
n=0 n=0
= s¢[j]sinéy +2cosby [hj_g(k)=hj_2(k). (56)

Thez-transform of (56) can be denoted as
hk,z2) _ singy
sk(2)  1-2cosfz t+z7?

(57)

Equations (54) and (57) can be easily mapped ir@aehursive DFT structures as shown in
Fig. 5(a) and (b), respectively. Compared withdbeventional architectures [51, 52, 62], it is
clear that by using the proposed DFT algorithm armuthigecture can reduce computations
cycles by 50%. In other words, with respect to dlgorithm derivation, the throughput rate

can be easily doubled without increasing the opegdtequency.
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YoctlK]

(b)

Fig. 5: Block diagram of low-computationicycle fa) DCT part and (b) DST part of the

DFT computation.

For the power-efficiency issue, we adopt the regisplitting scheme [51] (i.e., a type of
retiming schemes) to reduce the. critical path. Thene two main advantages of using
retiming scheme [65]: one is high speed.and therathlow power. In this paper, we consider

this technique for lowering the power consumptioheve the speed does not need to be

increased. The resulting DCT part is depicted inupper diagram of Fig. 6, whef<]

denotes a hardwired shifter with one-bit left sh#fimilarly, the DST part can be modified as
the lower diagram of Fig. 6. In order to maintdae minimum clock period for the recursive
DFT computation, the forward pipeline regist, is exploited for the final sum output.
Later combining these two new parts into one, aehaecursive DFT architecture that
possesses lower computation cycle and more poviereetcy than the conventional DFT

structures can be obtained.

37



Fig. 6: Block diagram of the proposed low-computatcycle and power-efficiency recursive

DFT architecture.
The IDFT of theN-point inputy[K] is defined as
1 N-1 _
] == 3 yk] Wk, (58)
N k=0

To develop the low-computation: cycle recursive IDAgodthm, equation (58) using the

input strength reduction scheme-can be modified as

N
x{n] :% kgo (y’[k] +W{ O/[N=1- k])mos@)

N/2-1
+ ] E—)% 5 (y'[k] ~W YN -1~ k])ﬁsin(z—m‘), (59)
k=0 N

yikl, 0snsN/2-1

_ . Similarly, equation (59) can be treated as th€TD
0, otherwise

where y'[K] ={

and IDST parts,Xpct[n Jand x,pst[Nn ], respectively, as

N/2-1

et = 3 lyIK W YN -1-id)eos ). (60)
N/2-1

psTlnl = 3 VI W YN -1k sing e, (61)

In (60), we can definer,[K] = y[K] +Wy O/[N —1-k .]Replacingk by N/2-1k, equation
(60) can be rewritten as

N/2-1 —-1)"
sperlnl = > ik eos¢ (T S ) 62)
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N/2-1
where gynj2-1(N)= X rp[N/2-1-Kk][¢os m(|5+1)) . Let anz_m, and
0

dn/2-1(n) can be generalized as

i
01 ()= Xrali - K] os(k +1)en). (63)
Using the recursive identity stated in (51), equa(i63) can be deduced as

gi(n)= inn[i ~ K] eod(k +1)8,) = rp[i]LcosB,, = ryli —1] +2cos8, [g; -1 (N) - gj—2(n),
k=0

(64)
The z-transform of (64) can be denoted as
_ -1
9(n,2) _ cosb, -z (65)

Mm@ 1-2cosf,zt+z72

For the IDST part in (61), by letting,[k] = y[k] -W{ G/[N -1-k]and replacingk by

N/2-1-k, Xpstln] can be derivedin'similar. behavior as

2nkn) N

1 N/2-1 _
xpsTIN = X snlk] Bine) =507 g1 (n). (66)

N/2-1
where hy/2-1(n)= I s,[N/2-1=Kk]$in(K+18). Applying (52), hy;24(n) can be
k=0

generalized as

hj(n)= isn[j - K1 in((k +2)8,) = s j1[sin6,, +2cosb, [hj_1(n)=hj_2(n).

k=0
(67)
Thez-transform of (67) can be denoted as
h(n, 2) _ sing, (68)

sn(2)  1-2coszt+z72
After using the register-splitting scheme, equai@®®5) and (68) can be easily mapped
into the modified structures as shown in Fig. 7.aig from the proposed algorithm and
architecture, it is obviously found that the 50%ngutation cycle reduction can be achieved
by contrast with that of [50, 51, 62]. That meanslile the throughput rate can be achieved
under the same operating frequency.
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Fig. 7: Block diagram of the proposed low-compuatatcycle and power-efficient recursive

IDFT architecture.

3.2 The Proposed DTMF:Receiver and Chip Implementation

In this chapter, we are encouraged to design aclmwputation cycle (i.e., high throughput)
and power-efficient (i.e., cost-effective)recuss®DFT/IDFT architecture for the high channel
density DTMF detector in the VoP application. Sat@seach this purpose, we follow two
down-to-earth steps to optimize our target deskjrst, according to the dataflow of the
DTMF detection as shown in Fig. 8 [13], we coulddfitnat the DTMF detector enables one
channel telephone [13] to provide 14 different ree DFT computations. The total
computations for the DTMF detector include 6 106yske frames and 8 212-sample frames.
Thus, we proposed one high channel density DTMF tetdo handle both 212 and
106-sample frames based on the proposed recumsigeacchitecture as shown in Fig. 9. The
proposed architecture in the first 106-sample frameds full 106 clock cycles because it
involves extra 53 clock cycles for the input datehcy. The other 5 106-sample frames only
require 53x5 clock cycles, and 8 212-sample fraomdg require 106x8 clock cycles. Besides,
the RDFT unit needs 14 reset clock cycle to in#eleach frame computation. In total, one
channel DTMF detection process would only requi@83,clock cycles per windovOn the
contrary, based on the second-order Goertzel steicone channel DTMF detection would

require 2,346 clock cycles for each window, whigfalimost twice the latency of the proposed
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framework.

The high channel density DTMF detector as depictdelgn9 consists of the recursive DFT
(RDFT) units, an input unit, and a control unit. Tdehaviors of the above units are described
as follows:

RDFT Unit: The RDFT unit as depicted in Fig. 9 consists of preeprocessing element
and one recursive processing element (PE). The peegsing element is able to provide the
intermediary datas,and r,to the following recursive PE. Recalling (49), (582), and (66),
our proposed VLSI algorithm only needl2 clock cycles to accomplish each output data
sequence.

Input Unit: The input unit is composed of a dual port SRAM tteat store 318 complex
data sequences. It could serve two sizes of ingtat buffer: 106 and 212 samples. According

to the proper scheduling, the input unit can previte dual datax[n Jand X[N -1-n] for

the pre-processing element of the RDFT unit.

Control Unit: The control unit not only plays the role of theadaéquence controller but
also a parameter controller, which feeds the prapefficients to the RDFT units. In this
paper, since the input data and output data opthposed architecture are all controlled in

the serial manner, the desired output data catbtzén@d for eacN/2 clock cycles.

Compressed 2 DFE<2”d DFT Harmonice detection grouD—»

PCM

High Frequceny detection group

1209 Hz
DFT Threshold
P ( (106 pointsi) Detection
Log-to Lmear 4 DFTs
Expansion -
Detection for 1336 Hz )
( Detection for 1477 Hz )
Digital Signal \C Detection for 1633 Hz ) Detection
Multi-Channels Decision Results
Stream Low Frequceny detection group\ Logic
697 H
DFT Threshold
(212 points Detection
4 DFTs
Buffer - - >
( Detection for 770 Hz )
( Detection for 852 Hz )
( Detection for 941 Hz )/

Shift "¢ DFT
106t Low Frequceny detection group ) >
points

Fig. 8: Dataflow of the DTMF detection [21].
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Fig. 9: Block diagram of the proposed high chamdegisity DTMF architecture.
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Fig. 11: Bit level SNR simulation results.

Next, we adopt the bit-level SNR simulation to mstie the appropriate word-length
under the ITU specification [11] to further redube thip area and power consumption. We
know that the DTMF detector must operate properlyenri5dB SNR or higher. Thus, we set
the simulation environment as depicted in Fig. h@ar 15dB with additive white Gaussian
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noise (AWGN) channel model. Then, we will only calesithe DFT part in the receiver side
for the DTMF detector. In Fig. 10, the input signpt] passes thought IDFT block and then
propagates through the channel, where the abovatopes run at floating point simulation.
In the receiver side, the receiver signal is quaatiinto the fixed bits and performs the
fixed-point DFT calculation. We perform the systesimulation of 212/106-sample frames at
the 8 DTMF signal frequency bins: 697, 770, 852,,94209, 1336, 1477 and 1633 Hz as
shown in Fig. 8. In Fig. 11, the x-axis and y-adénote the data word-length and the whole
system output SNR, respectively. We can observethizaoutput SNR will saturate as data
word-length increases. It is manifest that the ps&gl recursive architecture only needs 9-bit
resolution, which is less than 10-bit of the secorikr Goertzel structure. That means we
need less hardware resources to achieve the ITEbrpence requirements under our
proposed architecture. In other words, if we saleetsame word-length for the proposed and
Goertzel based designs, the former is able to dfikehigher design margin for better system
performance. In this case, because 3-bit desigrgimas sufficient, we choose the data
word-length as 12-bit wide.

Concerning the chip implementation,,our. target2i2/106-point DFT/IDFT for high
channel density DTMF detector {17-19]. As we knadwe tTU timing specification indicates
that the durations of DTMF signal detection and-detection must be at least 40 ms and less
than 23 ms, respectively. At a sampling rate of 8K 'a 106-sample frame size corresponds
to a 13.3 ms window. After each window, the detgctegnal is compared to the last and
second-to-last values. If the result of the newdesim is the same as the last, but different
from the second-to-last, then a new valid DTMF sidres been found [13]. Recall that the
proposed architecture requires 1233 clock cyclenish one channel DTMF detection for
each window. In this paper, the operating frequesnay guard time are targeted at 20 MHz
and 31.6 ms, respectively. That means we only néegb@s (i.e., 1233x50 ns) to finish one
window computation for one channel DTMF detectiomcdmpany with the DTMF FSM
controller [13], the proposed design can detectaufi28-channel DTMF signals, which is
superior to [12-14]. The implementation processes as follows. First, the Cadence
NC-Simulator is used as the Verilog functional freation, so the outputs from the RTL
model are validated against a standard LabVIEW inddeen, the 212/106-point recursive
DFT/IDFT architecture in which the internal word-léimgs 12-bit has been synthesized with
the Design Compiler in TSMC 0.18n CMOS technology. After the post simulation, a th
present stage, the critical path is 43.12 ns in TSMC3im CMOS process. Consequently,

the proposed design is very suitable for DTMF detesystem. The floorplan as well as the
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post-layout have been carried out using Astro. rAftee back-annotation from Start-RC
extractor, the post-simulation has been issued BySiknulator to verify the functionality.
The static timing check can be signed-off by Primef.ifinally, the power analysis and LVS
can be done by Astro Rail and Dracula, respectiviéty post layout, the core area is 0.18
mn?. The chip characteristics listed in Table 2 shoves the average power dissipation of
the proposed high channel density DTMF detector.26 InW@20 MHz at 1.2V supply
voltage. It is worth to notice that the proposedigie could handle the 128 DTMF channel,
that means each channel only consumes QW after the division of 128. The
microphotograph of the 212/106-point recursive DBHT core design as shown in Fig. 12
has been implemented as one hard IP (Intellectogpdrty). In this way, the proposed
architecture and chip can be reused in the systearchip (SOC) platform. The proposed
212/106-point recursive DFT/IDFT design not only nse#® ms timing specification for ITU
standard, but also achieves the low power consompmiue to the register-splitting scheme

and smaller bit-width requirement compared withdlsign of [12-14].

Table 2: Chip Charagcteristics of the Proposed DT Mtector.

Maximum Channel 128
DFT Length(N) 212/106 points
Input Word-Lengthw) 12 bits
Critical Delay Time 43.12 ns
Chip Area 387m x 469um
Power Consumption per 9. TW@20
Process Technolo TSMC 0.13um
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3.3 The Comparison of Different Recursive DFT/IDFT

Architecture

In this section, we give a comprehensive comparigsult as listed in Table 3 in
terms of the number of computation cycles for eRER/IDFT output as well abl-point
DFT/IDFT calculation, the maximum number of chandehsity, the clock period, and
the number of real multipliers. Note that the operatime of a complex multiplication

requires T, + T, . Our proposed work [66] based on the input stiemgtiuction scheme

can save half computation cycles for each DFT/IEIput compared with the existing
works [51, 52, 62] at the expense of slightly ias®d area cost. Note that we make a
comparison between our proposed work and the basé cesign of [52], FAST
fixed-coefficient recursive DFT (FFR-DFT), in termfspecific terminologies in Table 3.
At the same time, the reference structure of [62he block diagram as shown in Fig. 9.2
of [62]. Compared with the results of the recursalgorithm in [53] which, for example,
requires 2794 computational cycles .toobtain aHp6it DFT outputs, the proposed
core-type architecture requires 2048 computatiogeles. In other words, our proposed
work exploiting the input strength reduction sehenas the lowest computation cycles
among existing structures [51=53, 62].-As a consaqa, our proposed architecture is
capable of providing the highest channel“densityhen DTMF communication system.
From the implementation results, it is-obviouslherséhat the channel amount of the
proposed architecture is double compared with ofthesigns [51, 52, 62]. Since
exploiting the register-splitting scheme, the pigab one inherently has higher speed
than the recursive structures of [51, 52, 62] aoslspsses the same operating frequency
as that of our previous work [51]. According to ttritical path comparison in Table 3,

the proposed DFT/IDFT fabric owns,,, + 2T, clock period and the clock periods in [52,
53, 62] are of T, +3T,, Ty, +2T,, and 2T, +5T,, respectively. As mentioned in

Section 3.1, the register-splitting scheme eithelieves high speed or low power
computation. In this article, we consider this tagoe for lowering the power
consumption where the speed does not need to lbeased [65]. In Table 3, if the
architecture possesses a shorter clock period,plesgr consumption can be achieved
while keeping the same clock rate. However, comsigethe hardware complexity, the
proposed DFT/IDFT architecture requires two more tipligrs than the previously
proposed one [51]. Furthermore, based on the peaba®rk, we can easily construct a
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parallel-type recursive DFT/IDFT architecture fohet applications such as the matching

filter and equalizer. The parallel-type architectaam significantly reduce the number of

computation cycles foN-point DFT/IDFT from N2 /2 to %Eﬁ%} whereP is the

number of RDFT and-| indicates the minimum integer value greater thaequal to

«. Thus, the maximum throughput can be achievedaA®nsequence, in Table 3, it
reveals that our proposed architecture has chaistate of the lowest computation cycle

(i.e., highest throughput), the maximum numberlafrmel density, and power efficiency.

Table 3: Comparison Results among the Recursive/IDIFT Architectures.

Parameters Second Ordev-Ys’ Structure |Y-Cs’ Structure |Proposed Work
DFT/IDFT [2] [[20] (Core Type)|[21] (FFR-DFT)

# of Computatiof N N N N/2

Cycles for Each

y[K] or X[n]

# of Computatior N2 N2 N 2 N2/2

Cycles for

N-Point

DFT/IDFT

Maximum of 64 64 64 128

Channel Densityj

(in TSMC 0.13

pm)

Clock Period Tm+ 3T, T + 2T, 2Ty +5T, Tn+2T,

# of Real 6 4 6 6

Multipliers (Pre-processing(Preprocessin

Excluded) Excluded)
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3.4 Summary

One new recursive DFT/IDFT algorithm and architeetbased on a hybrid of input
strength reduction scheme, the Chebyshev polynoamdl register-splitting scheme is
devised in this framework. The analyzed resultsastiat the proposed VLSI algorithm
leads to the fewest computation cycle and the Isighl@oughput rate. Moreover, the
proposed 212/106-point recursive DFT/IDFT chip desihas been successfully
implemented in 0.13um CMOS technology and possesses the power-effigienc
consumption of 9.77 uW@20 MHz at 1.2V supply voltaigr each channel. These
features guarantee that the proposed high-througtgmd power-efficient VLSI
architecture is certainly amenable to high chadeekity DTMF systems.
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Chapter 4 Effective FFT/IFFT Processors for MIMO-OFDM
WLAN Systems

In this chapter, we adopts the novel radix-2/8 algm, which is different from the
conventional radix-2/8 algorithm [32, 59, 60], tarther reduce the constant multiplier
requirement in the proposed retrenched 8-point (H8FFFT) unit. Accompany with the
multiplier after write (MAW) scheme [57], this woddopts the novel radix-2/8 algorithm
to devise two 64-points FFT/IFFT architectures,ix&i8 multiple-path delay feedback
(R28MDF) and radix-2/8 multiple-path delay commata{R28MDC), for the high
throughput rate system of 2R and 4R, respectivetetailed comparison of the 64-point
FFT/IFFT processors among several existing chips Ibeen presented for the 2x2
MIMO-OFDM system, revealing that the new R28MDF Ietpentation achieves the low
complex multiplicative complexity, high butterflytiization, low hardware cost and
appropriate throughput rate. In the 4x4 MIMO-OFDWstem, the proposed R28MDC
implementation further applies-the fully pipelineitecture to achieve 100% utilization
of the complex multipliers, adders and memory.. Cangon results indicate that the
R28MDC architecture achieves the lower multiplieatcomplexity and lower chip cost
than the RAMDC [40, 61] and other pipeline FFT/IF&Chitectures. Thus, the proposed
R28MDF and R28MDC architectures clearly achievehigh efficiency advantages for
the 2x2 and 4x4 MIMO-OFDM WLAN application, respgety. The organization of this
chapter is listed as follows. Section 3.1 descritiess proposed modified radix -2/8
FFT/IFFT algorithm. Section 4.2 then discusses toeresponding R28MDF and
R28MDC fabrics and the detailed timing consideraiolhe implementation issues are
discussed in Section 4.3. Section 4.4 summarizegdimparison results of the 64-point
FFT/IFFT architectures for the 2x2 and 4x4 MIMO-QW#Dystem. Conclusions are

finally drawn in Section 4.5.
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4.1 The Proposed Modified Radix-2/8 FFT/IFFT Algorithm

The discrete Fourier transform (DFT) of thepoint inputX[n] is given by
N-1 Kn

Z[k] = X X[n]OWVN", (69)
n=0

where WN:e"jZ”/N and Z[k] represents the DFT output sequences for

0<k < N -1. Based on the decomposition of the radix-8 algarjt(69) can be rewritten
as
Z[s+Tt] = Mz_l{whj'T 0y X(1 +Mm) mﬁm} W, (70)
=0 m=0
Equation (4.2) indicates that the 64-point DFT banseparated into two-dimensional
8-point FFTs, whereM =T = 8The 8-point FFT computation in (70) can then be

written as:
Yo | _Wso Wso Wso W80 Wgo Wso V\@0 Wso_ Xo]
A W8o Wsl W82 W83 VV84 VVsS W86 VV87 X4
Y, W80 VV82 W84 W86 Wso W82 VV84 W86 X5
A _ W80 W83 W86 Wsl W84 VV87 VV82 W85 I X3 (71)
Y, W8o VV84 W8o W84 VVso VV84 Wso VV84 X,
Ys W80 W85 W82 W87 W84 Wsl W86 W83 Xsg
Ye Wso W86 W84 W82 Wso W86 W84 W82 X
V7] (wg? weT g W wet WP we® wg' | [ Xy

The notationsX; andY; indicate the input data and output result of thgoBit FFT

computation, respectively, wher®<i<7 . After eliminating the 180 and 90
redundancies of twiddle factors, another simplerima¢sult can easily be calculated. By

re-ordering the output sequence, the alternativerixnaepresentation (72) can be

obtained.
Yol | 10 0 0l 0 0 O X+ X))+ (X2 + Xe) ]
YWl | 0 0 10 0 0 Wg 0| (Xg+Xe) (X +Xe)
Y, 1 0 0 0 -1 0 0 0 (Xo = X4) = (X2 - Xg)
Ys|_| O 0 1 0 0 0 -Wy 0 | (X0 =Xg)+j(Xz~Xg)
Y 0 1 0 0 0 -j 0 0 (X1 + Xs5) + (X3 + X7)
Y3 0 0 0 1 0 0 0 -jwg| |(Xa+Xs)=(X3+X7)
Yo 0 1 0 0 0 i 0 0 (X1 = Xs5) = (X3 = X7)
Y7 0 0 0 1 0 0 0 JWE% | (X1 = X5) + j(X3 = X7) |

(72)
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Clearly, the four quarters of the transform mafi®) all exhibit the same symmetric

property. Thus, the 8-point FFT transform matriX42) can be decomposed as

[Xﬂ = CGyrrr) * HyFrr) Kﬂ = CGyrrr) ~Hyrrm) (73)
Dj =Go(rrT) * HoFFT) [iﬂ =Go(FFr) ~Ho(FFr) (74)
where
c _[(Xo +X4)+(X2+Xg) }
MFED | (X0 = Xa) = 1(X2 = Xe)
(75a)
Gy(FFT) = (Xo*Xa) (.X2 +Xe) }
| (Xo=Xa)+ j(X2=Xe)
(75b)
Hirrr) = [1 WéL][Egi J_r ii;i(]i(;:_)(;i)}
(75c)
Horrr) =1 Eﬁl Wsl]EEgi i i:; ;ﬁi(;:_x)zi)} z [1 WSl]EE: jgi i ;(:;I(J;:S-;t)?)}
(75d)

In the similar behaviors, the IFFT equation repnéstion can easily be calculated.
The detailed expression is given in [57]. The ddfee between the FFT and IFFT
equations is the sign bit in the matrixé&s, G,,Hiand H,, which can easily
implement the FFT and IFFT processor in a singlg.cBignificantly, the presented
algorithm has the similar results as the conveatioadix-2/8 algorithm with the
parameter §=1, m=6" [59]. The conventional radix-2/8 algorithm [329, 60] splits the
8-point FFT computation results into odd-half amgrehalf components in (72). Then,
the butterfly computation requires two constanttiplitations, which can be calculated
by an “L” shaped butterfly. To implement radix-8 Fhlgorithm more efficiently, the
purposed 8-point butterfly computations decompaséal another index map, which is
different from the conventional decimation-in-freqay (DIF) based radix-2/8 algorithm.

The derivation results of modified radix-2/8 algom in (72) indicates thawg can be

replaced by- jwg. Thus, the “L” shaped butterfly can be modifiedilasstrated in Fig.
13.
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1st

2nd

Fig. 13: The “L” shaped butterfly of novel radi¥82FFT algorithm.
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4.2 The Proposed MIMO-FFT Architecture

Applying the proposed radix-2/8 algorithm, we prepdwo 64-point R28MDF and
R28MDC FFT/IFFT architecture, for the high throughpate system of 2R and 4R,

respectively.

4.2.1 R28MDF-based 64-Point FFT/IFFT Processor for 2x2
MIMO-OFDM system

Delay Feedback Memory (64 Words)

Shift Data | Shift Data Ouf
iSimple Gated Contr :
i Clock
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Fig. 14: Block diagram of the proposed R28MDF-bat&gboint FFT/IFFT architecture

for 2X2 MIMO-OFDM system.

The R28MDF design comprises two input units (IUpeoretrenched 8-point FFT
(R8-FFT) unit, one multiplier unit (MU), one deldgedback memory (DFM) and one
control unit (CU) as shown in Fig. 14. The detaigzbrations of each building unit are
described as follows.

IU: The IU contains one register bank, which can sédreomplex 16-bit word-length
data. These 64 complex registers are split intar@lfel shift-register lines as illustrated
in Fig. 14. Each shift-register line can be easiytrolled independently by the simple
clock-gated controller. In Figs. 16 and 18, thessuipts of each element are represented
as radix-8 based notation. Figure 14 shows thatptioposed R28MDF-based serial

blockwise architecture contains two input unitstiore two channel input data for the 2x2
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MIMO-OFDM system, represented as and X, to realize the functionality of the
input buffer as discussed in the chapter 1. To gmevhe input data overflow, the
R28MDF architecture groups these 16 shift-registess into four blocks, namely, blockO,
blockl, block2 and block3, each of which contaimgrfparallel shift-register lines. In the
consequent timing frames, the proposed input wpties two different combinations of
these four blocks to store two-channel input datgptevent input data overflow as
depicted in Fig. 15. Each timing frame containsdigck cycles. In Fig. 15, X(0:63),

X(64:127) and X(128:191) denote input data in tin&t,fsecond and third timing frames,
respectively.

In the first timing frame, blockO and blockl ardiméd to store input data X(0:31) and
X(32:63), block2 and block3 are used to store iW(O:SD and Y(32:63) as
shown in Fig. 15. The proposed R28MDF architectarpiires 32 cycles to complete the

64-point FFT/IFFT computations, which is descriledetail in the following subsection.
In the preceding 32 cycles of the second timingn&athe data X(0:63) in blockO and
blockl are pushed into the R8-FFT-unit in paral&multaneously, input data X(64:95)
and X (64:95 can seamlessly replace the data tontexts in blackDblockl. During

cycles 96-127, the proposed-design completes theoéd FFT/IFFT computation of
data X (0:63 in block2 and:. block3," and input data X(96:127) and

Y(96:127) concurrently replace the ‘data‘contexts in block2 lalock3. Based on these

block-based input unit architectures with apprderiaultiplexing control, two channel
input data can be easily pushed to the R8-FFT wsitg128 words shift-registers as
depicted in Fig. 14.
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1st Timing Frame

2nd Timing Frame

! 3rd Timing Frame

|‘32 cycles‘ ‘32 cycles‘ ‘32 cycles‘ ‘32 cycles‘:‘32 cycles‘ ‘32 cycles‘
JLAJL L
Ni}r/rftl;r i ..... 31 0 32....63 i 64...95 96..... 127i128 ..... 159160.....191
block0:>( X(0:31) X(64:95) ;XX(]28: 159)
block1 ' X(32:63) X(64:95) I (160:191:
block2:>( X(0:31) X(96:127;)( X(128:159)
block3 i X(32:63) X(96:127b (160:191

Fig. 15: The timing sequence of the purposed blded input unit.
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Fig. 16: Block diagram of the proposed R8-FFT/IRHit.

R8-FFT unit By sharing one constant multiplier in the radidk#&sed butterfly in two
clock cycles, the proposed equation (72) could peeda low cost and high-efficiency
8-point FFT/IFFT butterfly kernel as illustrated king. 16, called the R8-FFT unit. The
constant multiplier in the R8-FFT unit is fully ingmented with the shift-and-add circuits,
while the proposed parallel type multiplier unit Wis fully implemented with eight
constant multipliers. The IFFT architecture candasily obtained by controlling the
mode signal in Fig. 16, and the operations of IFF& similar to those of FFT. The
detailed description is omitted here.

MU: The MU as illustrated in Fig. 17 comprises eigbhstant multipliers to realize
different multiplications of thew; in (70). For the purpose of completing the 64-poin

FFT/IFFT computation in (70), the 64-point FFT/IFFdperation sequence can be
separated into two operational stages, namely tb#ipication stage (MS) and the
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output stage (OS), as illustrated in Figs. 18(a) a48(b), where the number inside
brackets denotes the usage of the constant nathe MU. Notably, the MU can only be
adopted in the MS. Thus, the input ports of the Btduld be gated during the OS to
further reduce the power consumption. The MU caostéive independent multiplication
pair-ports in parallel, which has one more porinttize modified RBMDC design [41].
The modified R8MDC design has to been halted foe fclock cycles during FFT
computation because of the resource conflictiom® proposed architecture adopts this
port to resolve the performance degradation. Thilico clearly occurs in four different
clock cycles, with clock cycle numbers of 6, 10,dd 14, as revealed in Fig. 18(a). In
the clock cycles 8, 11, 12, 13 and 16, the fifthr-part P(4), could re-serve the
multiplication to re-fill the dataRs,(4), Rss(8), Rus(4), Ryu(4) and Rge(4) to DFM,
which is called MAW. Using the MAW method, the posed architecture is capable of
completing the computation in 16 clock cycles facle operational stage. The R28MDF
architecture only needs 32 clock cycles to comptbte two operational stages. The
R28MDF architecture can thus complete two 64-P&RT/IFFT computations in 64
clock cycles. Hence, the proposed R28NMDEFE architeatan achieve a higher throughput
rate of 2R, which is the twice that.of the’BBF architecture as illustrated in Fig. 18(c).

\

/ Constant0 \
Constant 1

Constant 2 P(0)
Constant 3 P(1)
(_ Constant 4 P(2)| DFM

> or
P(3

Constant 5 ( L DCM
P(4)

\

<
<
\
\

<
P
A
Y

|
I

\

<
<

<
<
\j

Constant 6
(_ Constant 7

Constant 8 /
Multiplier Unit

Fig. 17: Block diagram of the proposed MAW-basedtiplier unit.
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Fig. 18: The timing sequence of the proposedR28MBIR28MDC architectures.

DFM: The DFM contains one register bank, which camnrest64 complex 16-bit
wordlength dataThe DFM is adopted to store the intermediate coeffit parameters
from R8-FFT unit, as illustrated in Fig. 14. To sapower, the DFM is built by one
matrix based buffer architecture with the propetedaontrol, as illustrated in Fig. 14.

CU: The CU contains a 6-bit master counter to manlgentire procedures, and gates
the unused parts during the redundant period tazepower consumption. Although the
proposed CU should pay very small area effort &dize the MAW, the proposed design

still raises the throughput rate of 2R with onlyeaonstant multiplier.
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4.2.2 R28MDC-based 64-Point fpeline FFT/IFFT
Processor for 4x4 MIMO-OFDM System
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Fig. 19: Block diagram of the proposed R28MDC-lok&4-point FFT/IFFT architecture
for 4X4 MIMO-OFDM system.

For the 4x4 MIMO-OFDM WLAN application, another RA®C design based on
pipeline architecture is presented to further rdls® throughput rate to 4R, which is
double than that of the R28MDF architecture. Th@ RRC design comprises four input
units (IU), two retrenched 8-point FFT (R8-FFT) tsnione multiplier unit (MU), one
delay commutator memory (DCM) and one control y&t)) as shown in Fig. 19.

Additionally, the R28MDC architecture has four IUsdlowing it to store four-channel
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data for the 4x4 MIMO-OFDM system. Based on theckibased input buffer
architecture, which is similar to the R28MDF desigmre R28MDC architecture groups
32 shift-register lines into 16 blocks. Each bl@cktains two parallel shift-register lines.
Applying two different combinations of these 16 dke with a simple clock gated
controller in CU, these four IUs can prevent ingata overflow in the consequent timing
frames for the 4x4 MIMO-OFDM systerror the 2x2 MIMO-OFDM WLAN system,
the R28MDF design apply the feedback path to rethie@umber of R8-FFT unit to only
one with the 100% butterfly utilization rate asugtrated in Fig. 14. Compared with the
R28MDF architecture, the R28MDC architecture addipesfeedforward path rather than
the feedback path as illustrated in Fig. 19. Thios,feedback-type memory architecture

of the DFM is replaced by the feedforward-type gelammutator memory (DCM)
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architecture. Additionally, another R8-FFT unit altbbe inserted following the DCM.
Otherwise, the structures of the R8-FFT unit arel MJ are the same as those in the
R28MDF architecture, but two intermediate multige»ave been eliminated.

The MAW scheme can finish the computation periockath stage in the R28MDC
architecture within 16 clock cycles without anyfpemance degradation. In the R28MDF
architecture, the same R8-FFT unit should exehgecomputation of MS and OS with
the feedback path. The throughput rate of the R2BMEhitecture is 2R. However, the
first R8-FFT unit only performs the MS computatiamd the second R8-FFT unit only
performs the OS computation in the R28MDC architect Thus the R28MDC
architecture can provide the double throughput cdt¢the R28MDF. Hence, the four
channels computation can be completed in 64 clyckes for the 4x4 MIMO-OFDM
system, as illustrated in Fig. 18(d). The propoB&8BMDC architecture attains a high
throughput rate of 4R, which is the same as thth@®R4MDC design.

4.3 Circuit Implementation

This work presents the R28MDF" and R28MDC implemtzorta for 2x2 and 4x4
MIMO-OFDM WLAN applications [23], respectively. As well known, the processing
time of 64-point FFT/IFFT fotEEE 802.11n standard has to be withiny & 2vithout the
guard interval [23]. The proposed 64-point FFT/IF#ESIgn can maintain an appropriate
throughput in the sampling data frequency of 20Métzthe MIMO-OFDM system. The
R28MDF and R28MDC design thus achieves throughgigisrof 2R and 4R to meet the
IEEE 802.11n standard, respectively. Following funcioverification by MATLAB, the
proposed design was modeled in Verilog and verifisthg an NC-Verilog simulator. In
this investigation, the proposed design with arerimal word length of 16 bits was
synthesized using a Design Complier based on TSMGuth 1P8M CMOS technology.
The floorplan and the post-layout were performed Bgtro. Following the
back-annotation from Start-RC extractor, the pasutation was performed by the
NC-Verilog simulator to verify the functionality.nE static timing check was signed-off
by PrimeTime. Finally, the power analysis was pernied by Astro Rail. Figure 20(a) and.
20(b) show the core layouts of the R2BMDF and R2&8Mi2signs, respectively. For the
post layout, the core area of R28MDF was 0.75°mamich includes power rings and
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power straps as depicted in Fig. 20(a). The avepayeer dissipation of the proposed
R28MDF design was 19.42mW@20 MHz at 1.2V supplytage. The core area of
R28MDC was 0.98 mf as depicted in Fig. 20(b), and the power disgipatvas
23.57TmW@20 MHz at 1.2V supply voltage. Table 4sligte gate count usage of each
building unit. In Table 4, the small gate countgesin CU show that the small area
expense for supporting the MAW can be ignored. Bagmtly, the matrix-based DFM
architecture in the R28MDF design reduces routmmmexity compared with the serial
architecture in [57]. The routing area of the phgbkidesign in our previous scheme was
reduced. Base on implementation results, the R28Mi@lementation further has a
smaller routing area than R28MDF implementationngsithe feedforward path
architecture Following the back-annotation, the static timingalgses indicate that the
critical paths of the R2BMDF and R28MDC design 483ns and 47.8ns, respectively.
The implementation results demonstrate that thegsed 64-point FFT/IFFT design
satisfies the 35 timing specification ofEEE 802.11n standard for the 2x2 and 4x4

MIMO-OFDM wireless applications.

(a) The R2BMDF implementation. (b) The R28M™Dnplementation.
Fig. 20: Layout view of the proposed 64-point FFFHT processors.

Table 4: Area usage of each building block in thepppsed R28MDF and R28MDC

design.
Implementation U R8-FFT MU DFM/DCM CU
R28MDF 37.6 % 6.6 % 27 % 27.9 % 0.9%
R28MDC 53.2 % 9.2 % 17.2 % 20 % 0.4 %
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4.4 The Comparison Discussion of MIMO-FFT Architecture

Considering the most efficient pipeline FFT processn a single-input single-output
OFDM (SISO-OFDM) WLAN application, Heet al. have presented several reliable
architectures and the detailed comparison of thardware costs [31]. The comparison of
these architectures indicates that the radisi@igle-path delay feedback #8DF) has the
highest 50% butterfly utilization and lowest hardevaresource consumption [31, 34].
However, the radix-2based algorithm has a higher complex multipli@ti@mplexity than
high-radix and other mixed-radix FFT algorithms,ragealed in Table 1. Furthermore, the
SDF based architecture has the lowest throughpet o R, which can not meet the
requirements of the MIMO-OFDM applications. Considg the most efficient pipeline FFT
processor in the MIMO-OFDM WLAN applications, thenaparison results of [26] indicates
that the R4AMDC architecture meets the most effic@hpoints FFT/IFFT processor for the
4x4 MIMO-OFDM WLAN system. Although several R4AMDGaded 64-point FFT chips
have been discussed [40, 61, 72], only the dedi@wartzlandeet al.[40] can operate at the
data sampling frequency in the 4x4 MIMO-OFDM systeiMotably, Huiet al. [56] proposed
a digit-serial architecture base on radix-4 decasiijpm, with higher hardware utilization
(100%) than the RAMDC based design [40].in the SGFIDM system. Huet al. made good
tradeoffs between the digit size and throughp.imthe SISO system. However, the radix-4
based design has a higher complex multiplicativenmexity than high-radix and other
mixed-radix FFT algorithms, too. This work focusesthe high throughput rate design with
the low multiplicative complexity to fit the regements of 2x2 and 4x4 MIMO-OFDM
systems.

This section presents detailed comparisons amantyib proposed architectures, R28MDF
and R28MDC, and several famous FFT architecturehén2x2 and 4x4 MIMO-OFDM
systems. An effective design is well to be dictdbgdconsiderations on area, timing, power
consumption and easily reuse. In this investigattbe systems were compared using five
indices —MIMO-FFT architecture, complex multipliceg complexity, throughput rate,
utilization and cost— to assess the effectivené$s9-a/IFFT processors. For the purpose of
estimating the area index between the differenhitactures, the conventional comparative
methodology [26] with the unit of equivalent addewgas adopted. Based on the
implementation results of our process, one compheiiplier is equivalent to 50 complex
adders if it utilizes 16-bit precision and the suoleeof three real multiplications and five real

additions. The 16-bit complex memory was convettefl.3 complex adders. The area report
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of the logic synthesis tool demonstrates that omggsed MU is considered to equal 3.2
complex multipliers. Furthermore, the area of pi®gmb constant multiplier is equivalent to
one-eighth times that of the proposed MU. Restaird,constant multiplier is approximately

equivalent to 0.4 complex multipliers.

44.1 2x2 MIMO-OFDM WLAN Application

Table 5: Comparison results of the 64-point FFTIEERip designs in 2x2 MIMO-OFDM

system.
Architecture MIMO-FFT architecture  Complex Through- Butterfly Cost
(Frequency, MHz) Multipli-c put rate Utilization -
ation # ROM # complex constant  Area without
multipliers multipliers memory (Area
# # with memory)
Modified R”SDF [34]  Parallel Multi-Path (20) 76 R 50% 2 4 0 224 (390.4)
R28SDF [32] Parallel Multi-Path (20) 48 R 25% 4 4 8 304 (470.4)
R2MDC [67] Serial Blockwise (20) 98 2R 100 % 4 4 0 424 (834.8)
R4MDC [40] Serial Blockwise (20) 76 4R 50% 6 6 0 243776.4)
Modified RAMDC [61] Serial Multi-Stream (80) 76 4R 50% 4 4 0 340 (1120)
Modified RBMDC [41] Serial Blockwise (20) 48 5.33R"-" 25% 0 3.2 4 228 {709
Proposed R28MDF Serial Blockwise (20) 48 2R 100 % 0 32 1 197 (446.6)

Table 5 presents the comprehensive ‘comparison tsesdil seven existing 64-point
FFT/IFFT processors and the proposed R28MDF deasitgrms of MIMO-FFT architecture,
complex multiplicative complexity, throughput ratbutterfly utilization, the number of
ROM/complex multipliers/constant multipliers ancetharea index. Table 5 shows that the
proposed R28MDF and R8MDC design achieve the lowasnplex multiplicative
complexity among the tested design. In terms ofeloily utilization, the proposed R28MDF
design achieved the highest butterfly utilizatia@{%) among those tested. The R28SDF [32]
and R2SDF [34] designs clearly have lowest throughpuesadf R than other designs.
Significantly, the R8MDC-based FFT/IFFT architeetun [41] has two butterfly stages,
which only needs 12 and 11 clock cycles respegtiv®lase on the serial blockwise
architecture, the parallel input data for each dsti{t stages in [41] could be provided
simultaneously to achieve the higher throughpue.rdtable 5 shows that the modified
R8MDC [41] and R4MDC [40] design could attain highieroughput rates of 5.33R and 4R,
respectively, but both of them have lower butterftifization and higher chip cost than the
proposed R28MDF design. Sansalenal.[26] indicated that the MIMO-FFT processor with
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throughput rates of 2R and 4R with the least amofitiardware was more appropriate than
other architectures for 2x2 and 4x4 MIMO-OFDM apations, respectively.

Based on the serial blockwise architecture, theogsed R28MDF design should incur a
small cost penalty on two IUs and one DFM memorytha 2x2 MIMO-OFDM system.
When considering the memory area, the cost of @@MDF design increases the area index
to 14.4% higher than that obtained with thé$®2F [34] design. However, theBDF design
increases the multiplicative complexity by 58.3%l aeduces the butterfly utilization to 50%
of that of the R28MDF design. Furthermore, the pssal design and that of Maharagtal.
[41], which only adopt one parallel type multiplienit, do not require any coefficient ROM.
Following comprehensive comparison between differarchitectures, this investigation
demonstrates that the proposed R28MDF implementatimimizes the chip cost problem
associated with the RBMDC, R4MDC architectures, thmughput rate problem of B2DF
and R28SDF architectures, and the high multipkeatiomplexity problem of RSDF and
R2MDC architectures. Thus, the proposed R28MDF giesnakes an effective tradeoff
between complex multiplicative complexity, throughpate, butterfly utilization and cost for
the 2x2 MIMO-OFDM application.

4.4.2 4x4 MIMO-OFDM WLAN Application

For a 4x4 MIMO-OFDM system, Table 6 presents them@hensive comparison result
of several pipeline FFT/IFFT architectures in termk the MIMO-FFT architecture,
throughput rate, complex multiplicative complexitize utilization of all components, the
number of complex multipliers/complex adders/memsirg and the area index of the entire
system. Table 6 shows that the proposed R28MDCgudeachieves the lowest complex
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multiplicative complexity among the tested desigarthermore, the proposed R28MDC and
R4MDC [40] achieved the highest utilization (1008&) all components; thus R28MDC and
R4MDC design were the best among all pipeline &echires tested for the 4x4
MIMO-OFDM application. Although the R4MDC architece [40] achieved 100% utilization
for all components, it also resulted in a chip a28&6% larger than that of the R28MDC
architecture, when considering the memory cost.aR#gss of whether memory cost is
considered, the proposed R28MDC architecture haditiallest chip area among all pipeline
architectures tested in the 4x4 MIMO-OFDM systerhe TR28MDC architecture did not
require any coefficient ROM, also representing amprovement over the R4MDC
architecture. Then, the R28MDC architecture acliethee lowest complex multiplicative
complexity, appropriate throughput of 4R, highet$lization for all components and lowest

chip cost, making it very suitable for the 4x4 WLANMO-OFDM application.

Table 6: Comparison results of the 64-point pipinFFT/IFFT architecture in 4x4
MIMO-OFDM system.

Pipeline MIMO-FFT Complex, Through-!- . Complexm * ‘Complex adder Memory Size Area without

Architecture architecture multipli-¢* put rate ultiplier # #'(Butterfly (Utilization) memory (Area
ation # (Utilization) ~ 'Utilization) with memory)
R2SDF [42] Parallel Multi-Path 98 R 20(50%) 48%6) 252 (100%) 1048 (1375.6)
R2’SDF [34] Parallel Multi-Path 76 R 8 (75%) 48 (50%) 252 (100%) 448 (775.6)
R2°SDF [31] Parallel Multi-Path 48 R 8 (87.5%) 48+1GD%) 252 (100%) 528 (855.6)
R24SDF [68] Parallel Multi-Path 76 R 8 (75%) 48%6) 252 (100%) 448 (775.6)
R4SDF [69] Parallel Multi-Path 76 R 8(75%) 96 (26% 252 (100%) 496 (823.6)
R4SDC [70] Parallel Multi-Path 76 R 8 (75%) 36926 504 (100%) 436 (1091.2)
R28SDF [32] Parallel Multi-Path 48 R 8 (12.5%) 82+25%) 252 (100%) 504 (831.6)
R2MDC [67] Parallel Multi-Path 98 2R 8 (100%) 290(2o) 316 (100%) 424 (834.8)
R2°MDC [36] Parallel Multi-Path 48 2R 8 (87%) 24+8T0%) 316 (100%) 464 (874.8)
R24MDC [71] Parallel Multi-Path 76 2R 16 (75%) 68..2%) 380 (100%) 856 (1350)
R4MDC [40] Serial Blockwise 76 4R 6 (100%) 24 (W0 348 (100%) 324 (776.4)
Modify Serial MultiStream 76 4R 4 (100%)  80+12T (100%) 600 (100%) 340 (1120)
R4MDC [61]
Modify Serial Blockwise 48 5.33R 3.2 (75%) 48+4T (75%) B75%) 228 (709)
R8MDC [41]
Proposed Serial Blockwise 48 4R 3.2 (100%) 32+2T (100%) 320 (100%) 202 (618)
28MDC
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4.5 Summary

This work proposes a hardware-orientated apprdac high efficiency to minimize the
complex multiplicative complexity, area cost andhiage 100% butterfly utilization with an
appropriate throughput rate. By adopting the predd28-FFT unit combined with the MAW
method, two efficient serial blockwise type 64-gdifrT/IFFT processors are constructing for
the 2x2 and 4x4 MIMO-OFDM WLAN systems. For the 2¥2MO-OFDM system, the
proposed R28MDF design has the best performaniegrims of lowest complex multiplicative
complexity, appropriate throughput rate of 2R, legthbutterfly utilization and the fewest
complex multipliers, when compared with other awrpt 64-point FFT/IFFT processor
architectures. For the 4x4 MIMO-OFDM system, thepmsed R28MDC outperforms
existing FFT/IFFT pipeline processor architectuaad has the lowest complex multiplicative
complexity, an appropriate throughput rate of 4Ryhést utilization rate (100%) of all
components and the lowest hardware cost. Accorthnthe IEEE 802.11n standard [23],
execution time for the 128-point and 64-point FIFRT processor with 1-4 simultaneous
data sequences must be calculated within'3.6 gist.Mh total, eight operational modes of the
FFT/IFFT processor are required=in the:/IEEE 802d4tamdard. The effective reconfigurable
FFT/IFFT processor [73] supports eight operatiomades in the IEEE 802.11n standard,
consumes small hardware and littlespower,.is, eaglysed, and is an important topic for

future work
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Chapter 5 Long-Length based Effective Pipeline FFTFFT

Processor

In order to demonstrating the high efficiency fdnet long-length FFT/IFFT
computations, the proposed effective architectaces on the design of 4096-point FFT/IFFT
processor ensuring the reasonable operating tiordew chip cost and on the features of the
high hardware utilization rate. In this chapter,otvhigh effective 4096-point pipeline
FFT/IFFT processors have been presented, nameigD#and RISDF design, to achieve
the less complex multiplicative complexities asixalb and radix-64 based algorithm with
only radix-4 based algorithm. Results of compreh@nsomparison further indicate that the
proposed RZSDF and RZSDF based pipeline processors achieve a highézatiiin with a
smaller hardware requirement than?82F [31, 34] and other pipeline processors in the
4096-point FFT/IFFT computation, and thus havehigher hardware efficiency. Then, the
proposed architectures are very appropriate fotdhg-length based FFT/IFFT system. The
organization of this chapter is structuréd as'feioA new RASDF and RZSDF FFT/IFFT
algorithms are given in Section:5.1; Séction:5.thalestrates the proposed BDF and
R4’SDF VLSI architectures. The finite word=length arsi8 is given in Section 5.3, and
indicates that the proposed architectures - achleysdtisfactory system performance. Section
5.4 tabulates the comparison results.in terms gfware utilization and cost to demonstrate
the high cost-efficiency of the proposed architezsu The chip implementation is discussed
in Section 5.5. The section 5.6 draws conclusions.
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5.1 New Radix-4 and Radix-4> based FFT/IFFT Algorithm

5.1.1 Radix-4° based FFT Formula
The FFT of theN-point inputx[n] is given by

N-1
X[K] = > x(n] ", (76)
n=0

where Wy = g 1277/IN. Applying a 3-dimensional linear index map, thegoaetersn andk

could be expressed as the combinations afi,, N3 andky, ko, ks, respectively.
n:%nl+1—l\16n2+n3, k:k1+4k2+16k3. (77)

where 0= ny, ny, ki, ko, = 3The common factor algorithm (CFA) [64] form canveetten as

N

N _ N

16 3 3 (—ny+—n, +ny)(k; +4k, +16K;)

X[ rap+16c]="3 3 T xSty 0
n;=0n,=0 n,=0 4 16

N

—n, (k; +4k
= 162 g Bﬁ(ﬂn2+n3)wé6n2( ,+4K,) W,G3(k1+4k2) ijng’ (78)
n;=0 | n,=0 " 16 N

where the butterfly structure of the first stageetathe form

K N N N N

Bl (—n, + =X(—ny + +(=)) T X(=n +t g +—
ﬁ(162 n3) (162 ) + (=) (162 3 4)
4

N 2N . N 3N
DA+ g+ =) 4 ()X + g+ ) (79)

Following a similar decomposition procedure, E@)(Fan be decomposed as
N

16
X[k1+4k2 +16k3] — Z Bﬁ'kz (nS)W’G3(k1+4k2) W;3|3k3' (80)

=0 — —
s 16 16

Meanwhile, the butterfly structure of the secoraystcan be obtained as

. 3N
+V\&?E;k{(1)"2 Bﬁ(ﬂs + 7o)
4

2N
+M%k{<—1>kz BY (% + o)

By (ng) = B (ng) +V\&ké{(-j)"2 B (h+ )
4

16 4 4
(81)

2, and wle, as

Clearly, the decomposition creates three multipligy el

16’ 6
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written in (81). Three full complex multipliers fmothe second butterfly stage
can be simplified as one single constant multiplietthe proposed R8DF
architecture. The constant multiplier cost canuéner reduced by applying the
subexpression elimination algorithnThe detailed hardware structure of
constant multiplier is described in the next sectibhe second radix-4 butterfly
structure in (81) is the same as the first radbutterfly structure in (79) after
simplification of the common factor of the constantiltiplier. The complete
radix-# decimation-in-frequency (DIF) FFT algorithm is aisied by applying
the CFA procedure recursively to the remaining Fé&fTength N/16 in (80), as
illustrated in Fig. 21. Figure 21 indicate that thposed radix“4algorithm
decomposes the N-points FFT computation by casgatim number of logN
radix-16 based butterfly (R16-BF) computations, akhcan be split into two
cascading radix-4 based butterfly:(R4:BF) compatetias depicted in (79) and
(81). When the variables &f, ks andkswere treated as constants for each single
output X[k;+ 4k, +16k;] as depicted in (78):and (80), the summation rages
indicate that the required “computation results ioft fand second radix-4
butterfly stage were N/4 and N/16, respectively,dapicted in Fig. 21. The
radix-# algorithm has the same multiplicative complexity the radix-16
algorithm, but still retains the radix-4 butterftructure. Significantly, the
radix-16 algorithm clearly has a lower multiplicegi complexity than other
low-radix algorithm, such as a radix-@lgorithm. For instance, the number of
complex multiplications of the 256-point FFT comatigin adopting the radixé2
and radix-4 algorithms are 1539 and 224, respectively. Thhs, froposed
design based on the new radf-dlgorithm has a lower multiplication
complexity (85.4%) than the RRDF design [31][34]. Furthermore, as
mentioned above, the radix-dlgorithm does not require any multiplication in

the single butterfly structure.
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R16-BF Stage 1 R16-BF Stage 2

W16 ' W16 '
Computa- w.2k Computa w.2k Computa
tlon# N4 Wlﬁsk’ tlon#N/lé V\{P(Kﬂkz UOn#N/64 W163k’ I]on#N/256 V\Qz(kﬁ“kz)
16 16
x[n] > R4' +> R4' —® > > R4' —’—» R4' —®——0 e 0o o
BF1 |cons.| BFII Comg. BF1 |cons.| BF II Comr. b
Multiplication Multiplication Multiplication _Multiplication .
....................................
. R16-BF Stage (logiN-1) R16-BF Stage (logisN)
* \/\/161 \/\/161
° Computa- w.2k Computa- “omputa- w.2k “omputa-
U tion# 64 16, ' | tion4 1€ V\{l&(l‘i*“kz) tion# 4 16 | tion# 1 V\{l&(l‘i*“kz
¥ Ri- [P Ré- R4- LB, Ré- L xik
e o o o > = = > > = = —>
BF1 |cons.| BFII Comp. BF 1 |cons.| BF II Comg. X[ ]
Multiplication Multiplication| Multiplication Multiplication

Fig. 21: The CFA decomposition procedure of theopsed radix-Zbased N-point FFT algorithm.

5.1.2 Radix-4% based IFFT Formula

Following the similar procedure, the radiX4&FT algorithm can be obtained as below. The
IFFT of theN-point inputX[k] is given by

= S X 2

In (82), the coefficient% can be implemented with the simple right-shificait. Thus,

the IFFT derivation results can be written-as
N

| N N
16 3 3 —(—ky +—k,+k3)(n +4n, +16n,)
X(n1+4n2 +16n3) :i >y oy X[Ekl+ﬁk2+k3:|\/\/N 4162 0 2 g
k3 =0 k2:0 k1:0 4 16
Ny
=1 162 Z B (fk2+k3)W Ekzml ) _k3(n1+4n2) w_kans
N 11,=0 |k,=0 — N N
4 16
ﬁ-l
:i D Bn1 nz(k )W‘ks(rh""‘nz) Wi, —Ksng 1 (83)
N k.=
0 16 16

where the butterfly structure of the first and setetage has the form

N N . N N N 2N . N 3N
B&(Ekz thkg) = X(Ekz"' k3)+(J)nlx(Ek2 +k3+z)+(—1)n1x(§5k2 + k3"'7) +(‘J)an(E ko +kg+ 1 )’
4

(84a)

and

B (ke) = B} (ky) +\A@”{( )" B (ks +1“:3)] +\Aa;;2r{(—1)”2 B (ks + 212‘)] +V\ﬁ_53”{(j)”2 B (ks +‘°i';)] '

16 a 2 N 2

(84b)
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Notably, the only difference between FFT and IFFgoathm are the sign bits
as given in (79), (81) (84a) and (84b). Therefdiee pipeline FFT/IFFT
processor can be easily implemented with a singddule by controlling the
sign coefficient. Additionally, the proposed pipdilFFT processor has a similar
butterfly structure and a single constant multipb&ucture with the proposed

pipeline FFT processor, which could replace theghmultipliers:w, w2

and WSLE

5.1.3 Radix-4% based FFT/IFFT Formula

Applying another 4-dimensional linear index mag6), the parametersandk could be

expressed as the combinationsnfn,, ng; Ny andks, ko, ks, ks, respectively.

n=Np N e Npin
R AT IArYE AL

k= k]_ + 4k2 +16k3 + 64k4 85]
where 0= ny, Ny, N3, ki, ko, ks = 3" The common factor algorithm (CFA) [64] form can be

written as

N

e

3 3

X[k1+4k2+16k3+64k4]— vy Bkl(—n2+ 4+ )
n,=0 [Ny,=0 | ,=0 — 16

N N
wv,\l,GnZ(k1+4k2)}W§4n3(kl+4k2 +16k3)}wlg4(k1+4k2 +16k +64K,)

N_
64

n k, +4k, +16k
=y { 30 2( n +ng WG4 st 3)} £4(k1+4k2+16k3+64k4)
=0 —

n,=0
N
- 642 Bkl Ka.ks (ny )an4(k1+4k2+16k3) Wvlr\]ka , (86)
n=0| — -
64 64

where the butterfly structure of the each stageddke form

Thefirst butterfly stage:
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k N N N N koo N N N
By +—mg+ng) =xX(—np+—g+ny) +(—])*X(Znp+—Ng+ng+—

N (g2t pa"e T ) = X([gMe o et ) + (CI) X+ e+ + )
4

N N 2N, N N 3N
D X et e+ M+ )+ (D)X ¥ ety + )
The second butterfly stage:

ki k,, N k , N K
BN 2 (=g +nyg) =B (—ng+ng) +W
N (643 ) '\‘(643 4+ g

4

_'kZBkl N +n +N
(0BG (g e+ e+ )
16 4

2k k, gki N 2N 3Ky | rivky ko N 3N

+WS L (D) 2B (—ng + Ny + =) |+ W2t ())2BI (—ng +ng +——

6 |:( ) E(64n3 4 lG):l 16 |:(]) E(64 3 4 lG):l
4 4

Thethird butterfly stage:

. N
Bﬁkz'k3 (ng) = Bﬁ (ng) +Wig ) {(‘J)k3 BE (ng + 64)} gy
64 16 16

2N . 3N
{(—1)'(3 By (ng +64)} +W63£"1+4"2){( D/ BY (ng +64)} ) (87)
16 16

The complete radix®DIF FFT algorithm is obtained by applying the CFA
procedure recursively to the.remaining. FETs of eng/64 in (86). Thus, the
radix-4 algorithm has few multiplicative complexities g tradix-64 algorithm,
but still retains the simple radix:4-butterfly stture. For instance, the numbers
of complex multiplications in“the 4096-point FFT ngputation adopting the
radix-Z, radix-4 and radix-4 algorithms are 13996, 7425 and 39609,
respectively. Thus, the proposed radixadgorithm has a lower multiplication
complexity (71.6%) than the radiX-Zlgorithm [31, 34]. Significantly, the
radix-4 algorithm clearly has a lower multiplicative comity than the
purposed radix-Zalgorithm and other low-radix algorithms. Accorditw the
similar radix-4 based butterfly architecture withlyosome sign inversions, the
radix-4’ DIF IFFT computation could be obtained.
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5.2 Pipeline 4096-Point RASDF and R#SDF based FFT/IFFT

VLSI Architecture

Base on the new proposed radixahd radix-4 DIF FFT algorithms, the
novel R4SDF and RISDF architectures for supporting the 4096-point
FFT/IFFT computations are shown in Fig. 22 and Bpectively. Two
proposed architectures both require six butterfgss with 4095-word shift
registers. The R&DF based 4096-point FFT/IFFT pipeline processquires
three constant multipliers and two complex mulémi The RZSDF based
4096-point FFT/IFFT pipeline processor requiresr foonstant multipliers and
one complex multiplier. Comparing with the 3DF design, the R&DF design
replaces one complex multiplier with one constanttiplier in the 4096-point

FFT/IFFT computation. The detailed operations aheslement are described as

follows.
Stage | Stage Il Stage Stage 1V Stage V Stage VI
et - e
R4- R4- R4- R4- R4- R4-
BF - BF 2 BF ) BF R BF > BF |

Fig. 22: Block diagram of the R8DF-based 4096-point FFT/IFFT VLSI architecture.

Stage | Stage |l Stage Il Stage IV Stage V Stage VI
024 256 64 16 4 ]

024 256 64 16 4 ]
[ozzj [2561 [wj [61 [zj [ﬂ
R4- R4- R4- R4- R4- R4-
BF BF BF BF BF BF
> > & > >

Fig. 23: Block diagram of the R8DF-based 4096-point FFT/IFFT VLSI architecture.
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5.2.1 Radix-4 Butterfly

The derivation results of the radix-dnd radix-4 algorithms reveal that both the FFT/IFFT
butterfly computation in (78) and (86), can be lgasbmputed with the same radix-4 butterfly
architecture. Notably, the radix-4 butterfly sturet only requires trivial multiplication, which
involves real-imaginary swapping and sign inversiamd which does not require any
complex multiplication. Figure 24 illustrates theoposed radix-4 butterfly structure, which
only includes four four-input complex adders. With@any complex multiplier, the radix-4
based butterfly structure is more cost-efficierdarthhigher-radix based butterfly structures.
Moreover, the proposed radix-dlgorithm has the same complex multiplication ctexipy
as the radix-16 algorithm, and radiX-dlgorithm further has the few complex multiplicati

complexity as the radix-64 algorithm. Thus, thepgaged two pipeline architectures have the

high cost efficiency of lower radix architectures.

Radjx-4 Butterfly

x(n)- —~ XolK]
xX(n+N/4) - - X,[k]
x(n+2N/4)= - X;[k]
x(n+3N/4) - 3~ Xs[k]

|Hardware Cost|:
Four four-input complex adders

Fig. 24: Block diagram of the radix-4 butterfly hitecture.
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5.2.2 Memory Structure

The memory structure of each butterfly stage id Wwsbwn to be an important issue for the
effective pipeline FFT/IFFT processor. In this wotke delay feedback based memory
structure is adopted. In order to compute the rddbased butterfly computations, the input
data and the intermediate results have to be restdes four concurrently data streams using
memory as shown in Fig. 24. In the radix-4 buttestructure, four proposed operation modes
can finish the data reordering and the butterfiljpatation as shown in Fig. 25(a). Operation
modes 0-2 are adopted in the data reordering, aedatbon mode 3 is adopted in the
FFT/IFFT computation. Each radix-4 butterfly unfipiies three parallel Fist-In First-Out
(FIFO) shift registers to store the serial datautngnd butterfly output in the feedback paths
as presented in Fig. 25(a). The timing sequenclE-pbint FFT/IFFT computation can be
divided into four stages, each stage contains M/dkacycles as presented in Fig. 25(b). The
required number of memory cells for tkia stage is 3xN/2. Significantly, the SDF based
pipeline FFT/IFFT structure is highly regular, whidas the highly effective memory
structure with the simpler routing complexity [®R, 34, 35, 42, 43].

X(N/2 : 3N/4-]) X[3N/4 : N-1]

LSl =)

Mode 0 Mode 1 Mode 2 Mode 3

{*—\

(a) The proposed 4 operation modes in the radix-4 bastdrfly stages.

i 111 I

Clock#  0----(N-1)/4 51’-(2N-1)/4 2N/4- 3N/4 {(4N-1)/4 O- - - - (N-1)/4

—_— ——— e ] e ey b e e e e ek oLl

4
Input x(0) x((/4) X(NA4) X(%l ((%1 L x(%l 1l x(0) x(% 1

-

Werer| o 1|2 | s 0

PR B R SR — S W — ) W — R S

(b) The timing sequences of 4 operation modesarptbposed pipeline architecture.
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Fig. 25: The proposed 4 operation modes of thexradiutterfly stage in the R8DF and

R4*SDF based 4096-point FFT/IFFT VLSI architecture.

The dual port memory is well known to be an intigtimplementation for the FIFO shifts
register. However, each cell in the dual port mgmakes an area 33% larger than the
corresponding single port RAM cell. Furthermoreg tthual port memory would consume
more power than single port memory [3h].this study, the memory implementation of stage
I and Il are realized by the single port SRAM. Tgreposed FIFO shift registers architecture
in the butterfly stage | is depicted in Fig. 26(ajere the notations of the input/output ports
denote the respective operators in (79) for theg@sed operation mode 3. Due to the few
memory cell requirements, the stage lll, IV, V avidadopt the synchronize flip-flops to
implement the FIFO shift registers for the smalipcbost. Accompany with the six words
synchronize flip-flops, the proposed FIFO architeethas a wide data width of six-words to
provide a six-words reading at a time.as:shownign E6(a). Base on the proposed FIFO
shifter registers as depicted in Fig.:26(a);theppsed memory architecture can concurrently
provide three operators for the-radix-4 based Hittenit in the current and consequent
cycles. Therefore, the size of single port'SRAMs 3t2x6 and 128x6 words in the stage |
and Il, respectively. Accompany”withthe contragjrels of word selection, the proposed
single port SRAM adopts the simple ward-controlcaits to provide the ability of
independent-word writing in the same address asvshim Fig. 26(b). That means the
proposed single port SRAM, which has the wide daidth, can easily achieve the
independent-word writing for the data reorderinghe operation modes 0-2 as shown in Fig.
25(a). The detail data arrangement in the propesegle port memory is listed as Fig. 26(c).
In Fig. 26(c), the notation Af and B) denote the combinative data sets of three inpta d
and butterfly results after data reordering andesfhly computations, respectively. In the
butterfly stage I, Af) and Bf) could be expressed ax(f), x(n+N/4), x(n+N/2)} and
{BSu(n), Bw(n), Bau(n)}, respectively. Notably, each radix-4 butterflpiticould store the
input data and output results in the same SRAMHerhighest memory utilization rat€he
read and write operations are interleaved and ehtiiem is active every other clock cycle as
shown in Fig. 26(d), which can prevent the readémeonflict. Figure 26(d) shows the detail

timing sequence of the proposed memory architedtuttee operation mode 3.
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(1)

B%(N)

1 word

1

O m

g1

By, (n)

1 word

2

(-1

O m

B\,(n)

1 word

T word®
+
1 word

1 wor

6 word

DI

512 x6
(words)
single port
SRAM

DO

QD

1 word

1 word

QD

1 word

1 word

QD

Tvord|
X[(n-1)]

X[(n-1)+N/4]
X[(n-1)+2N/4]

1 word

6 word

(a) The proposed FIFO shift registers architecturehenbutterfly stage |.

)7 X[n]
)7 X[n+N/4]

)—x[n+2N/4]

X ADR | X ADR Word
ADB/ o» Pre- —~<—»| Line WL
decoder Decoder Memory Array
I
: )
Y ADR [ ->| Bit Line Pre-chargel
pre- | Y-ADR i or :
decoder 7 T >| Bit Line Multiplex |
E E Write Sense
I » Buffer Amp.
I Data In | Data Out
Vo Y
CLK > WL EN__._} DIN DouT
Write_ EN Control [BLEN . ___1
Circuit Word Sel, - o
Word_Sel| =
A
y
v
DI DO

(b) The proposed single port SRAM with independent wamnaktrol.

Length:

512

Width : 3 words Width : 3 words
‘ BO1024i B11024: B21024 BO 4i B11024' BZ
(1022) (1022) (1022) (1023) (1023) (1023)| |Butterfly
BO1024- Bl1024- B% 024 801024 ! 811024 | B% 024 Results:
(1020); (1020)! (1020) | (1021)! (1021) | (1021) B(n)
BO1024' B11024' B 1024 BOlOZ4 ! B11024 H B 1024
(1018) (1018): (1018)| (1019)! (1019) (1019)
[ )
o o
[ ] [ J
x[5] X[1029]:x[2053] x[4] x[1028]x[2052] | !nput
X[3] 1X[1027];x[2051]] x[2] !x[1026]:x[2050] Data:
| x[1] ix[1025]'x[2049]| x[0] !x[1024] x[2048] A(n)

(c) The memory context on the purposed butterfly stage
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o | &Bér(]hS_)A,) &BE(I(];]?-’)Z) E %'(B
DO _>< &AA(?h?f)z) 8A4(An(_ B

Write_Eﬁ

(d) The timing sequence of proposed memory archite@tutiee operation mode 3.

Fig. 26: The proposed memory architecture of thgebily stage | and Il in the R8DF and
R4*SDF based 4096-point FFT/IFFT VLSI architecture.

5.2.3 Constant Multiplier

Based on the derivation results in"Section 5.1, réwix-# algorithm requires some

complex multiplications, namely% ;:w2e _and w3 in the 4096-point FFT/IFFT

computation in (81). According to the SDF basedigecture as depicted in Fig. 22, a single
data stream passes through the constant multigislscomplex multipliers. There is only
one complex multiplication, which is computed ii)8luring each cycle. Then, the three full
complex multipliers can be simplified as a singd@stant multiplier. This subsection follows
three steps to reduce the complex multipliers ®rttost economical constant multipliers in
the R#SDF and RZSDF architecture. The implementation of constanttiplier in the
R4*SDFarchitecture is presented as below. First, theipligation of twiddle factors from Eq.
(81) is realized as the constant multiplier, whaetty contains shifters and adders as shown in
Fig. 27. Second, the complex conjugate symmetry itlapplied to decrease the number of
complex multiplications to only two constant muliiations per stage with some shuffle
circuits as shown in Fig. 27, thus achieving a tmmsmultiplier cost reduction of 83%.
Finally, the subexpression elimination algorithrb][& adopted to reduce the number of shift
circuits by more than 20%, and the number of com@dders by 50% in one constant
multiplier, as depicted in Fig. 27. The strictesinstant multipliers are obtained in the
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purposed architectures by following these threg@sst@8he cost penalty of the constant
multiplier is thus minimized. Similarity, the radi& algorithm has two retrenched constant
multipliers as depicted in (78). The constant npligi of second stage in BADF design is
the same as the constant multiplier i"&2F design. Following the similar reduction steps,
the constant multiplier of the third stages in*8&3F based design requires eight constant
multiplications with the cost reduction of 83%. Gtering the chip cost in R8DF design,
the constant multiplier in third stage increasaghdlly control complexity than the constant
multiplier in second stage.

Complex Constant Multiplier

i{Adders: 5 —>(>>4) —>(>>3)

]

1 (reduced 50% >s | Ss

| Shifts: 17 g
! (reduce 20%) ® +—>(>>2)]
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&
——(>>1
Real D> +>G5D) ; 1
*“E% s
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|
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input
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]
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]
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]

'[Real] !
1 . 2 0450587559 Real
IConstantl.0.923828 = 124-271-28-2 | VD Ltout
IConstant 2: 0.707092 =#82+2#+26+28+212 i )| s ! outpu
1[Imaginary]

]
1Constant 1: 0.382629 =222°3% 27 218412 i
| Constant 2: 0.707092 =122-3+24426108,0-12 i

Fig. 27: Block diagram of the proposed constanttipligr in R#SDF design.
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5.2.4 Eight-Folded Complex Multiplier

The proposed 4096-point BBDF design has only one complex multiplier and one

coefficient ROM to realize the complex multipliazi of twiddle factorsyy(a*4e*18k) jn

(86). However, the proposed 4096-poinf8&BF design requires two complex multipliers and

two coefficient ROMs to realize thw,{,‘s("1+4k2) in (79). To decrease the ROM size, the

complex conjugate symmetry rule and subexpresdionnation [65] is applied to devise one
eight-folded complex multiplier as shown in Fig.. Z&he proposed eight-folded complex
multiplier could reduce the storage size of 87.%0%each coefficient ROM. In the proposed
R4?SDF design, the first and second coefficient ROMses31 and 511 words, respectively.
However, the proposed B&DF design only has one complex multiplier, whitbres 511
words in the coefficient ROM. Comparing with theé®>BDF design, the R&DF design
requires a larger chip cost of two complex mulémiand two coefficient ROMs to complete
the 4096-point FFT/IFFT computation. The ROM adsrasd data control circuit of BaDF
design are easily realized by the 12-bit countetradier given in Table 6.

Fig. 28: The block diagram of eight-folded algonitin the coefficient ROM.
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Table 7: The Data Control of The Coefficient ROMtie RASDF design.

H = n3(k;+4k;) |[Address Mode ROM address Data Mode| ROM

(H[9) (H[7:5]) data

0~511 0 Two’s complement of H[9:0] 0 atjb
512~1023 1 H[9:0] 1 b+ja

1024~1535 0 Two’s complement of H[9:0] 2 -b+ja
1536~2047 1 H[9:0] 3 -a+jb

2048~2559 0 Two’s complement of H[9:0] 4 -a-jb
2560~3071 1 H[9:0] 5 -b-ja

3072~3583 0 Two’s complement of H[9:0] 6 b-ja
3584~4095 1 H[9:0] 7 a-jb

5.3 Finite Word-Length Analysis

Due to the requirements of handheld devices, skvepacific issues should be
considered — small dimensions, light weight, andtdog-power operation. The system
performance should then satisfy the relative sprtibns. A higher system performance
undoubtedly implies a larger chip cast and grepteger consumption, owing to the wider
internal word-length. Since the chip cost and sysperformance are known to be a trade-off,
this study performed a finite word-length analytsiestimate the appropriate word-length for
the R4SDF and RISDF based 4096-point FET/IFFT processors. In thiskwthe output
signal to noise ratio (SNR) performance of 409ap8&FT/IFFT processor is estimated under
40dB additive white Gaussian noise (AWGN) channal. our fixed-point simulation
environment, the input data of the double floafougat precision were generated from the
ideal IFFT (FFT) model by passing the 40 dB AWGNMNmmhel model in MatlabThe input
data with noise are sent into the proposedSRF and RISDF pipeline FFT/IFFT
architectures, which are modeled at different fipetht levels for each function unit. The
output SNR is obtained by comparing the origingluindata with the fixed-point model
output. The results after 100,000 iterations arerayed as depicted in Fig. 29, where the
x-axis andy-axis represent the internal word-length and theolevlsystem output SNR,
respectively. These analytical results demonsthatethe output SNR saturated as the internal
word-length increasedt is obviously that the proposed BDF only requires 13-bit internal
word-length for each function unit to produce datiory performance under 40dB noise
environments, satisfying the DVB-H specification7][228]. Significantly, the proposed
R4*SDF requires one more bit than 3®DF, which is 14-bit internal word-length for each
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function units. That means the $DF design has the larger chip cost thafS®¥ design in
the 4096-point FFT/IFFT computation.
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Fig. 29: Finite word-length analysis of thé propbs@eline RASDF and RZSDF-based

4096 points' FFT/IFFT architecture.
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5.4 The Comparison of Pipeline FFT/IFFT Architecture

This section presents the comprehensive comparssults of several famous pipeline
FFT/IFFT architectures to demonstrate the highciefficy of the proposed BIDF and
R4°SDF FFT/IFFT architectures. The architectures arepared in two indices, namely cost
and utilization, to express the hardware efficientyhe proposed FFT/IFFT architecture, as
listed in Tables 8 and 9. Table 8 lists the reqluinardware resources, wheredenotes the
number of complex adders required in the implentemtaof the constant multiplier.
Significantly, the area of the complex multipliendamemory are well known to be the
dominant cost index in the pipeline FFT/IFFT desighe comparison results in Table 8
clearly demonstrate that the proposed$RF based-FFT/IFFT architecture has the fewest
complex multipliers requirement among other pipeliarchitectures. The BADF based
4096-point FFT/IFFT architecture only needs one gem multiplier, which is 80% and 95%
below the requirement of the B&DF and R8MDC FFT/IFFT architectures, respectively.
Additionally, the proposed architectures maintdie minimum shift registers requirement
among the tested pipeline architectures. Althoughproposed R&DF and RZSDF based
architectures need slightly more=compléx adders-the R3SDF based architecture, this
small cost penalty is acceptable. To estimate @ked thip cost in the 4096-point FFT/IFFT
architectures, which includes the number.of compieultipliers, complex adders and
memory size, the conventional comparative methapo[@6, 34] with the unit of equivalent
adders was used to estimate the cost value betilmeedifferent architectures. Based on the
implementation results in our process, we convestdrea of each complex multiplier and
complex memory to the 50 and 1.3 complex addepeas/ely, and the scheme with three
real multiplications and five real additions, iretbomplex multiplier implementation. The
rightmost column of Table 8 lists the area indeakthe equivalent adder of the 4096-point
FFT/IFFT architecture. Clearly, the proposed *&aF-based 4096-point FFT/IFFT
architecture has the lowest hardware requiremé&igmificantly, the cost advantages of our
proposed architectures become more evident whetrahsform length is larger. That means
the proposed architectures are very appropriatgéhi®@riong-length FFT/IFFT computation.
Thus, the proposed PADF architectures have lower hardware cost thaiSB& and other
famous pipeline FFT/IFFT architectures in terms tbé number of ROMs, complex

multipliers, complex adders, constant multipliensl @hift registers.
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Table 8: Hardware Cost Comparisons of the PipelFet/IFFT Architecture.

Pipeline archi- Mult. Complex |Complex adder, Complex | Equivalent
tecture Comp-lexity Mult. (including Memory |area in 4096
constant mult. Size points
R2SDF [17] Radix-2 logN-2 2logN N-1 5847.5
R4SDF [18] Radix-4 logN-1 8logN N-1 5621.5
R8SDF [8] Radix-8 logN-1 (24+2T)logN N-1 5609.5
R2°SDF [6] Radix-2 logsN-1 4logN N-1 5597.5
R2°SDF [5] Radix-2 | 2(logN-1) 6logN N-1 5647.5
R2MDC [13] Radix-2 logN-2 2logN 1.5N-2 8508.6
R2MDC [9] Radix-Z log;N-2 2logN 1.5N-2 8508.6
R4MDC [14] Radix-4 3logN-3 4logN 2.5N-4 14104.8
R8MDC [15] Radix-8 7logN-7 (24+2T)logN 4.5N-8 30664.4
Proposed RSDF Radix-4 logieN-1 (16+T)logeN N-1 5470.5
Proposed RSDF Radix-4 logeN-1 | (24+2T)log,N N-1 5429.5
Table 9: Hardware Utilization Rate Comparisonshef Pipelined FFT/IFFT Architecture.
Pipeline architecture  Utilization rate of Utilization rate of Utilization rate of
complex Mult. complex adders complex memory
(including constant
mult.)
R2SDF [17] 50% 50% 100%
R4SDF [18] 75% 25% 100%
R8SDF [8] 87.5% 12.5% 100%
R2’SDF [6] 75% 50% 100%
R2°SDF [5] 87.5% 50% 100%
R2MDC [13] 50% 50% 50%
R2MDC [9] 37.5% 50% 50%
R4MDC [14] 25% 25% 25%
R8MDC [15] 12.5% 12.5% 12.5%
Proposed REDF 87.5% 56.25% 100%
Proposed RSDF 96.9% 60.42% 100%
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Table 9 shows the comprehensive comparison of énéware utilization rate in terms of
the utilization rate of complex multipliers, compladders and complex memory. Clearly, the
proposed RZSDF architecture achieves the highest complex pligiti utilization rate among
the tested pipeline architectures (96.9%). Addélbynthe proposed architecture maintains the
maximum complex memory utilization rate of 100%.rtRarmore, the proposed ESDF
architecture, including the constant multiplieras the highest complex adder utilization rate
of 60.42%. Thus, the purposed ®®DF architecture achieves a higher hardware iitiza
rate than RZSDF and other well-known pipeline FFT/IFFT architees in terms of the
utilization rate of complex multipliers, complex cets, constant multipliers and complex

memory.

5.5 Chip Implementation

Following the functional verification. in the Matlamvironment, the proposed fDF and
R4’SDF based 4096-point FFT/IFFT architectures in Whiw internal word-length of entire
design are 14-bit and 13-bit, respectively, werptlsgsized by the Design Compiler with
TSMC 0.13um CMOS technologyUsing the standard logic process rules, the sipglt
SRAM applies the 6T bit cell. The floorplan and plasout were performed by Astro. The
post-simulation was issued by NC-Simulator to wetife functionality after back-annotation
was performed from the Start-RC extractor. Theicsti@ning check can be signed-off by
PrimeTime. Finally, the power analysis and DRC weomducted using Astro Rail and
Dracula, respectively. The core area of the pastuafor the RASDF and R#ZSDF design are
1.01 and 0.89 mfmwhich includes power rings and power straps péctiEd in Fig. 30(a) and
30(b) , respectively. The gate count usage of dadlding block for RASDF and RISDF
design are listed in Table 10. Comparing with thé’SDF architecture, the R3DF
architecture can replace one complex multipliehwite constant multiplier in the 4096-point
FFT/IFFT computation as depicted in Fig. 22 and B#en, the RZSDF design reduces the
multiplier cost of 3.9 % than the BZDF design as listed in Table 10, which includes th

complex and constant multipliers. It is obviouslyatt 4095 words feedback memory
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dominates the chip of 77.34 % and 80.72 % for tH&SRF and RASDF design, respectively.
Both of these two chips could operate at 20 MHastlsatisfying the high throughput
requirement. Concerning the speed performanceubedhae pipelined multiplier operation is
easy to design at a clock rate of 20 MHz or eveghdm, the proposed architectures can
achieve a high clock rate by simple pipelining tegbhes for the involved arithmetic
componentsThe average power dissipation of the’8@F and R#ISDF based 4096-point
FFT/IFFT design are 6.3725 and 5.985 mW@20 MHz.aV lsupply voltage. The layout
view of RZSDF design as shown in Fig. 30(a) has 68 I/0 mifshich eight pins are power
supply pins. Due to the few datawidth requiremetits, layout view of RISDF design as
shown in Fig. 30(b) has only 64 I/O pinshe proposed R&DF and R#SDF based
4096-point FFT/IFFT implementation satisfies theteyn performance of DVB-H standard.
Additionally, the proposed R8DF based 4096-point FFT/IFFT implementation hdsva
power consumption (5.985 mW), and the lowest hardwaquirement among the tested
pipeline architectures. These findings indicatet tihe proposed design meets the

requirements of high effective pipeline EET/IEFDgessor for SoC IP.

(a) The layout view of proposed 8DF design.
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(b) The layout view of proposed B8DF design.

Fig. 30: The layout view of proposed 4096-pointghipe FFT/IFFT processor.

Table 10: The Gate Count Usage of Each BuildingBia the Pro

posed Design.

Categories Control Butterfly || Complex Constant Shift
Cores Multiplier | Multipliers | Registers
R4°SDF 0.33 % 10.1% 9.83 % 2.4 % 77.34 %
R4°SDF 0.35 % 10.6'% 5.03 % 3.3% 80.72 %
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5.6 Summary

This work develops two high effective B8DF and R#SDF pipeline VLSI architectures
that support the long-length FFT/IFFT computatiofifie proposed R&DF pipeline
FFT/IFFT architecture has lower multiplicative cdemty and higher hardware utilization
rate with smaller cost than B8DF and other pipeline architectures. Following hwit
fixed-point analysis in 40dB AWGN environment, th®posed RZSDF and RZSDF based
4096-point FFT/IFFT designs are successfully imgetad in 0.13um CMOS technology
with an internal word-length of 14 and 13-bits, pestively. The proposed RIDF and
R4°SDF based design have a low power consumption326. and 5.985 mW @20 MHz at
1.2V supply voltage. Thus, these features ensust the proposed R8DF pipeline
4096-points FFT/IFFT processor design certainlytndee high effective VLSI architecture.

88



Chapter 6 Effective Triple-Mode Reconfigurable Pipeline
FFT/IFFT/2D-DCT Processor

Tell et al. [8] presented the FFT/WALSH/1-D DCT processor faultiple radio
standards of the upcomind' 4eneration wireless systems. Conversely, somegmug$-10]
only support 1-D DCT computation, and have no 2-OTDsupport. However, 2-D DCT is
desirable for the video compression among wiretessmunication applications. This study
not only presents a single reconfigurable architector the 256-point FFT/IFFT modes and
the 8x8 2-D DCT mode, but also achieves high ctigiency in portable multimedia
applications. Results of comprehensive comparisorthdér indicate that the proposed
R4’SDF-based pipeline processor achieves a higheiratiin with a smaller hardware
requirement than RSDF-based pipeline processor [31] in the 256-pBIT/IFFT mode,
and thus has higher cost efficiency. The, proposddSBF-based design also achieves
satisfactory performance for the DV encoding stashdeith the lowest cost in the 8x8 2D
DCT mode. The organization of this chapter.is stmerl as follows. A new R&DF
FFT/IFFT and 8x8 2D DCT algerithmis.given in Seati6.1. Section 6.2 demonstrates the
proposed FFT/IFFT/2-D DCT pipeline :architecturengsthe RASDF algorithm. The finite
wordlength analysis is given in Section- 6.3, andidates that the proposed architecture
achieves the required system performance in bo@pdit FFT/IFFT and 8x8 2-D DCT
modes with the lowest hardwire cost. Section Bxiletes the comparison results in terms of
hardware utilization and cost to demonstrate thgh htost-efficiency of the proposed

architecture, and also discusses the chip impleatient The section 6.5 draws conclusions.
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6.1 8x8 2D FFT and 8x8 2D DCT Formula

Two concurrent 2D DCTs can be calculated by thaylsir2D shifted FFT (SFFT)
algorithm [74] from the input reordering and postmputation. This study presented a
high-speed pipeline processor to support the tnpbdele 256-point FFT/IFFT/8x8 2D DCT
with the radix-4 algorithm. Two concurrent 2D DCTs results can li#aimed by the
proposed radix-4based architecture in the 8x8 2D DCT mode. The BX®CT C[ky, k] of
the input signak(ny, ny) is given by

1
1 7 7 7T(n1 + 1)k]_ 77(”2 +§)k2
Clky, ko] = Zb(kl)b(kz) Y Y x(ng,ny) @os(TZ) @os#). (88)

n,=0n,=0
This study neglects the post-scaling factor—j?b(kl)b(kz) in (88). The input dat&a(n;, ny)

could then be reordered as

y(i1,i2) = x(2i1,2i2) ,

yY(ip,7—ip) = x(2i1,2i5 +1),

y(7=iy,ip) = x(2y +12i5),

y(7 =iy, 7-ip) =x(2i; +12i, +1), (89)
wherei; = i,=0,1,2,3. After the scaling and.input data redrdgof (89), (88) can be recast as

X[k, ko] = io % (%/(nl,nz)ﬁtos\/]k 1(11;4n1))[¢os\/k2 (11;4n2)). (90)
n=0n,=

The value ofX[ki, ky] is then calculated with the 8x8 2D SFFT withragtdomain shift of
1/4 samples. The detail description of the tranfection between 8x8 2D SFFT and 8x8 2D
DCT could be found in Appendix A.

7 7 Dk (e k,
Yolki Kol = X X y(m,np) Wiy (We

n,=0n,=0
1 1 1 1
ke ke 707 K K VLAY
=W sz_onzz_oy(nl,nz)vvsnllwvsnz2=w84 W~ O¥[kg, kol , (91)

where 0<ky,ky,m,n, <7. In (91), the 8x8 2D FFW[ky, ko] of the input signaly(n, ny) is
given by

L Nk Ky
Y[k ko]l = 2 2 y(ng,np) Bg™™ Vg2, (92)
n,=0n,=0
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where 0<kq,ko,my,ny <7. Since the input datg(nl,n2) form a real-valued sequence, the

second half output can be derived as

77 ()6 (n+ )k,
Ys[8-ki, ko]l = X X y(m,ny) W W,

n,=0n,=0
77 vt ()
=(-)0X ZY(nl,nz)WS Wy (93)
n,=0n,=0

where 0< kq,ko,m,ny < 7. By combining of the egs. (91) and (93), the 8KB2CT output

can be recast as
Xlka. ko] = 2 {Rd¥s ko, ko)) = m[¥s (B~ k. ko)) (94)

whereO < kq,ko < 7. Equation (94), adopts only the real valueYgki ko) and the imaginary

value of Yg(8—ky,kp) to calculate the{[k;, ko]. By combining two reordered input sequences
{yi(n1,n2)}, { y2(n1,n2)} for two independent sequences;(ni,nz)}{ X2(n1,n2)}, and forming a
complex input sequencey(hi,n2)=yi(ny,me)+jy2(n;n2)}, the double throughput of 2D 8x8
DCT of {xi(h1,m)},{ x2(n1,n2)} cam' be derived by. single 2D 8x8 SFFT computation
Consequently, two independent 8x8 2D DCXgki,Ko], Xo[ki,ko] of xi(ni,n2), Xo(ng,ny),

respectively, can then be created as

Xalka ko] =5 {RelYs (k. ko)l ~RelYs (ka8 kol
- H{mlYs 6=k ko)l + (Y (ky B-Ke )} (952)
Xalki, kol = {ImiYa (K, ko)l ~ImiYs @y 8- ko)l

+ 2 {Rel¥s 8- k1, ko)] + RelYs(ka 8- ko)l (95b)

To help understand the serial pipeline operatiba,2D locationX[k;, ko] andx(n;, n,) can be
substituted aX[8k;+k,] andx(8n;+n,), respectively. Then, the specific two-dimensiofzd))
linear index map is applied as follows:
N =4n 1+,
kg = 2kqq + k2,
where 0<smny1<1, 0smy<3, O<sny <7,

0<kyp<1, 0<ky;<3 and 0<k, <7. (96)

The word numbers of the shift registers in the qposhputation of the fourth stage can be
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minimized by following the specific mapping in (9@)he 8x8 2-D FFT CFA form can then
be written as

7 3 1
Y[16k11 + 8k12 + k2] = X { )y { 2 y(32n11 +8np + Ny )‘N84rhlk12 }Wsnlz (2ky1tks5) }Wgnzkz
N, =0 | M,=0 ;=0

7 3
=Y { 3 55122 (8r}_|_2+n2)\/\én-12(2k11+k12)}\/\/8n2k2

n,=0 | n,=0
7
= 3 gk = elfglents wjeellok. 97)
,=

The butterfly structures for 8x8 2D DCT, correspiogdio above equations (88)-(97), are
summarized as follows:
Butterfly stage I
BEZ Bz + ) = Y@z + ) + ()2 @z +1p +32).

Butterfly stagell:

k2., _pk k . k
B~ (n) = BYE (no) +Wig2| (-):B1E (n, +9)|

Fwyhaz [(—1)kll BX2 (ny +16)J+w83k12 [( PSIBEE (ny + 32)].

Butterfly stagelll:

Bg\llzéﬁnvkz - {ngkn ©) + (_j)kz B§12|k11 @ +ED Ky Bglzrkll @+ (j)kz Bglzvkll (6)}1

B'ghzakn:kz = {Bglz’kll @+ (_j)kz Bé(wkn 3+ (_1)k2 Bgnvkn ©) + (j)kz ng12:k11 (7)}
The additional stage of 2-D DCT:

B_I|-(12lklllk2 (nZ) = Bg:{_/zevlrflllvkz +W8k2 BlgéZakllvk2 .
The time-domain shift stage of 2-D DCT:

1
~(kitks)
Ys[8kq + ko] :W84 [Y[8ky +k5].

Butterfly stage 1 V:

X 118Ky + ko] = ={RelYs Bky + k)] - RelYs (72-8ky ~ ky)]}
4

- H{ImlYs (64-8ky + ko) - Im[Ye (3-+ 8y ~ko)1I.
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XalBla + kol = {Im[¥s 6y + ko)) = Im[Y, (72-8l ~ o)}

+ 2{Rell, (648K +ko) + RelYs 8+ 8k ~ k)l (98)

Two 8x8 2D DCT computation results 1[8ki+ky] and X[8ki+k;] are calculated
concurrently in the post-computation of the butyertage IV. The 8x8 2-D IDCT
computation can also be obtained following a similacomposition procedure. Because of
the cost-effective constraint in the physical desityis study only considers the triple-mode
FFT/IFFT and 2-D DCT computations. The derivatiomsults of the radix*4 based
FFT/IFFT/2-D DCT algorithm indicate that all butlgr computation can be easily
implemented with four four-input complex adders asuaie shuffle circuits. The radix-4
butterfly structure has no multipliers. Additionalthe regular structure can be easily derived
in both the 8x8 2-D DCT and 256-point FFT/IFFT pipe processor architecture.

6.2 Pipeline 256-Point FETAFET/8x8 2D-DCT Processor

Architecture

He et al. presented several pipeline FEF/AFFT architecty®&y. The serial delay
feedback (SDF) based architecture is" known to havéow hardware cost and high
cost-efficiency advantages with the feedback typ# segisters architecture [31, 32, 34]. The
delay-feedback type shift register approaches dwaya more efficient than other
corresponding approaches in terms of memory utitirasince the butterfly output share the
same storage with its input [31]. The8DF pipeline architecture has the same computation
complexity as the radix-4 algorithm, and few hardseequirements as the radix-2 algorithm.
This work presents a R8DF reconfigurable pipeline architecture with a loamputation
complexity as the radix-16 algorithm, and low haadev requirements as the radix-4
algorithm. Significantly, the proposed triple-modelix-4 butterfly structure, like the radix-2
butterfly structure, does not require a complextipliér or constant multiplier. Section 6.4
presents detailed comparisons between tht&SBE and RZSDF architectures. This section
describes a novel radix4ingle-path delay feedback (¥DF) architecture to support the
three modes, 256-point FFT, 256-point IFFT, and 288DCT, based on the radiX-DIF

FFT algorithm obtained in the previous section.uFégg31 shows a block diagram of the
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purposed RZSDF-based 256-point FFT/IFFT and 8x8 2-D DCT pipelprocessor. Based on
the proposed R&DF pipeline architecture, the cost-effective 26@p FFT/IFFT processor

is first constructed. This processor only requif@sr butterfly stages with 255-word shift
registers, two constant multipliers and one comptextiplier with one coefficient ROM,
represented by black solid color in Fig. 31. FigBteindicates that a single data stream passes
through two constant multipliers and one complextiplier to realize different combinations
of ki, ko andks of X[ki+4k,+16ks], as illustrated in (90). Using some control citspone
additional radix-2 butterfly (R2-BF) with an one-wcshift register and additional eight-word
shift register, two concurrent 2D-DCT operations aslculated from the single 2D-SFFT
computation as depicted in (89), (95a), and (9%hgse extra circuits were embedded at the
first butterfly stage, the additional stage andftheth butterfly stage, which is represented by
the gray color in Fig. 31. These circuits compkste input reordering, time domain shift and
post-computation in the 8x8 2-D DCT computatiorspextively. Notably, only one radix-2
butterfly and nine-word shift register are neededstipport additional two 8x8 2D DCT
computations in the original pipeline,;SDF-based MFHT architecture.The proposed
architecture has, in total, four radix-4.butteslieone radix-2 butterfly, two constant
multipliers, one complex multiplier, one coeffictetROM and a 264-word shift register. To
help understand the corresponding functions of daglling block, the respective equation
numbers related to each element are*shown in ThbhleThe detailed operations of each

element are described as follows.

Stage 1 Stage 11 Stage 111 Stage IV
(Input Re-ordering) (Post Computation)
_ ; M e
[§ 4 <l
[ 6 ] E 4 1] Tﬁ EE:
R4- » R4-
x[n| BF1 BF 11 l—» BF 111 : BF IVi-oooo2 XTK]
2D DCT
mode

Additional Stage
Fig. 31: Block diagram of the R8DF-based 256-point FFT/IFFT and 8x8 2D-DCT arctitee.
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Radix-4 Butterfly

x(n)- —~ X[k]
x(n+N/4) - - X)[K]
xX(n+2N/4) - - X.[K]
x(n+3N/4) - D)~ X;[K]

|Hardware Cost :
Four four-input complex adders

Fig. 32: Block diagram of the radix-4 butterfly hitecture.

Table 11 The Corresponding Equation Numbers fahBzuilding Block.
Building BFI Cons.| BFII Comp. | BFIII Cons. | BFIV R2-
Blocks Mult. | Mult. Mult. Il BF
FFTEq.# (79) (81) | (81 (80) (79) (81) (81) N/A
IFFT Eq. # (84a) | (84b)| (84b) (83) (84a) (84b) (84b) N/A
DCT Eq. #(89), (97)] (97) | (@7) (91) (97) (97) (95) (97)

6.2.1 Radix-4 Butterfly and Radix-2 Butterfly

The derivation results of the radif-dased algorithm reveal that both the FFT/IFFT
butterfly computation in (79), (81), (84a), (84bhd the 8x8 2D-DCT butterfly computation
in (98), can be easily completed with the radix&sdd butterfly architecture. The only
difference between the 8x8 2D-DCT and the 256-peiit/IFFT butterfly computation is the
summands and minuends at the butterfly stage othéoam, which can be easily realized with
the multiplex circuits in the radix-4 butterfly stture. Significantly, the number of the two
first stages in the 8x8 2D-DCT computation can bengleted concurrently at the first
butterfly stage in parallel. Additionally, the inpreordering operation at the first stage and
the post-computation operation at the fourth stEghe 8x8 2D-DCT mode are described in
detail. Figure 32 illustrates the proposed radbwdterfly structure, which only includes four
four-input complex adders with no complex multipienside. This configuration means that
the proposed radix-4 butterfly structure has a lmavdware cost of higher-radix butterfly
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structures. Moreover, the proposed radixatgorithm has the same complex multiplication
complexity as the radix-16 algorithm, so has thghhicost efficiency of lower radix
architectures. To obtain the additional stage ef8k8 2D DCT mode in (98), one additional
SDF-based radix-2 butterfly structure with one wshift register is required, as illustrated in
Fig. 31. The additional stage of the 2D DCT modk oequires two 2-input complex adders
and one shift register, giving it a small hardwpeaalty.

6.2.2 Memory Structure

The memory structure of butterfly stage is well Wncto be an important issue for the high
cost-effective FFT/IFFT pipeline processor designom the exiting researches, there are
mainly two different approaches: delay commutaf@€) [31] and delay feedback (DF) [31,
32, 34]. In this study, the DF based memory stmeécts adopted and depicted in Fig. 31. In
order to compute the radix-4 based:butterfly compons, the input data and the intermediate
results have to be reordered as four concurrestly streams using memory as shown in Fig.
32. Each radix-4 butterfly unit applies the threegtlel memories to store the serial data input
and butterfly output in the feedback paths as prtesein Fig. 31. The timing sequence of
N-point FFT computation can be divided. into fotagas, each containing N/4 clock cycles.
In the first N/4 cycles (i.e. first stage), the teutly units simply store the input samples into
the first feedback memory. Similarity, the second ¢hird feedback memory are filled in the
second and third stages. After the 3N/4 cyclesptiteerfly units retrieves thgn), x(n+N/4)
andx(n+2N/4) samples from the feedback memory, perfororsesponding operations with
the samplex(n+3N/4) and then feeds the output into the nextdoflyt units as depicted in Fig.
31. The required number of memory cells for kife stage is 3xN/(&). Thus, the 256-points
FFT/IFFT computations require the 64x3, 16x3, 4R8 &x3 word shift registers in the first,
second, third and fourth butterfly stages, respetti Significantly, the SDF based pipeline
FFT/IFFT structure is highly regular, which has thgh effective memory structure with the
simpler routing complexity [31, 32, 34]. In thisudy, the shift registers were all realized by

the cascaded flip-flops, which are composed of latch circuits.
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(d) The content of the.8x8 2-D DCT.computation lesuSSR.
Fig. 33: Block diagram of the propased-first.radidutterfly stage in the R8DF-based
256-point FFT/IFFT and 8x8 2D-DCT architecture,
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6.2.3 Input Re-ordering and First Butterfly Computation

Consider the new radix?4algorithm presented in section 6.1. The propos&fF S
architecture is estimated to need 64x3-word skifisters at the first butterfly stage in the
256-point FFT/IFFT mode. Although the 8x8 2D DCT deoonly requires 16x3-word shift
registers at the first butterfly stage, the 8x8 ROT mode needs a swapping buffer to
complete the input re-ordering and post-computaitiof89) and (95) from the 8x8 2D SFFT
computation. Notably, the number of shift registatgshe fourth butterfly stage for the post
computation in the 8x8 2D DCT mode depends on ¢lqeantial order of the input data at the
first butterfly stage. Following the specific limeaapping in (96), the number of shift
registers can be reduced to only eight words afdbgh butterfly stage, as revealed in Fig.
31. Comparing with the other linear mapping, thepeised architecture could reduce at least
96% shift registers cost. The segmented shift teigis(SSR) structure is also proposed to
realize both the input re-ordering and butterflynpuitation operation at the first stage to
support the 256-point FFT/IFFT and 8x8 2D DCT modes

Figure 33(a) shows the 12 proposed operation mésnanof the first butterfly stage to
finish the input reordering and the first-stage pofation. Operation mechanisms 0-3 are
adopted in the FFT/IFFT computation, and operatitechanisms 4-11 are adopted in the
8x8 2D DCT computation. In the:8x8 2D-DCT-mode prdigurable operation mechanisms 5
and 6 are adopted for the butterfly‘computatioml ‘stonfigurable operation mechanisms 4
and 7-11 are adopted for the input reordering. reigd8(b) lists the corresponding timing
sequence of the first butterfly stage, which disegsthe relationships among the input data,
output data and respective operation mechanismagleach clock (block number) in the
8x8 2D DCT mode. Additionally, Figs. 33(c) and 3giltlistrate the data content before and
after the butterfly computation in SSR, respectivdlhe first stage butterfly computation is

completed by applying operation mechanisms 5 andést results of 8x8 2D DCT
computation are then pushed back into the SSRh@srsin Fig. 33(d), whereB:',fi2 denotes

the computation results from (98). Fig. 33(d) preseéhe complete computation results. The
64x3-word shift register is segmented as (40+8+36Wwhich is easily realized by three
dependent clock domains with a simple 3-bit coumtantroller, as depicted in Fig. 33(c).
These three segments in the SSR are called therfaving, swapping and storage segments,
and their sizes are 40x3, 8x3 and 16x3, respegti®hce 2D DCT mode as depicted in (97)
has a low computation complexity, the first, secarl third butterfly stages have shift
registers comprising 40x3, 8x3 and 2x3 words, respdy. These shift registers are set as
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power-saving segments, and gated to reduce powesuomption. To perform the input
re-ordering operation, 64 serial input data wonassplit into eight blocks of eight words, as
shown in Figs. 33(b) and 33(c). The block numbergten inside the brackets in Figs. 33(b)
and 33(c), denote the serial input sequential oodegight-word blocks. In Fig. 33(c), the
termsx’ and x respectively represent the 2D DCT image data e grevious and current
frame, which both contain 64 points in each frakalowing the operation mechanisms 4, 7,
8, 9, 10 and 11 in Fig. 33(a), the serial inputadait each block adopt the swapping segment
as the swapping space to achieve the requiredggt@raering in the storage segment.

The detail timing sequence of the proposed 8x8 ZIX [@Bomputations is given as follow.
Operation mechanism 4 pushes the input dédas) into the swapping segment from the
clock number 0 to 7 (block number 0). At the saimeet the original data’(56:63) in the
swapping segment are simultaneously pushed intsttrage segment as illustrated in Figs.
33(a) and 33(c). In the following 16 clock cyclegperation mechanisms 5 and 6 replace the
swapping segments with the input da(8:15) andx(16:23) (i.e. block number 1 and 2), as
presented in Figs. 33(a), 33(b) and 33(¢): Opanatiechanisms 5 and 6 provide the original
swapping segment daxg8:15) andx'(24:31),for.the first butterfly stage computation(98),
along with the data in the storage segment. Astme-time, 48 new 8x8 2D DCT results of

Bg‘jlzz @Bny, +ny), as listed in the top-3 rows of Fig.-33(d), arshmed into the storage segment by

the feedback path. Furthermore, the other 16 ne8v2®x DCT results, which are listed in the
final row in Fig. 33(d), are pushed directly t0 tbecond butterfly stage, as shown in Fig.
33(b). Notably, the 48 different 2D DCT results time storage segment are pushed out
one-by-one due to the swapping operation by theping segment data in the following 48
clock cycles. Following a similar procedure, theadnput data of block numbers 3, 4, 5 and
7 complete their respective swapping operationsg®ration mechanisms 7, 8, 9 and 11. The
block number 6 is stored into the storage segmeasttty by operation mechanism 10 as
illustrated in Figs. 33(a) and 33(c). The inputordering operation is finished after a period

of 64 clock cycles, which includes 7 clock cyclésnput swapping latency.
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6.2.4 Constant Multiplier

Based on the derivation results in Section I, rduix-4 algorithm requires some complex
multiplications, namelyws (w, ™ ), Wz (w 2™ ), wae (w ) in the 256-point FFT/IFFT mode
in (81), (84), andwe w2z, w2 ,wge in the 8x8 2D DCT mode in (98). Due to the finite

range of kand nin Egs. (81) and (84b), namely 0-3, the three cemphultiplications,

0w ) w2 (w2 ) and wde (w@™ ) can be written as

().l 9 (20 D LS D (29 () W ()} anl
{w (W) w2 (W), W (W 2)wd (wy )} Following the similar procedurewsz, w2z,
wgkz and we in (98) can be expanded aswf . wl} {w?, w2} {w?,wi} and
{w80,w81,w82,w83,vv84,vv85, 86,W87}. The system has in total 38 different twiddletfar values,

which could be implemented as 38 different constaultipliers by only shifters and adders.
Based on the SDF based architecture, the propassdrdonly has to calculate one complex
multiplication in Eqgs. (81), (84) and (97):duringcd clock cycle. The 38 twiddle factor

values can thus be reduced to the:extension otitii@rent values ofw and w2 using the

complex conjugate symmetry rulei Accordingly, thteer 36 twiddle factor values can be
expressed as the real-imaginary swapping.or. sigarson of these two constant values.
Moreover, the repeated shifters and. adders of @rstant multipliers could be simplified

using the subexpression elimination algorithm [&8]illustrated in Fig. 34. According to our
implementation results, the small cost penaltytifie multiplexer control (i.e. SO, S1 and S2)
could be neglected as shown in Fig. 34.

Following the three steps to reduce the complextipliers to the most economical
constant multipliers are summarized as below. Fing twiddle factors from Egs. (81), (84)
and (98) are realized as the constant multiplietsch only contain shifters and adders as
shown in Fig. 31. Second, the complex conjugatensgtry rule is applied to decrease the
number of complex multiplications (90) to only twonstant multiplications per stage with
some shuffle circuits as shown in Fig.5, thus aghgea constant multiplier cost reduction of
94.7%. Finally, the subexpression elimination alltpon [65] is adopted to reduce the number
of shift circuits by more than 20%, and the numbecomplex adders by 50% in the one
constant multiplier, as depicted in Fig. 34. Thectdst constant multiplier is obtained in the
purposed architecture by following these three stéfhe cost penalty of the constant

multiplier is thus minimized.
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Fig. 34: Block diagram of thespreposed constanttipligr architecture.
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6.2.5 Eight-Folded Complex Multiplier

The proposed architecture has only one complexipfielt and one coefficient ROM to

realize the complex multiplication of twiddle facsows*+*%2) in (78), wik(m*4) in (83)

1
and \/\éfl(kl ) in (98). Significantly, the implementation of thiene-domain shift for 8x8

2D-DCT computation needs one feedback path. Toedser the ROM size, the complex
conjugate symmetry rule and subexpression elimona{i65] is applied to devise one
eight-folded complex multiplier as shown in Fig.. 3he proposed eight-folded complex
multiplier only has to store 32 words in the cogéint ROM, reducing the ROM size by
87.5%. The ROM address and data control circuitaige easily realized by the 8-bit counter
controller given in Table 12.

Fig. 35: The block diagram of eight-folded algonitin the coefficient ROM.
Table 12 The Data Control of The Coefficient ROM.

H = n3(k;+4k;) | Address Mode ROM address Data Mode| ROM
(H[5]) (H[7:5]) | data
0~32 0 Two’s complement of H[5:0] 0 a+jb
33~63 1 H[5:0] 1 b+ja
64~95 0 Two’s complement of H[5:0] 2 -b+ja
96~127 1 H[5:0] 3 -a+jb
128~159 0 Two’s complement of H[5:0 4 -a-jb
160~191 1 H[5:0] 5 -b-ja
192~223 0 Two’s complement of H[5:0 6 b-ja
224~255 1 H[5:0] 7 a-jb
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6.2.6 Post Computation

Clearly, the 256-point FFT/IFFT modes only require3 word shift registers at the fourth
butterfly stage of the proposed $DF architecture. However, the 8x8 2D DCT modethas
implement the post-computation at the fourth bilitestage in (95a) and (95b). As described
in Subsection 6.2.1, the proposed architectur@vidlthe specific linear mapping in (97) to
minimize the number of shift registers at the fawstage. Figure 36(a) depicts the analysis of
the order of the fourth butterfly results followirlge specific linear mapping. Notably, the
gray solid line in Fig. 36(a) represents the ingata order that do not follow the required
sequence. For instanceYd[l7 , Ns[23]}, { Ys8 , Ys[22]} and {Ys[19], Ys[21]} should

be regarded as three groups for the fourth bugtedimputation. However, the sequence of
the input data at the fourth butterfly stage Yg[17 , YK[18], Ys[19], Ys[21, Ys[22],

Ys[23. Then, Y4[23] and Y[21] should be re-ordered. Thus, the proposed ovedhif

register (OSR) structure at fourth butterfly stagsolves this simple re-ordering procedure
without any performance degradation, .as.depictedrign 36(b). The desired ordering is

obtained with the OSR structure at:the fourth _biiftstage, along with the input re-ordering

operation at the first butterfly Stage as discussedubsection 6.2.1. The full-pipeline

R4*SDF architecture can then easily follow the twoatprent 8x8 2D DCT outputs.

YO Y] Y. 21V 32TV [34TY. 32T, [36]Y. [1 7Y [ SIVAIISTY. [ 161 Y.[STY. [10TY.[1 1] Y.[8]Y. [25 T [26 Y. [27].[24]
Y [4]] Y.[7]] Y.[€])Y[39]Y.[38] Y [23]Y[22])Y [21]Y, [48])Y. [15])Y[14]Y [13])Y[S6]Y.[3T][Y[30]Y [25]Y.[49]
Y[3] Y[35] Y [4S]Y [SOJY[STIY[20]Y [STIV[S8] Y [SOINY [12]Y . [4T]Y [42][Y[43]Y[28]
Y5 Y37 Y. [SSTY.[54]Y.[52]Y.[52]Y.[63]Y.[62] Y.[61]Y.[60]Y. [47]Y.[46] Y.[45]Y.[44]

(a) The data context of the fourth butterfly stagéhe 8x8 2D DCT mode.
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Fig. 36: Block diagram of the proposed-folirth brilyestage in the RZBDF-based 256-point
FFT/IFFT and 8x8 2D-DCT architecture.

6.3 Finite Wordlength Analysis

The next generation mobile-multimedia system camdle high-quality multimedia
operations with embedded 256-point FFT/IFFT and 8®8DCT pipeline processor [3]-[5].
The system performance should then satisfy theivelapecifications. A higher system
performance undoubtedly implies a larger chip eost greater power consumption, owing to
the wider internal wordlength. Since the chip sl system performance are known to be a
trade-off, this study performed a finite wordlengiinalysis to estimate the appropriate
word-length for both 256-point FFT/IFFT and 8x8 RO T system requirements.
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6.3.1 Pipeline 256-Point FFT/IFFT

In the 256-point FFT/IFFT modes, the output sigoahoise ratio (SNR) performance was
estimated under different noise environment. Fttet,input data of the double floating-point
precision were generated from the ideal IFFT(FF9det by passing the additive white
Gaussian noise (AWGN) channel model under five endévels: 20dB, 40dB, 60dB, 80dB
and 100dB. The input data with noise were senttinéoproposed R&DF pipeline FFT/IFFT
architecture, which was modeled at different fiyeadnat levels. The output SNR was obtained
by comparing the original input data with the fixedint model output. The results after
100,000 iterations were averaged as depicted inFigwhere the-axis andy-axis represent
the data word-length and the whole system outplR SNspectively. These analytical results
demonstrate that the output SNR saturated as taendad length increased. The output SNR
was increased by 20dB for each additional threz Bihe 13-bit internal wordlength for each
function units produced satisfactory results undi@dB noise environments, satisfying the
IEEE 802.16e WIMAX [44] standard.
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Fig. 37: Finite wordlength analysis of the proposgigeline R4SDF-based 256 points
FFT/IFFT architecture.
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6.3.2 Pipeline 8x8 2-D DCT

In the 8x8 2-D DCT mode, the performance of theppsed RASDF pipeline architecture
was measured in common video compression standardsiding the high-quality DV
standard [75]. The DV standard defines some totmsnhat the 8x8 2-D DCT computation
maintains the accuracy and consequently an acdepionstructed video quality [75][76].
The DV standard applies four measured error cateramely the probability of occurrence of
error, mean square errors (MSE), peak mean squanme(EMSE) and steady AC coefficients
[76]. Following the procedure in the preceding sdh®n, the double floating-point precision
is assumed to be precise in comparing with thedfipeint computation. The zero-mean white
input sequences are generated by a random-numberager in the range [-128, 127]. After
the repeated 100,000 loops, the probability of oerce of error, which is greater than 1, is
less than 1x13°. Moreover, the steady AC coefficients of the pregmb fixed-point 2D 8x8
DCT model are all zero under the equal-values inpigiures 38(a) and 38(b) depict the MSE
and PMSE simulation results, respectively. Notakg proposed architecture could satisfy
the limitation of MSE and PMSE of the DV standarthen the internal wordlength is greater
than 12 bits. Thus, the 13-bit internal-word len@th each function units is the qualified
internal wordlength for the DV standard. Figuregc3&nd 38(d) indicate that the overall
mean error (OME) is below 0.01; and the peak. sigmaloise ratio (PSNR) is close to 60dB,
which has the required video compression qualitdennthe configuration of the 13-bit
internal wordlength [77]. According to the finiteovdlength analysis of the proposed’BBF
256-point FFT/IFFT pipeline architecture a 13-bitternal wordlength achieves the
satisfactory results under the 40dB noise quallitys satisfying the IEEE 802.16e standard.
The 13-bit internal wordlength was thus chosen flioe proposed R&DF 256-point
FFT/IFFT/2-D DCT RSoC IP to meet the requirements next-generation handheld
applications.
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6.4 Comparison and Chip Implementation

6.4.1 Comparison between RASDF and RZSDF

He et al. presented the efficient pipeline FFT processorerss reliable architectures
and the detailed comparison of their hardware c¢31§. A comparison of these
architectures indicates that ¥8DF has the highest butterfly utilization of 50%the
highest complex multiplier utilization of 75%, anthe lowest hardware resource
requirement [31][34]. Additionally, the SDF-basedsijn has the structural merits of
high regularity and modularity with simple wiringrmoplexity, making it very appropriate
for the VLSI implementation of the pipeline FFT pessor design [31, 32, 34]. This
section presents the comprehensive comparison tsesdl several famous pipeline
FFT/IFFT architectures to demonstrate the high-etfitiency of the proposed R@DF
FFT/IFFT architecture. The architectures were caeghan two indices, namely cost and
utilization, to express the cost efficient of threposed FFT/IFFT architecture, as listed in
Tables 13 and 14. Table 13 lists:the required:hardwesources, whefe denotes the
number of complex adders required in the implentantaof the constant multiplier.
Significantly, the proposed constant multipliernsnimized using complex conjugate
symmetry rule and subexpression elimination -alparit The area of the complex
multiplier is known to be one dominant cost indexhe pipeline FFT/IFFT design. The
comparison results in Table 14 clearly demonstrtitat the proposed R8DF
based-FFT/IFFT architecture has the fewest comphentipliers requirement among
other pipeline architectures. The 256-point FFTAIF&rchitecture only needs one
complex multiplier, which is 67% and 95% below tfeguirement of the RSDF and
R8MDC FFT/IFFT architectures, respectively. Additadly, the proposed architecture
applies the feedback type memory structure to raminthe minimum shift registers
requirement.Although the proposed R3DF based architecture needs slightly more
complex adders than the #8DF based architecture, this small cost penalagigptable.

To estimate the total chip cost in the 256-poinTHH-T architectures, which includes
the number of complex multipliers, complex adderd amemory size, the conventional
comparative methodology [26, 32] with the unit @uevalent adders was adopted to
estimate the cost of each different architect@sed on the implementation results in
our process, we convert the area of each compldtipher and complex memory to the

50 and 1.3 complex adder, respectively, when adgptB-bit precision, and the scheme
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with three real multiplications and five real adulis, in the implementation. The
rightmost column of Table 13 lists the area inderéshe equivalent adder of the
256-point FFT/IFFT architecture. Clearly, the prepd RASDF-based 256-point
FFT/IFFT architecture has the lowest hardware requénts. The R&DF-based
256-point FFT/IFFT architecture has a 16% lowett ¢oan the R2SDF-based 256-point
FFT/IFFT architecture. Significantly, the cost adtzge of our proposed architecture
becomes more evident when the transform lengthaigel. Thus, the proposed
R4’SDF-based architecture has a lower hardware cast RESDF and other famous
pipeline FFT/IFFT architecture in terms of the n@mlbf ROMs, complex multipliers,
complex adders, constant multipliers and shiftstys.

Table 14 shows the comprehensive comparison dfidhgware utilization rate in terms
of the utilization rate of complex multipliers, cpfax adders and complex memory.
Clearly, the proposed architecture achieves thkdsigcomplex multiplier utilization rate
among pipeline architecture (87.5%). Additionalllge proposed architecture maintains
the maximum complex memory utilization ,rate of 100Furthermore, the proposed
architecture, including the constant multiplierashihe highest complex adder utilization
rate of 56.25%. Thus, the purposed architecturéeaeb a higher hardware utilization
rate than RSDF and other well-known pipeline FEFT/IFFT architee in terms of the
utilization rate of complex multipliers;'complexdeds, constant multipliers and complex
memory. Although the R2MDC, R4AMDC and R8MDC arctiitees have the higher
throughput rate (output/cycle) of 2, 4 and 8 thaDFSbased architecture, these
approaches require large hardware requirement, asidomplex multipliers, adders and
memory size, as shown in Table 13. Therefore, thigestigation focuses on the
“hardware-oriented” architecture, in which the lamietic operations can be tightly
scheduled for efficient hardware utilization. Tisimdy demonstrates that the proposed
R4*SDF based pipeline FFT/IFFT architecture has theet hardware cost and highest
hardware utilization. Conversely, the proposed’3BF based pipeline FFT/IFFT
architecture is the most cost-efficient.
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6.4.2 8x8 2-D DCT Comparison

Many DCT implementations exist spanning a broadctsps of architectures,
focusing on different applications. Lex al. [78] presented a highly parallel approach
with high arithmetic cost and high power consumptifor the high-performance
application. The systolic implementation of Lee al. [78] employs the row-column
decomposition to derive the configurable 23N DCT in three steps with each step
implemented in systolic form. This work concentsate high-speed FFT/IFFT/2D DCT
architectures with a throughput rate of at least ontput sample per cycle, targeted for
applications in next-generation handheld devicesdimg a high data-processing rate.
Moreover, the proposed architecture has high cisiesicy and low cost in a portable
consumer device. This subsection lists the hardwegeirement comparison between six
different implementations in terms of the numberreél (complex) multipliers, real
(complex) adders, twiddle factors realization, tétansistor count, hardware complexity,
throughput, internal wordlength, interconnect coexfily and support for triple-mode, as
shown in Table 15. Clearly, the proposed pipelinéS®F-based FFT/IFFT/2D-DCT
processor has the fewest complexrmultipliers® andes&d hardware complexity, an
acceptable throughput rate and moderate intercomoseplexity. Although the number
of the complex adders in the proposed-processgreiater than the designs in [79] and
[80], the total area including complex multiplies still lower than others. The total
number of transistors indicates that the propos=igd achieves the smallest chip cost

among architectures supporting FFT/IFFT mode.
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Table 13 Hardware Cost Comparisons of the Pipelkfet/IFFT Architecture.

Pipeline archit Mult. Complex Complex Complex Equivalent
tecture complexity Mult. adders Memory Size| area in 256
(including points
constant mult))
R2SDF Radix-2 logN-2 2logN N-1 647.5
RASDF Radix-4 logN-1 8logN N-1 513.5
R8SDF Radix-8 logN-1 (24+2T)logN N-1 617.5
R2°SDF Radix-2 logsN-1 AlogN N-1 497.5
R2°SDF Radix-2 2(logN-1) 6logN N-1 655.5
R2MDC Radix-2 logN-2 2logN 1.5N-2 812.6
R2’MDC Radix-Z logoN-2 2logN 1.5N-2 812.6
R4AMDC Radix-4 3logN-3 4logpN 2.5N-4 1308.8
R8MDC Radix-8 7logN-7 | (24+2T)logN|  4.5N-8 2673.2
Proposed | Radix-4 logieN-1 | (8+T)logeN N-1 415.5
R4SDF

Table 14 Hardware Utilization Rate ComparisonthefPipelined FFT/IFFT

Architecture.

Pipeline Utilization rate o|Utilization rate ojUtilization rate o] Throughput
architecture | complex Mult:| complex adderscomplex memory (Output/Cycle)
(ihcluding
constant mult.)

R2SDF 50% 50% 100% 1
RA4SDF 75% 25% 100% 1
R8SDF 87.5% 12.5% 100% 1
R2°SDF 75% 50% 100% 1
R2°SDF 87.5% 50% 100% 1
R2MDC 50% 50% 50% 2
R2°MDC 37.5% 50% 50% 2
R4AMDC 25% 25% 25% 4
R8BMDC 12.5% 12.5% 12.5% 8
Proposed 87.5% 56.25% 100% 1
R4SDF

Table 15 Hardware Requirement Comparison of 8x®ZIT Architecture.

8x8 DCT

Lee etal. [78]
(parallel)

Chang &
Wang [81]

(2D systolic)

Hsiao and Shiue| Rue

[79]

(linear-array)

tz et al. [80]
[82]

Madisetti et al.

Proposed
(R4°SDF)

Real multipliers

28

64

(linear-array)

(parallel MAC)

Real adders

Complex multipliers

134

88

3

8 14

1

Complex adders

9

18 32

26

Twiddle factors Hardwired Hardwired | ROM based LUT ROM based LUT]| Hardwired Hardwired Multiplier
realization Multiplier Multiplier Multiplier & ROM based LUT
Total transistor count  ~ 400 K ~ 340K ~ 105K N/A ~67 K ~60 K
Hardware complexity O(NlogN) O(N) O(logN) O(logN) O(logN) O(logigN)
Throughput 16 8 2 2 4 2
(Output/cycle)
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Internal Wordlength 18 16 16 14 22 13
Interconnect Complex Simple Moderate Moderate Simple Moderate
complexity

FFT/IFFT/2-D DCT No No No No No Yes
triple modes

1 A gate count was determined and the number o§istors was determined by assuming
four transistors per gate.
2 An unknown gate count was indicated by “N/A”

6.4.3 Chip Implementation

Following the functional verification—in the MatlaBnvironment, the 256-point
FFT/IFFT/2-D DCT architecture in which the intermabrd length of the entire design is
13-bit was synthesized by the Design Compiler wi8MC 0.13im CMOS technology.
The floorplan and post-layout were performed byréstThe post-simulation was issued
by NC-Simulator to verify the functionality afteatk-annotation was performed from the
Start-RC extractor. The static timing check carsigmed-off by PrimeTime. Finally, the
power analysis and DRC were conducted using Asaibddd Dracula, respectively. The
core area of the post layout was 0.6mifhe reported equivalent gate count is 60086
gates, which approaches 60k gates. The gate ceageuor each building block is listed
in Table 16. It is obviously that 264 words shifigister dominates the chip cost of
54.58%. The implementation result without the 2DTDiGdicates that the total gate count
decreased to 55.2k.The implementation reports ig1dtudy reveal that the routing cost
penalty incurred by the additional 8x8 2D DCT masesmall. The chip operated at
100MHz, thus satisfying the high throughput reqguieat After the conversion, the
proposed RZSDF design in 8x8 2D DCT mode could provide higinfe rates of 505
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kfps and 1042 kfps for frame sizes of 176x144 ag@x96 (pixef), respectively.
Concerning the speed performance, because thana@ehultiplier operation is easy to
design at a clock rate of 100 MHz or even highwee, groposed architecture can achieve a
high clock rate by simple pipelining techniques fioe involved arithmetic components.
The chip properties shown in Fig.6.9 demonstraé¢ the average power dissipation of
the 256-point FFT/IFFT/2-D DCT design was 22.37mW@IMHz at 1.2V supply
voltage. The layout view as shown in Fig. 39 hasl/®pins, of which eight pins are
power supply pins. The proposed BBDF based 256-point FFT/IFFT/2-D DCT
implementation not only satisfies the system penéoice of DV standards in 8x8 2D
DCT mode, but also achieves the satisfactory resuth 40dB performance in 256-point
FFT/IFFT modes. Additionally, the proposed ‘BBF based 256-point FFT/IFFT/2D
DCT implementation has a low power consumption322nW), and the lowest hardware
requirement of all pipeline architectures. Theseéifigs indicate that the proposed design
is suitable for the highly cost-efficient FFT/IFEZFD DCT triple-mode RSoCs IP for
next-generation handheld devices.
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Mode Selection

256-point FFT/IFFT and 8x8 2D-DCT

Architecture

RASDF pipeline

Technology

0.13um CMOS

Core Size

807(m) x 754(um) = 0.6 mmM

Power Consumption / Freq.

22.37 mW /100 MHz

Accuracy / internal wordlength

40dB in DV standadB-bits

Input/Output/Power Pins #

29/2718

Fig. 39: The layout view and design characteristésproposed pipeline 256-point

FFT/IFFT/8x8 2D DCT processor.

Table 16 The Gate Count Usage of Each Building Bioc

Categories Control Butterfly | Complex Constant |Shift Registers
Cores Multiplier Multipliers
Area 1.3 % 21.74 % 18.9 % 3.48 % 54.58 %
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6.5 Summary

This investigation develops a triple-mode reconfidple pipeline RZSDF VLSI
architecture that supports the 256-point FFT/IFR@ 8x8 2-D DCT computations. The
comparison results demonstrate that the proposé8D¥pipeline FFT/IFFT architecture
has a lower hardware cost and higher utilizatioanttRZSDF and other pipeline
architectures. Following the fixed-point analysie tproposed 256-point FFT/IFFT/8x8
2-D DCT chip design is successfully implemented®.ib3um CMOS technology with an
internal wordlength of 13 bits. This design hasoawer consumption of 22.37 mW@100
MHz at 1.2V supply voltage. These features enshet the proposed reconfigurable
processor design is certainly amenable to the geméeration mobile communications.
The upcoming fourth-generation wireless systemireguhe simultaneous application of
many computing algorithms including MPEG-4 AVC [&&)d Walsh transform [84], in
the same handheld device. The reconfigurable haslware for supporting more

transforms is a significant topic for future work.

116



Chapter 7 Conclusion and Future Work

In this thesis, we focus on the specific ASIC desfgr the effective pipeline
FFT/IFFT processor. Considering the hardware-oaitet architecture for most efficiency,
the specific FFT/IFFT processor not only minimizes computation complexity and area
cost, but also increase the hardware utilizatioe wath an appropriate throughput rate for
different applications. For the purpose of demaisig the effective computations in
different real-time applications, four differentastiards have been considered, which
include DTMF [12-15], MIMO-OFDM WLAN [22, 23], DVBF [27, 28] and next
generation mobile multimedia standards [5-7, 44].

For the high channel density DTMF systems, one remursive DFT/IDFT algorithm
and architecture based on a hybrid of input sttemgtuction scheme, the Chebyshev
polynomial and register-splitting scheme is devisedhis framework. The analyzed
results show that the proposed VLSI algorithm leladhe fewest computation cycle and
the highest throughput rate. Moreover, the propdsEt106-point recursive DFT/IDFT
chip design has been successfully implemented 13 dm CMOS technology and
possesses the power-efficiency:consumption . of /@20 MHz at 1.2V supply voltage
for each channel. These features guarantee thatptbeosed high-throughput and
power-efficient VLSI architecture is ‘amenable.tgththannel density DTMF systems.

For the MIMO-OFDM systent,.we proposes-a hardwarentated approach for high
efficiency to minimize the complex multiplicativeomplexity, area cost and achieve
100% butterfly utilization with an appropriate thghput rate. By adopting the proposed
R8-FFT unit combined with the MAW method, two eifiot serial blockwise type
64-point FFT/IFFT processors are constructing foe £x2 and 4x4 MIMO-OFDM
WLAN systems. For the 2x2 MIMO-OFDM system, the pweed R28MDF design has
the best performance in terms of lowest complextiplidative complexity, appropriate
throughput rate of 2R, highest butterfly utilizatiand the fewest complex multipliers,
when compared with other existing 64-point FFT/IFsibcessor architectures. For the
4x4 MIMO-OFDM system, the proposed R28MDC outperfer existing FFT/IFFT
pipeline processor architectures and has the logaaplex multiplicative complexity, an
appropriate throughput rate of 4R, highest util@atate (100%) of all components and
the lowest hardware cost. According to the IEEE.8D2 standard [23], execution time
for the 128-point and 64-point FFT/IFFT processithw—4 simultaneous data sequences
must be calculated within 3.6 or 418. In total, eight operational modes of the FFTIIFF
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processor are required in the IEEE 802.11n standahe effective reconfigurable
FFT/IFFT processor [73] supports eight operationatles in the IEEE 802.11n standard,
consumes small hardware and little power, is easilged, and is an important topic for
future work

For the long-length based FFT computations, we ldpgewo high effective R&DF
and R4SDF pipeline VLS| architectures that support thengidength FFT/IFFT
computations. The proposed ISDF pipeline FFT/IFFT architecture has lower
multiplicative complexity and higher hardware wdtion rate with smaller cost than
R4*SDF and other pipeline architectures. Followinghwiixed-point analysis in 40dB
AWGN environment, the proposed f8DF and RISDF based 4096-point FFT/IFFT
designs are successfully implemented in Qub® CMOS technology with an internal
word-length of 14 and 13-bits, respectively. Thepmsed RZSDF and RZISDF based
design have a low power consumption of 6.3725 a®@% mW @20 MHz at 1.2V
supply voltage. Thus, these features ensure teapribposed REDF pipeline processor
design certainly meets the high effective VLS| aexdtture.

For the next-generation :mobiley.applications, we etlgys a triple-mode
reconfigurable pipeline RSDF VLS| architecture that supports the 256-poiRTAFFT
and 8x8 2-D DCT computations. The-comparison resigimonstrate that the proposed
R4’SDF pipeline FFT/IFFT architectute has a lower hana cost and higher utilization
than R2SDF and other pipeline architectures. Following fhed-point analysis the
proposed 256-point FFT/IFFT/8x8 2-D DCT chip desigrsuccessfully implemented in
0.13um CMOS technology with an internal wordlength of Ai8s. This design has a
power consumption of 22.37 mW@100 MHz at 1.2V syppbltage. These features
ensure that the proposed reconfigurable processsignl is certainly amenable to the
next-generation mobile communications. The upcomiogrth-generation wireless
system requires the simultaneous application of yrmaymputing algorithms including
MPEG-4 AVC [83] and Walsh transform [84], in thensa handheld device. Then, the
reconfigurable hardware core for supporting moemgforms is a significant topic for
future work. Furthermore, the fixed word-length lgses for each building block to
reduce more hardware cost is also important futowestigations. According to the
comprehensive comparisons and implementation sswe could provide that the
proposed RDFT, R28MDF/R28MDC, B8DF/ R4SDF and Triple-Mode designs
achieve the high effective advantages for DTMF, \DOMDFDM WLAN, DVB-T and

next-generation applications.
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Appendix A
The Transfer Function between 8x8 2D SFFT and 8x8®2DCT

Equation (90) reveals that the 2D DCT resulXfil k2] can be derived from the 8x8 2D

SFFT with a time-domain shift of 1/4 samples.
1 1
77 (N +-)kg (ny +)k,
Yslki, kol = 2 2 y(ng,np) Mg 4 AT 4
n,=0n,=0

7
- 2 y(ny,np) foos¢ XL AW, o jginFalr Am)

n,=0n,=0
[[bOSé!EZ (]:-L-;4n2))+ jsin(rkz (]:-L-;4n2))]

where0 < kq, ko, iy, Ny, < 7. Because the input daygnl,n2) is a real-valued sequence,

7Ky (1 4”1) i

the second half output of the 8x8 2D-shifted SFE&il lse calculated as

7 (K = (ko
Ys[8—kg, ko] = Z 2 y(manp) Wl Wy
n;=0n,=0
1 1
7 8(n, += ) —(n +-)k (ny +=)k
SRR GO L K et
n,=0n,=0

1
—(n+= )k (ny +)k
S-DOY Yy w4 w4

n,=0n,=0

=0T y(mng) Eos(KELAM) - jsin el 4y

n,=0n,=0
[ﬂ:OSé!EZ (]:-L-;4n2))+ jSin(lkZ (]:-L-;4n2))]

According to Eq. (6.2) in the original manuscripkl,k2] can only result from the

. (kg (M4 )k
product of two real parts of the twiddle factong, ~ 4~ and w, ~ 4

7
Xikpkol= 3 3 y(m, np) te0s(LEAM)) (oo (F2E2AMR))

n,=0n,=0
( 8 9 )
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Furthermore, the real value 8%(ky,k;) and the imaginary value ofs(8—ki,kz) can be

written as

7
Re{YS[kl’ kZ]} - Z Z y(nj_ n2) [{I:OS(Tkl(l 64n1)) [tos /kZ (:;64“2))
n,=0n,=0

7k1 (1+ 4n1)) Bm(ﬂ(z (1+ 4n2))}
16 16

sin(

Im{Ys[8—kq,kz]} = Z Z y(ny,no) Esin( 7y L+ 4n1))g; /7k2(1+4n2))
n,=0n,=0 16 16

cos(]kl @+ 4”1)) ans(mz @+ 4”2))}
16 16

The 8x8 2D DCT result can thus be expressed adtaastion of the imaginary value
of Ys(8—ky,k2) from the real value ofs(k,k2) and.

Xlka, ko) =5 {RefYs . k)]~ Im{Ys 8-la. ko)

Only the real value ofs(ky, ko), the imaginary value ofs(8—kj,k;) and the real value of
the input porty(n1,n2) are adopted to obtain the singlfky, ko] in the 2D 8x8 SFFT
based design. However, the:proposed?SBF: design is a complex system. Two
reordered input sequencesyith:,no)}{¥yz(n1,n2)} for two independent real input
sequences ¥ (n;,n2)}1{ xe(n1, Ny)} ‘can~be combined to form a complex input sequence
{ y(n,n2) = yi(ng,n2) + jyo(ny,ny)}, and the double throughput of 2D 8x8 DCT of
{xa(ny,n)}.{ x2(n1,n2)} can be derived by the single 2D 8x8 SFFT comipoma
Consequently, two independent 8x8 2D DCfky ko], Xo[ki,ko] of xi(n1,nz), Xo(Ng,ny),
respectively, can then be obtained as below:

Xqlky, ko] = {ReWs(kl,kz)] Re[Ys(8—ky 8-Ky)I}

—Z{Im[YS(S—kLkz)] +Im[Ys (kg 8-ko)I},

Xalky ko] = %{Im[Ys(kl’ k2)] - Im[Ys 8- k1 8- k2)]}

+2{Rel¥s 8-k ko)) +Relo(k 8- ko)l

Two different 8x8 2D DCT results are obtained frame single 8x8 2D SFFT

computation as above.
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