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On the Design of Low Complexity Iterative Signal

Detection for MIMO BICM Systems

Student: Ting-Che Tseng Advisor: Dr. Wern-Ho Sheen

Department of Communication Engineering

National Chiao Tung University

Abstract

With the advent of digital multimedia,communications era, the amount of the
demand for data stream of subseribes ismincreasing rapidly. The next generation of
wireless communications, such-as802.11n wireless local area networks (WLAN), 4G
mobile communications, may utilize multiple-taput multiple output (MIMO) approach
to enhance data rate. Existing communications-use orthogonal frequency division
multiplexing (OFDM) and bit-interleaved coded modulation (BICM) techniques to
overcome multipath Rayleigh fading channels. Hence, the theme of my thesis is to
design low complexity iterative signal detection for next generation of wireless
communications. We derive the bit metrics based on zero-forcing (ZF) and minimum
mean squared error (MMSE) detector by approximation. Besides, we design low
complexity iterative MMSE detector with turbo principle and propose some methods
of approximation to reduce computation complexity. Finally, we apply them to the
system model of 802.11n Proposal. From simulation results, it proves that using
approximated bit metrics can improve the performance, and employing the
approximation of iterative MMSE detector can reduce the computation complexity

without performance deterioration.
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Chapter 1.

Introduction

With the advent of digital multimedia communication era, such as wireless
local area networks (WLAN), digital audio broadcasting (DAB), digital video
broadcasting television (DVB-T), mobile communications, and video conference,
the amount of the demand for data stream of subscribers is increasing rapidly. The
existing wireless communication systems may not satisfy the users. Increasing the
transmission bandwidth is a method to enhance data rate. However, the available
spectrum is limited and precious so the mean of increasing the transmission
bandwidth to raise data rate is inefficiency. :Recently, advances in coding, for
example turbo code [7] and low: density parity check (LDPC) code [8], are used to
approach the Shannon bound :[9] and .then to enhance the capacity of channel.
Nevertheless, those advances need a high-complexity receiver. Multiple-input
multiple-output (MIMO) technique can enhance the data rate without increasing

transmission bandwidth.

The MIMO techniques use multiple antennas to transmit and receive signals.
The utility of multiple antennas offers extended range, improved reliability, or
higher throughputs. Two main functions of multiple antennas are diversity and
multiplexing. If all transmitter antennas send identical data simultaneously with the
same bandwidth, such as smart antenna based systems or space-time code (STC)
based systems, the systems can provide antenna gain, interference suppression and
diversity gain in a fading channel. Smart antenna based systems may have array of
multiple antennas only at one end of communication link, such as multiple-input

-1-



single-output (MISO) and single-input multiple-output (SIMO). STC based systems,
such as Alamouti code based systems, can provide diversity for MIMO channels. In
my thesis, we focus on the other function of MIMO techniques—multiplexing. In
spatial multiplexing-based MIMO systems, each transmit antenna can broadcast an
independent signal sub-stream at the same time and in the same bandwidth. Using
MIMO techniques with n transmitter antennas and n receiver antennas can increase
n times data rate than those in systems with single-antenna. This technique is going
to be implemented in the growing demand for future high data rate WLAN, WAN,

PAN and 4G systems

In order to overcome fading channel, our system design is based on the
orthogonal frequency division multiplexing (OEDM) and bit-interleaved coded
modulation (BICM) [13] technigues. The two.techniques are widely used in existing
wireless communications, such-as DAB;-DVB; WLAN and wireless metropolitan
area networks (Wireless MAN). OFDM.technigue was proposed in 1967 [12]. Due
to the difficult and expansive hardware implementation of orthogonal multiple
carriers and the lack of digital signal processing (DSP), this technique was not
popular at that time. Until the discrete Fourier transform (DFT) was proposed by
Weistein and Ebert in 1971, people paid more attention to OFDM technique again.
Zehavi used bit-interleaver between encoder and modulator in 1992 [23]. Then the
diversity order of coding could be increased by the minimum number of distinct
coded bits. This technique was called as BICM in 1998 [13]. It has better
performance than symbol interleaver over fading channels with the same coding and

decoding architecture.

Since 1998, there have been more and more papers and documents to discuss
-2-



and analyze MIMO techniques. Telatar and Foschini discuss the fundamental
capacity limits for MIMO channels in [10] and [11], respectively. For MIMO
multiplexing systems, all spatial streams would interfere with one another and be
mixed at the receiver. All signals are not separated easily, especially in correlated
channels. How to separate and detect data from blended received signals is a critical
issue. There are many kinds of detector, such as a maximum likelihood (ML)
detector, a minimum mean square errors (MMSE) detector, and a zero-forcing (ZF)
detector. The main goal in my thesis is to design a low complexity detector. A
MMSE detector is used popularly in MIMO systems. It has higher performance than
the other linear detectors and lower complexity compared to the ML detector. Hence,

we design a detector based on the MMSE criterion for MIMO-BICM systems.

In the paper [14], author -expanded the-BICM-technique to multiple antenna
transmission to obtain its merits inyfading-channels and derived the optimal bit
metrics computations for MIMO-OFBM_BICM systems. It is based on a ML
detector and has more complex computation. In the paper [15], Butler presented the
weight of bit metrics calculation based on a ZF detector. However, the performance
of the ZF detector is poor. Hence, we derive the approximation of bit metrics for
MIMO-OFDM-BICM systems based on popular MMSE detector by Gaussian
approximation. We are going to discuss and analyze the improvement of
performance of MMSE detector with the approximated bit metrics. The second topic
in my thesis is to design a low complexity iterative MMSE detector based on the
turbo principle to improve performance. We derive the bit metrics and coefficients
of a iterative MMSE detector. We propose some methods of approximation to reduce
computation of a iterative MMSE detector. Those methods of approximation can

decrease much computation without deteriorating performance for many iterations
-3-



and long packets.

The reset of this thesis is organized as follows: in chapter 2, we depict our
simulation scenario, channel models, and system architectures. Moreover, we give
the notations for MIMO-OFDM systems and definition of the signal-to-noise ratio
(SNR). In chapter 3, we present the approximation of bit metric calculation based on
a ZF detector and a MMSE detector for MIMO-OFDM BICM systems. In chapter 4,
we design a low-complexity iterative MMSE detector and use some methods of
approximation to reduce the computation complexity of the detector. Finally, we

give some conclusions and future works in chapter 5.



Chapter 2:
System Model

The next generation of wireless local area networks (WLAN), IEEE802.11n, is
based on multiple input multiple output (MIMO) and orthogonal frequency division
multiplexing (OFDM) techniques to provide a point-to-point high throughput
transmission. The working group of IEEE802.11n holds a conference on the odd
months. There are four complete proposals proposed last year by four different groups,
TGn Sync, WWISE, MitMot, and Qualcomm. In the beginning of this year, the
Qualcomm gave up their proposal and joined the TGn Sync group which is composed
of Agere Systems Inc., Intel Corporation, Marvell Semiconductor Inc., and etc.
Mitsubish and Motorola gave up their proposal. (MitMot) and joined the TGn Sync
and the WWISE groups, respectively, Hence, there are tow major groups, the TGn
Sync and the WWISE to compete.in order to make their own proposal to become the

standard of IEEE802.11n.

The physical layer of two proposals of TGn Sync and WWISE are based on the
same MIMO-OFDM systems, but whole system design are different, especially the
preamble format and transmission mode. Here, our simulation platform is based on
version 3 of the TGn Sync proposal to IEEE 802.11n.

Equation Section 2

2.1 Introduction to TGn Sync Proposal

The block diagram of transmitter in TGn Sync Proposal for throughput

enhancement is shown in Fig. 2-1.
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Fig. 2-1:
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Transmitter diagram of TGn Sync proposal for MIMO-OFDM systems in 20MHz

The basic configuration of this proposal delivers a maximum mandatory rate of 243

Mbps with only two antennas. This rate is 5 times the rate of 802.11a/g (54Mbps).

The proposal also includes options for higher rates beyond 600 Mbps. In order to

achieve the higher data rates, the PHY techniques use MIMO techniques with spatial

division multiplexing of spatial streams‘and evolution of 802.11 OFDM PHY. The

proposal uses wider bandwidth options, 40MHz.channelization, to increase data rate.

Timing related parameters is shown in Table 2-1.

2.1.1 Preamble Format

The PPDU format for transmission with 2 antennas in a 20MHz channelization is

shown in Fig. 2-2.

ANT_1

ANT_2

20MHz

20MHz

8us 8us 4us 8us 2.4us 7.2us
—re———Ph¢——hr¢—p
L-STF L-LTF L-SIG HT-SIG HT-STF HT-LTF HT-LTF HT-DATA
I L-STF L-LTF L-SIG HT-SIG HT-STF HT-LTF HT-LTF HT-DATA

Fig. 2-2: PPDU format for 2x20 mandatory basic MIMO transmission




The high through (HT) preamble of TGn Sync proposal is a concatenation of the
legacy preamble (802.11.a) and a HT-specific preamble. The functions performed by
the preamble include start of packet detection, auto-gain-control (AGC), coarse
frequency offset estimation, coarse timing offset estimation, fine frequency offset

estimation, fine frequency offset estimation, and channel estimation.

Parameter Value for 20 MHz Value for 40 MHz
Channel Channel

Ngp : Number of data subcarriers 48 108

Ny : Number of pilot subcarriers 4 6

Ny : Number of center null subcarriers 1 (tone = 0) 3 (tones = -1,0,+1)

N : Subcarrier range 26 58

(index range) (-26 ... +26) (-58 ... +58)

A : Subcarrier frequency spacing 0.3125 MHz 0.3125 MHz
(=20.MHz /'64) (= 40 MHz / 128)

Teer o IFFT/FFT period 3.2 psec 3.2 usec

Tei © Glduration 0.8 isec 0.8 pisec

Tshot = Short Gl duration 0.4 pisec 0.4 psec

Tei2 - Legacy LongTraining symbol Gl 1.6 psec 1.6 psec

duration

Tsym : Symbol interval 4 psec 4 psec

TLone : Long training field duration 8 usec 8 psec

Tur_Long :HT Long training field duration 7.2 psec 7.2 psec

Tsnorr : Short training field duration 8 psec 8 psec

Tht_short : HT Short training field duration 2.4 usec 2.4 psec

Ts : Nyquist sampling interval 50 nsec 25 nsec

Table 2-1: Timing related parameters

2.1.2 Encoder and Puncturing

A mandatory encoder is a convolutional encoder and a optional encoder is a
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low-density-parity-check (LDPC) encoder. In our simulation platform, the transmitter
is implemented by the mandatory encoder. The convolutional encoder should work by
the industry-standard generator polynomials, ¢,=133; and g,=171, , with the

constraint length 7 of the code rate R, = %, as shown in Fig. 2-3.

Iﬁwt Data A

Input Data—* Ty

\\"//_t/;):’r;; Data B

Fig. 2-3: The convolutional-encoder (K=7, R=1/2)

In order to achieve high data rate and different coding rate R, with the same the

industry-standard convolutional encoder, the transmitter would employ a puncturing
method. Puncturing the coded bits is shown in Fig. 2-4 and Fig. 2-5 to reach coding
rate R, =2/3and R, =3/4, respectively. In our receiver design, we choose the soft
Viterbi decoding to decode information bits. However, we use a MAP decoder to

design an iterative receiver.



Punctured Coding (r =2/3)

Source Data Xo | X1| X5

X3
Aj : 7
Encoded Data 4 7 Stolen Bit
Y /Y /A

Bit Stolen Data
(sent/received data)

) A A A5l Azl A A
Bit Inserted Data 0 ! 2 3 4 3 N Inserted Dummy Bit
N ;

Decoded Data

Yo Y1 Y2 | ¥3 | ¥4 ¥s

Fig. 2-4: The bit-stealing and bit-insertion.procedure for code rate R, =2/3

Punctured Coding (r = 3/4)

Source Data Xo | X | X X [ Xy | X X | X5 | X

vy ¢ g
A, AI% A | Ay /)-f A A% /
Encoded Data 7 s 7 /// Stolen Bit
By % By | Bs 7] Bs | Bs A Bs
Bit Stolen Data

(sent/received data)

<
Bit Inserted Data Ao Al &\ As

'T\V As AT&\‘ N\ Inserted Dummy Bit
k nserte umimy bi

Decoded Data v .
0| Y1

et
(]
-t
5
“
-
-
n
-
(=)}

Y7 | Vs

Fig. 2-5: The bit-stealing and bit-insertion procedure for code rate R, =3/4
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2.1.3 Bit Interleaving

In order to overcome the Rayleigh fading channel and avoid any transmitter
antenna fade, this proposal utilizes a space-frequency bit interleaving shown in Fig.

2-6. Coded and punctured bits are interleaved across spatial streams and frequency

tones by two steps— spatial stream parsing and frequency interleaving.

SISO (11a/g)
11a Bit interleaver, 11a Bit interleaver,
> Permutation Permutation I
Operation 1 Operation 2
MIMO 2x . .
11a Bit interleaver, 11a Bit interleaver,
Permutation Permutation >
Operation 1 Operation 2
— parser
11a:Bit interleaver, 11a'Bit interleaver, Frequenc
Permutation Permutation Rotlationy —
Operation 1 Operation 2

Fig. 2-6: Bit interleaver for MIMO systems’in TGn Sync proposal

Spatial stream parsing uses a round-robin parser to parse coded and punctured bits to

multiple spatial streams, defined by

s=max {Ngps. /2,1} (2.1)
where N, is the number of bits per subcarrier and s is the number of QAM bit
order values. The parser sends consecutive blocks of S bits to different spatial

streams.

The second step is frequency interleaver based on the 802.11a interleaver with
certain modifications. It can be divided to three permutations.

The first permutation is defined by the rule
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i =Ny, x(kmodN

row

+floor (k /N , k=0,1,...,Nggps —1 2.2)

column ) column )

where Ngos 1S the number of coded bits per OFDM symbol.

The second permutation is defined by the rule

j=sxfloor (i/s)+(i+ Negps — 100 Ny, X1/ Negos ) )mods,

i=0,1,..., Nggps —1 (23)
where s is determined by s = max(N g /2,1)
The third permutation is defined by the rule
r=(i—((2xis)mod3+3xfloor (i /3))x Ny x Ngpsc ) m0d Negps 240

j=0,1,...,Nggps -1

where i =01,...,Ng —1 is the index of the spatial stream on which this interleaver

is operating.
Channelization 20MHz 40MHz
Total # of Streams 1 2 3 4 1 2 3 4
1% stream 010 0 0 0 |0 0 0
3 . 2" stream 29T 22 58 |58 |58
S £ 3%stream 1 |1 29 |29
E e 4" stream 33 87

Table 2-2: Frequency rotation

2.1.4 Signal Mapping

The signal of OFDM subcarriers should be modulated by BPSK, QPSK,
16-QAM, or 64-QAM with the gray labeling. It is the same as the modulation scheme
of the standard of IEEE802.11a. The constellations of BPSK, QPSK, and 16-QAM are

shown in Fig. 2-7. The constellations of 64-QAM is shown in Fig. 2-8.
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BPSK Q) ) 16-QAM QA bob;b, by
1 0
1 00 10 0110 1110 10 10
0 1 L L +3** L ] [ ]
-1 +1 I
~if 0011 0111 1111 10 11
L ] L ] _1‘— L ] L ]
—SI —1{ +1I +§‘ b]:
QPSK 0001 0101 1101 1001
Q‘ bObl L] [ ] i L] [ ]
01 11
. il L]
00.00 0 1_00 1 1.00 10.00
] 1 ’I -
00 10
L ] _1— [ ]
Fig. 2-7: BPSK, QPSK, and 16-QAM constellation bit encoding
000 100 001 100 011100 010100 |110100 111100 101100 100100
{ ] L ] L ] [ ] _H:— [ ] [ ] L ] L ]
000 101 001101 011101 010101 |110101 111101 101101 100101
{ ] L ] L ] [ ] +5—— [ ] [ ] L ] L ]
000111 001111 oOI11111 o0l10111 |110111 111111 101111 100111
L] L] [ ] L ] +3—— [ ] [ ] L ] L ]
000110 001110 011110 010110 | 110110 111110 101110 100110
L] L] [ ] L ] +1** [ ] [ ] L ] L ]

— — — — = e - - b—I
000010 001010 011010 010010 |110010 111010 101010 100010
L ] [ ] [ ] [ ] _1** L ] [ ] [ ] [ ]
000011 001011 oO110I1 oOl10011 |110011 111011 101011 100011
L ] [ ] [ ] [ ] i L ] [ ] [ ] [ ]
000001 001001 011001 010001 |110001 111001 101001 100001
[ L] L] L] 5T L] L] L] L]
000000 001000 011000 010000 |110000 111000 101000 100000
[ ] [ ] L] L] AT L] L ] [ ] [ ]

Fig. 2-8: 64-QAM constellation bit encoding
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2.2 MIMO Channel Model

The block diagram of the MIMO indoor channel model proposed by IEEE802.11

TGn is shown in Fig. 2-9.

Path loss
— Shadow
Tapk - - ‘L First Second
TX #1 g > & : ' - . " L= h,,(KT)
Rx " jF i interpolation 1 interpolation 1
X -AWGN Iilgil )
i : Path loss
Wi | LOS ] [ Fluorescent lights | Shadow
N = SN 31|  —me— . Y e o
Tx #1 y 8 »S "y Linterpolation | " ® interpolation [ M2(KT)
Rx#2 L[ AWGN ® 3 .
5 | LOS | | Fluorescent lights | Path loss
IEEEI Eﬁl J-1 S| (POR] Shadow
T
Tx #2 (t‘ > & DD interpolation > =®—-I — h,,(KT)
Rx #1 - ‘F A A .
F}-o i
= [Los | [ Fiuorescent lights | r
Tapk -_’-_1
o Ht i =
Rx #2
Bell_shape 1
Bell_shape_spike
init_fading_time.m example_MIMO.m

Fig. 2-9: The block diagram of the MIMO channel model

There are six channel models defined in IEEE 802.11n document [29] for next

generation of WLAN. The properties of these channel models are shown in Table 2-3

and Table 2-4. K-factor for LOS conditions applies only to the first tap, for all other

taps K=—oo dB.
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Model Conditions K-factor RMS delay # of clusters
(dB) spread (ns)
A (optional) LOS/NLOS 0/ -0 0 1 tap
B LOS/NLOS 0/- 15 2
C LOS/NLOS 0/- 30 2
D LOS/NLOS 3/-0 50 3
E LOS/NLOS 6 /-0 100 4
F LOS/NLOS 6 /-0 150 6
Table 2-3: Summary of model parameters for LOS/NLOS conditions.
New Model dsp (M) Slope Slope | Shadow fading | Shadow fading
before after std. dev. (dB) std. dev. (dB)
dep dep before dgp (LOS) after dgp (NLOS)
A (optional) 5 2 3.5 3 4
B 5 2 85 3 4
C 5 2 3.5 3 5
D 10 2 35 3 5
E 20 2 35 3 6
F 30 2 35 3 6

We choose channel model B for our simulation environment. There are 2 clusters

Table 2-4: Path loss model parameters

shown in Fig. 2-10 and 9 multipaths in channel model B. The power delay profile of

channel model B is shown in Fig. 2-11. The cumulative distribution function (CDF) of

channel model is shown in Fig. 2-12. The channel model B is a multipath Rayleigh

fading channel with the speed of pedestrian v=1.2 km/hr.
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Cluster 1

Cluster 2

Tx Antennas

Rx Antennas

Fig. 2-10: Multipath MIMO channels with two clusters

Power delay profile (PDP) in channel model B
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-11: Power delay profile (PDP) in channel model B

Fig. 2
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cdf of Channel Model B
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Fig. 2-12: CDF of channel model B

The fading characteristics of the indoor wireless channels are very different from
the mobile case. Transmitter and:receiver are stationary and people are moving
between them in indoor wireless systems, but the user terminals are often moving
through an environment in outdoor mobile systems. Therefore, a new function S(f)
can be defined as (2.5) for indoor scenario to fit the Doppler power spectrum

measurements. (in linear values, not dB values):

S(f)=[1+A(f/fd)2T (2.5)
where A is a constant, used to define the 0.1S(f), at a given frequency f,, being the
Doppler Spread.

(S(f))‘f:fd =0.1 (2.6)
where

o fy :V7°: the Doppler spread
« v, is the environmental speed (default value is 1.2 km/hr)

e A= fi: the wavelength

c
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» C: the light speed  « f_: the carrier frequency

S(f) issimilar to the “Bell” shape spectrum, as shown in

-10dB

Fig. 2-13: “Bell” shape Dopplerpower spectrum

f .. 1S the maximum frequency. component of the Doppler power spectrum.

max

2.3 Signal-to-Noise Ratio (SNR) Definition

The signal to noise ratio is defined as the ratio of the signal power in the
aggregate of the -10dB signal bandwidths divided by the noise power in the aggregate
of the -10dB signal power bandwidths. In addition, the signal power at the receiver is
the sum of signal powers from all the transmitter antennas for MIMO systems.
(ZPO)/N.

Channel Gain=E T
> RG)

(2.7)

where

« P (j) is the received signal power at j" receiver antenna

« P(j) is the transmitted signal power at j" transmitter antenna
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2.4 Notation of MIMO-OFDM Systems

The notations of MIMO-OFDM transmitter is shown in Fig. 2-14.

where

« b,: the n"information bit
- ¢,: the n"coded bit
- ¢P: the n"interleaved bit at the p" transmitter antenna

- §).: the modulated signal at the k™ subcarrier and the /"OFDM symbol
at the p™ transmitter antenna

» 5, (t): the transmitted signal at time t at the p"transmitter antenna

«pe{l,---, N;}: the index of transmitterantenna

« n : the index of bit sequence

« / : the index of modulated symbol sequence
« t : time index

« N; : the number of transmitter antennas

« L, : the number of information bits b,

oL = %  the number of coded bits ¢, where R, = is code rate

Mo

« L,=[—=1: the number of interleaved bits & per tx antenna

LC
NT

« K=52 : the number of OFDM subcarriers

. L= rKII(;—CMT : the number of OFDM symbols per tx antenna for M -QAM
-10Q,
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TN 11a w
Frequency
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F
Frequency gﬂ;ﬁgﬁy Mapping IFFT/GI
Data Interleaver
Stream CoEvquc’;mnal Parser
{b }Lb-l ncoder

5, (0)

i 1 I=L-1k=K |
| {C p}LC | {§ P } s |
n)n=0 {C }Lc-l i "n=0 b)zok=0 |
n | | :
n=0 /
11a Frequency
Frequency Rotation
N Interleaver
N b
Bit-Interleaver Cn 0
n=

Fig. 2-14: Notations of a MIMO-OFDM transmitter
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The notations of MIMO-OFDM receiver is shown in.Fig. 2-15

Aot

L ! |
Bit | : [
Metrics =i Deinterleaver |

! I
|
! j

n(t)

Viterbi
Calculation | Decoder
|

N~

Remove GI
FFT

Channel
Estimation

Fig. 2-15: Notations of a MIMO-OFDM receiver

where

« 1, (t): the received signal at time t at the q"transmitter antenna

- 7. the modulated signal at the k™ subcarrier and the ¢"OFDM symbol
at the g transmitter antenna

- §P, - the detected signal at'the k" subcarrier and the /"OFDM symbol
from the p™ transmitter-antenna

. A(Cn” ): the a posteriori log likelihood ratio of €”
. A(cn ): the a posteriori log likelihood ratio of deinterleaved bit c,
« b, : the n"estimated information bit

«ge{l,--, Ng}: the index of receiver antenna

« N: the number of transmitter antennas

-20 -



Chapter 3:

Linear Multi-Stage Detection

This chapter considers MIMO-OFDM systems with bit-interleaved coded
modulation (BICM) [7]. The maximum likelihood (ML) receiver has higher
computation complexity. Therefore, we design a low-complexity receiver with a
linear detector based on zero-forcing (ZF) and minimum mean squared errors
(MMSE) algorithms. Here, we propose how to calculate the bit metrics for BICM on
a ZF receiver and an MMSE receiver.

Equation Section 3

3.1 Bit Metrics for BICM

BICM technique is suited to-‘multipath fast-fading channels, then the
sub-channels of OFDM systems “with._bit-interleaver can be approximated as
independently fast-fading. For better performance, the decoder is implemented by
soft Viterbi decoding. Because bit interleaving is applied to the encoded bit before
the M-QAM modulator, maximum likelihood decoding of BICM signals would

require joint decoding and demodulation. According to the MAP criterion, estimate

. ~plt th
the coded bit sequence {cf}nzO at the p" sub-stream by

(ér) =ar0 max o 1)1

{C"p }:o

Loy f=Llk=KAL
Al @)

Thus, all possible coded and interleaved bit sequences would be calculate in (3.1).
Zehavi proposed a decoding scheme in [23] to compute sub-optimal simplified bit

metrics to be used inside a Viterbi decoder for path metric computation.
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Define the bit metrics of coded and interleaved bit C“}fk,m for BICM system by

ignoring the noise color, i.e., assuming the real part and the image part of noise are

independent.

p |:cé‘p,k,m :1‘ y/,p,k }

A(Chm)EIn| — - (3.2)
( ) p |:C4p,k,m :O‘ Vii }
We redefine coded and interleaved bit Cnp to be Cgp’k,m ,
C/im=Cr (3.3)

Interleaved coded bit sequences

________ 4y AR P — AP IFP ~ P
Coa Cy Com Cn+M#-1 Cn+|\/| #
Every log, M coded bits tosmap.a modulated symbol

........ ;P ~ P il AP _EP ~P
Cﬁ,k—lM#—l CE,k,O Cf,k,m CE,k,M#—l Cz,k+1,0

where M*=log, M

Fig. 3-1: To group M interleaved-coded bits to map a modulated symbol for MIMO-OFDM systems

where

+n=/¢-K+k-log,M +m,

«me(0,--+,log,M -1), the bit index of constellation
«e(0,++,Ls -1 ), the OFDM symbol index

«k e(0,---,K-1), the subcarrier index

C[p,k‘m is the coded bit in the m"bit mapped onto a M-QAM symboly ,at the

k™ subcarrier, at the /" OFDM symbol, and at the p" sub-stream. Because the
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. . . R . 7 P
computation of bit metrics of coded blth,k,m depends only on detected signal y/g,k at
the k™ subcarrier, at the /" OFDM symbol, and at the p" sub-stream, we can ignore

the subcarrier index k and the OFDM symbol index ¢ .

Let Con=C/«m.¥"=¥/ and the bit metrics of € is

Ach)2 In[M] (3.4)

v e[e=oly]

A posteriori probability log likelihood ratio (LLR) can be shown as

n| L0 (3.5)

where

« WO the subset of all symbols with €2 =1

« WO the subset of all symbols with'¢?=0

By the Bayes rules,

> ofe=rlyr]) [ X olwler=v]olsr=v]

=p® —p®
In| £=2n =In| £n (3.6)

y=v{ =y
Because all symbols on the constellation are transmitted with equal probability, then

equation (3.6) can be modified to

2 els=vlr]) [ 3 e[5fer=v ]

=y —p)
In| =2 =In| Lo (3.7)

—w(0 (0
y=r) y=r

By equations (3.5) and (3.7), the bit metrics is equal to
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A(C”)=In vy (3.8)

Sub-optimal simplified LLR can be reduced by the log-sum approximation

In(ij max(ln ) (3.9)

The log-sum approximation is a good approximation if the summation in the
left-hand side of equation (3.9) is dominated by the largest term. Then, at high
signal-to-noise ratio (SNR), the bit metrics can be approximated by the log-sum

approximation, see

(3.10)

3.2 ZF Criterion

In this section, use ZF approach to"detect signal. Because the MIMO-OFDM

systems is used in the indoor WLAN scenario, we can assume the MIMO channel is
multipath quasi-static Rayleigh fading channel. The frequency response H, of

MIMO channel in the k™ subchannel of OFDM systems is defined as.

Hl,l . H 1Ny
k k
H,=| : H® (3.11)
HNR,l . HNR,NT
k k

The transmitted signal vector before IFFT/Gl is defined as S,k
T
~ _[al &N
Sik= [Se.kv iSix ] (3.12)

The received signal vector after FFT/remove-Gl is defined asT,
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T
=~ _[&t =N
= [rz.k ST ]
And the received signal vector after FFT/remove-Gl can be represented as
r, =H,s, +n,

~  _rxl ~N . . .
where n,, =[fi;,,---,, 7] is the received noise vector.

Define the coefficient of the linear detector in the kK™ subchannel is

1Ng

gl'l g

k k
. N H

GEF: : gkpq : and gk:I:ng,ly...’gkpyNR:I

Nr Ng

g:‘T 1 ces gk
To detect signal at the p™ sub-stream based on the zero-forcing criterion.
ZF criterion: G H, =1
So,
ELE R
GEF:[(Hk) Hki| H;
Then, the output signal of the ZF.receiveris

~ _~ZF TR ZF ~
Y =G 1, =G Hs,, +G,'n,,

Assume there is perfect channel estimation. Then the detected signal vector is

~ o~ ZF ~
Yo =S, tG . n,,
where

~ _[aot <N 17
y“_[ye.k""’yﬁ.k :|
3.2.1 Approximation of Bit Metrics
Observe the p" sub-stream detected signal S/Jfk ,
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H
GP —&p A
yé.k_sf.k+(gk) n,,

(3.20)

The received noises ﬁjk,"-,ﬁ(’\.‘; are statistically independent and identically

distributed complex Gaussian random variables with zero mean and variance ;.

Define over all noise term in the equation (3.20) is

H
P — (P = —qhlxl p,Ng &N
Zf.k—(gk) n,, =g, "Nyt +g "Ny

(3.21)

Then Z[, is still a complex Gaussian random variable with zero mean and

variance o, .
Lk

2 2
2 p,l 2 p,N 2
Oy _(gk ) Gﬁ%k+m+(gk R) T =0

Zik

=1

where

E =lEpn"
_.“_O-ﬁ;“R_O-~

2
D 1
K

Nk
Then the detect signal is shown as
Y =S/ FZ/),
The conditional pdf of VXK is a complex Gaussian distribution,

§4F.)k:'//): < EXp{Gzpl (yz?k_‘//)z}

p ( ¥/

T Ik

5P
Lk

By the equation (3.10) and (3.24), the bit metrics¢/, , is equal to

—1 (gP 2
max exps (Y5 v)
m Iy

A(ka,m):ln
max exp{ ;1 (y{pk_ l//)z}
=y Jfﬁk )
. E{_J‘L‘i@) (95 w) + min (72, V/)Z}
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Then, define the coefficients of bit metrics¢/, , for BICM

p— 1 — 2 J p,q2 :
Wi=—= aﬁZl\gk | (3.26)
P &=

By the way, the signal-to-noise ratio of §!, is

_ E{‘ge?k‘z} B o’

SNR= = S (3.27)
E{ zﬁkz‘} O'ﬁz-i gkp'qr
g=1

So the coefficient of bit metrics¢/, , for BICM is directly proportional to the

signal-to-noise ratio of detected signal §;, .

3.2.2 Simulation Results

Our simulation platform is based-on-the-proposal of TGn Sync. The signal
bandwidth (BW) is 20MHz. The transmitter.and receiver use 128-points IFFT and
FFT, respectively. The antenna spacing in the transmitter and receiver are equal to
0.5 wavelength. The decoder uses soft Viterbi algorithm to decide information bits
with trace back length of 128. Assume there are perfect synchronization in the
receiver, i.e. without frequency offset, clock offset, and phase rotation. The channel
is well-kwon in the receiver. There are 8000 information bits per packet. There are at
least 500 packet errors down to 1% packet error rate (PER) or a total of 10,000

packets in our simulation. The detector design in this section is based on the ZF
1
criterion. Compare the equal weight W} =1and weighted ng:[azzp} of bit

metrics calculation.
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Casel: Channel B of IEEE802.11n, 2x2

From the simulation results Fig. 3-2 and Fig. 3-3, we can discover that the

performance of weighted coefficients for bit metrics computation is much better than

=0.1.

those of equal gain. There are about 4~5 dB improvement under the PER

x2 (perfect CSl) ZF Detector

PER vs.SNR_dB Ch-B2

3/4

c

—#—QPSK,R_

QPSK,R_=1/2

—@—BPSK,R_=1/2

27 28 29 30

19 20 21 22 23 24 25 26

10 11 12 13 14 15 16 17 18

9

SNR_dB

Fig. 3-2: PER of bit metrics calculation with equal and weighted coefficients by ZF detector for

2x2

BPSK and QPSK in channel B,
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-B2x2 (perfect CSl) ZF Detector

SNR_dB Ch

PER vs.
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40
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Fig. 3-3: PER of bit metrics calculation with.equaliand weighted coefficients by ZF detector for

16-QAM and 64-QAM.in.channel B, 2x2
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Fig. 3-4: BER of bit metrics calculation with equal and weighted coefficients by ZF detector for

BPSK and QPSK in channel B, 2x2
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-B 2x2 (Perfect CSIl) ZF detector

BER vs. SNR_dB Ch

=3/4 |

c

—— 64-QAM,R
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Fig. 3-5: BER of bit metrics calculation with.equaliand weighted coefficients by ZF detector for

16-QAM and 64-QAM.in.channel B, 2x2

3.3 MMSE Criterion

In this section, use MMSE approach to detect signal. It is similar to a ZF

static Rayleigh fading

receiver. Assume the MIMO channel is multipath quasi

channel. The received signal vector after FFT/remove-Gl is defined in (3.14) and the

¥, of MMSE detector is defined as

output signal vector

(3.28)

— (~MMSE
=G, T,

Yok

Now, base on the MMSE criterion to minimize the error of the detected signal

S/k

vectory,, and a transmitter signal vector

(3.29)

]

MMSE ~
ko Lo Sex

o

min E
MMSE

k

=arg

|

2

Sik

yé.ki

|

=arg min E
E/IMSE

MMSE
k

G



See Appendix A, assume the energy of signal is equal to 1.

Then, the coefficients of an MMSE detector is

GEAMSE:(Hk)H [Hk (Hk)H +orly, T (3.30)

n

3.3.1 Approximation of Bit Metrics

Observe the p™ sub-stream detected signal VXK ,

7%,=(g?) hisp+(gf)" Lzhdszk}(gs)” (3.31)

i=p
where we define h/ isthe " column vector of H,
hi=[H e H Y (3.32)

Because (g,f)H h) =0, for any j, there are co-antenna interference iz,
5 H i
il =g (Zhdsﬂ} (3.33)
i=p
In [21], H.V. Poor and S.\erdu show that the MMSE estimate approximates a

Gaussian distribution. Hence, the co-antenna interference and noise are considered

. . P . . . .
together as complex Gaussian noise £, with Gaussian approximation.

Z} :(gf)H (Zhdgzj.kJ"'(gf)H n,, (3.34)

i*p

. . . P .
The variance of complex Gaussian noise £, is

of, =E {\z;’k \2} =E (3.35)
' j=p

(g7)" [Zhdﬁz.k}(gﬁ)'*ﬁg.k

Dueto §,,,---5)y and A ,---,A)® are statistically independent,
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() 1!

2 _ 2
O-Z,P_k_o-siz

i=p

2 Ng 2
+og > g (3.36)
q=1
Then the detect signal is shown as
0 — (P \ hpap 150
Yix= (gk ) h, S, *+Z;, (3.37)

The conditional pdf of VXK is a complex Gaussian distribution,

p(y(/?k ‘g(/‘.)k :l//): L exp{azl (yz?k_(glf)H hsl//)z} (3.38)
zlo., ‘

B 2y
Lk

By the equation (3.10) and (3.38), the bit metrics¢/, , is equal to

may e><|0{gz1 (yﬁk(gk" ) ha) }
'//_lpm pr.k

A(Cﬁ?k,m)zln H 2
max exp{(,;j (Yﬂ—(gi’ ) ha) } (3.39)
2 2
| ol P (|

Tonormalize ¥/) by dividing (gf)th,
. . A " 1
Chayh|(e2) ne | =shoan (g8) " n (3.40)

Then, the bit metrics is

A(Em) =G—2{— min (&5 v ) + min (&7~ w)z} (3.41)

The coefficient of bit metrics¢’, , for BICM in MMSE detector is

k,m

2

p\" hP 1
wgi:‘(g;#:\(gf)'* h? z[asz (g2)" ] +oz i\gf’ﬂ 342)
2 j=p g=1

By the way, the signal-to-interference-and-noise ratio of S/ﬁk IS
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2
2

Os

(&) n;

(g2) " n! ro? _i‘gp,qr
k fi = k

e st |
SNR= =

E {‘Z"sz‘} ol z

i=p

(3.43)

So the coefficient of bit metricsﬁfkym for BICM s directly proportional to the

signal-to-interference-and-noise ratio of detected signal §;, .

3.3.2 Simulation Results

Our simulation platform is based on the proposal of TGn Sync. The signal
bandwidth (BW) is 20MHz. The transmitter. and receiver use 128-points IFFT and
FFT, respectively. The antenna spacing.injthe transmitter and receiver are equal to
0.5 wavelength. The decoder uses'soft Viterbi algorithm to decide information bits
with trace back length of 128:-Assume there are- perfect synchronization in the
receiver, i.e. without frequency offset, ‘clock offset, and phase rotation. The channel
is well-kwon in the receiver. There are 8000 information bits per packet. There are at
least 500 packet errors down to 1% packet error rate (PER) or a total of 10,000
packets in our simulation. The detector design in this section is based on the MMSE
criterion. Compare the performance of equal and weighted coefficients of bit metrics

calculation. The SNR is defined in chapter 2.
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Casel: Orthogonal AWGN channel, 2x2

The signal is transmitted through the AWGN channel with orthogonal MIMO

channel.

(3.44)

From Fig. 3-6, we can find that the performances of bit metrics calculation with

equal and weighted coefficients are almost the same. That’s because the frequency

response of all subchannel are equal.

PerfectCSI| (AWGN)

PER vs. SNR_dB

é

—— BPSK,RC=1/2
QPSK,R _=1/2

1/2

—&— 16-QAM,R _=3/4

c
c

—#%— QPSK,R_=3/4
—=m— 16-QAM,R

c

—4\— 64-QAM,R_=2/3

=SINR |

—W

1 1213 14 15 16 17 18 19 20

10
SNR_dB

Fig. 3-6: PER of bit metrics calculation with equal and weighted coefficients by MMSE detector in

AWGN channel, 2x2
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BER vs. SNR_dB PerfectCSI (AWGN)
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Fig. 3-7: BER of bit metrics calculation with,equal and weighted coefficients by MMSE detector in
AWGN channel; 2x2

Case2: Channel B of IEEE802.11n,:2x2

From Fig. 3-8 and Fig. 3-9, we can find that the performance of weighted gain
for bit metrics computation is better than those of equal gain. There are about 1dB
improvement for BPSK and QPSK, about 3dB improvement for 16-QAM and about
4dB improvement for 64-QAM under the PER=0.1. Compare to ZF detectors, the
improvement of MMSE detects is smaller than those of ZF detector, especially for
lower modulation. That is because we use the Gaussian approximation in MMSE
detector. Then in the low modulation scheme and fewer sub-streams, the Gaussian

approximation of interference is loose.
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Fig. 3-8: PER of bit metrics calculation with equal'and-weighted coefficients by MMSE detector for

BPSK and QPSK.in.channel.B, 2x2

-B2x2 (Perfect CSI) MMSE Detector
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Fig. 3-9: PER of bit metrics calculation with equal and weighted coefficients by MMSE detector for

16-QAM and 64-QAM in channel B, 2x2
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-B 2x2 (Perfect CSl) MMSE detector

BER vs. SNR_dB Ch
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Fig. 3-10: BER of bit metrics calculation with,equal ‘and weighted coefficients by MMSE detector for

BPSK and QPSK.in.channel.B, 2x2

-B 2x2 (Perfect CSI) MMSE detector
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Fig. 3-11: BER of bit metrics calculation with equal and weighted coefficients by MMSE detector for

16-QAM and 64-QAM in channel B, 2x2
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0.1. Compare to case2, the

(Perfect CSI) MMSE Detector

PER vs. SNR_dB Ch-B2x3

SNR_dB

BPSK and QPSK in channel B, 2x3

-38 -

In this case, the receiver uses three antennas to receive signal. From Fig. 3-12
and Fig. 3-13, we can find that the performance of weighted gain for bit metrics
computation is better than those of equal gain. There are smaller than 0.5dB
improvement for BPSK and QPSK, about 1dB improvement for 16-QAM and about
receiver in the case3 uses more receiver antenna than those in case2, and then the
receiver has more diversity gain. Therefore, the weight for bit metrics is close to

1.5dB improvement for 64-QAM under the PER

Case3: Channel B of IEEE802.11n, 2x3

equal.
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Fig. 3-12: PER of bit metrics calculation with equal and weighted coefficients by MMSE detector for



-B2x3 (Perfect CSI) MMSE Detector
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Fig. 3-13: PER of bit metrics calculation with.equal iand weighted coefficients by MMSE detector for

2x3

16-QAM and 64-QAM.in.channel B
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Fig. 3-14: BER of bit metrics calculation with equal and weighted coefficients by MMSE detector for

BPSK and QPSK in channel B, 2x3
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-B 2x3 (Perfect CSIl) MMSE detector

BER vs. SNR_dB Ch
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Fig. 3-15: PER of bit metrics calculation with.equal iand weighted coefficients by MMSE detector for

16-QAM and 64-QAM.in.channel B, 2x3
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Fig. 3-16: PER of bit metrics calculation‘with equal .and.weighted coefficients by MMSE detector for

BPSK and QPSK:in:channel B; 3x3
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Fig. 3-17: PER of bit metrics calculation with equal and weighted coefficients by MMSE detector for

16-QAM and 64-QAM in channel B, 3x3
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24
16-QAM and 64-QAM in channel B, 3x3
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Fig. 3-19: BER of bit metrics calculation with equal and weighted coefficients by MMSE detector for



Compare MMSE and ZF detector in channel B of IEEE802.11n, 2x2

Case5
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Fig. 3-20: PER of bit metrics calculationwith weighted cogefficients by MMSE detector and ZF

detector for BPSK and QPSK: in channel B, 2x2
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Fig. 3-21: PER of bit metrics calculation with weighted coefficients by MMSE detector and ZF

detector for 16-QAM and 64-QAM in channel B, 2x2
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3.4 Conclusions

In this chapter, we derived the approximation of bit metric for MMSE detector
and ZF detector, respectively. We analyze the performance of bit metric calculation
with equal and weighted coefficients for the MMSE detector and the ZF detector
There are about 3~4dB improvement by using weighted coefficients compared to
equal coefficients. But in the lower modulation scheme, the Gaussian approximation
of the interference would be loose. Hence, the improvement for BPSK and QPSK is
only about 1dB in the MMSE detector. By the way, the ZF detector has noise
enhancement so the performance of MMSE detector is better than those of ZF
detector about 1~4dB, especially at lower. SNR. At high SNR, the performance of

the ZF detector is close to those of the MIMSE:tletector.
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Chapter 4.

Low-Complexity Iterative Detection

Under the condition that the transmitter architecture is of no change and the
receiver only uses available received signals, this chapter utilizes an iterative method
to improve the performance of MIMO BICM systems. The receiver joints signal
detection and soft decoding with turbo principles to suppress the strong co-antenna
interference in MIMO systems. The receiver returns soft information of the MAP
decoder back to the multistage detector to enhance the ability of detecting signals. The
subchannel, i.e. subcarrier, of MIMO-OFDM system has constant channel gain on the
multipath Rayleigh fading channel, FThe"MIMO-OFDM receiver detects signals per
subcarrier. It is similar to the receiver of MIMO' Single-Carrier system on the flat
fading channel. Here, our propased algorithm can be used for general MIMO systems.
It is more convenient to me to“.depict our proposed algorithm for MIMO BICM

systems. The block diagram of MIMO transmitter structure is shown in Fig. 4-1.

1Ll
e Ve
o
Lo -

Space-Time ~pl ¢
Bit-Interleaver Cn n=0

Mapping
~N '-6'1 aNy bt
n=0

n

Fig. 4-1: AMIMO transmitter
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where

«pe{l,--, N;} transmitter antenna index

« n : bit sequence index
« t : symbol sequence (time) index
« N; : the number of transmitter antennas

« L, : the number of information bits b,

o L.= %  the number of coded bits ¢,, where R_=% is code rate

Ny

« L,=[—=1: the number of interleaved bits ¢ per tx antenna

LC
Ny
L

. L§: r
log,M

] : the number of symbols §” per tx antenna for M -QAM

The MIMO channel is shown in Fig. 4-2.

13
{gl}Lg'l Q,,,,,,HL 7777777 > {rl}Lg-l
t t:0 \\ /// t tIO

: 5 2 ﬁl Led
[ {t}t:o ~q) 1
e | SR
tJi=0 ¢ H LN . t=0
/t/ N 4
/ [ ]
°

The received signal is

Fd— a.p &P LRP g S
t Ht t +nt = L _Htst +nt
p=0
where
11 1,N
H, o HMEM
cassume H,=| : : e C"™ s a flat Rayleigh fading channel
Ng 1 Ng N
Ht R Ht R NT

- 46 -
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The block diagram of MIMO iterative receiver architecture is shown in Fig. 4-3.

1 Ls-1
\/{rt }t:c D Le-1 {ﬂ,e (Cp)}Le-l

9} 6 1

g bt - | \ )
{rt } 0 —}: Bit Metrics \ Deinterleaver I
t=0 DeMUD l ] J } ~
\; _____ _4 o o y b
\/ )

Decoder
(BCJR)

m——————

Lﬁ-li\ Interleaver :F HL/;F iAO (Cn )} nLC;
)}n:O o { Zoe (Cn )} °
n=0

Fig. 4-3: AMIMO iterative receiver

The index i and o denote the log likelihood ratio (LLR) associated with the inner

detector and outer decoder, respectively. And the superscripts a and e denote a

priori (intrinsic) information and extrinsic information, respectively. 72'(0) is an

interleaver function.

This chapter is organized as follows: In the section 4.1, to describe the optimal
detector based on MAP algorithm and MAP (BCJR) decoder. In the section 4.2, to
provide the suboptimal low-complexity linear detector based on MMSE algorithm,
and we propose four approximations to reduce the computation complexity of

iterative MMSE receiver. Finally, in the section 4.3, the performances of various
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iterative MMSE receiver schemes proposed in this chapter are examined.

Equation Section 4

4.1 Optimal Receiver Based on MAP Algorithm

Assume MIMO channel is an flat quasi-static Rayleigh fading channel matrix H.

The received signal £° at the q" receiver antenna at time t is

rtq:z th,p '§tp+ﬁtp (4.1)

~ < ~ N x1
r,=H,5,+n, € C™ (4.2)
t] 8] oW HE
wheref, = | ,§,=| ! | , A= % |andH= : : e CNwMr
I':tNR §tNT ﬁtNT HtNR,l . HtNR,NT

How to design an optimal recéiver=for MIMO system is to maximize a posteriori

probability of information bit b, with‘all'received signal vectors.

i) @3

b,=arg max { p [bn

b, <(0.1)

Define a posteriori log likelihood ratio of b, as

| . [ ool
a posterior LLR: A .. (b,)21In — (4.4)
p|:bn :O { t}tio :|
Detect information bitb,
bn =1 ' If Aoptimal (bn ) 20 (4 5)
bn :0 ! If Aoptimal (bn)< O .

By the total probability theorem, the a posteriori probability ofb, can be shown as

olofrn ] 3 elafe G T elEislan] o ee
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Due to information bit b, depending on detected signal vector sequences{§I }tiol then

p[ b7 5.1 [0

The channel is a flat fading and discrete memoryless channel so the detected signal

B @)

vector s, attime t only depends on the received signal vector r, attimet. Then,

~ Ll L1l 5 .
| G 1 =TT e3[R ] @8)

Finally, the optimal receiver is able to calculate a posteriori LLR of information bitb, .

o[ .15} Z( (b=t ]r_[lp[gt|ft]]
A(b,)=In i - tL_:l =In| s :1 (4.9)
p[b”:o{ t}t=0} {;(p[ ] [] p[s, MJ

But the computation complexity  of.the optimal receiver is too high. It is
impossible to realize an optimal receiver.'In" order to reduce the computation
complexity, we divide the receiverinto two-parts: inner detector and outer decoder, as

Fig. 4-4 .

I G - D e 1

= $
{rt t=0 Inner detector

(DeMUD) Outer decoder

Fig. 4-4: A'inner detector and a outer decoder

4.1.1 MAP Detector

The optimal detector for iterative receiver is an a posteriori probability (APP)

detector.

=49 -



§,=arg max{ p[8, |ft]} (4.10)

s e¥

By the Bayes rule,

PLafE- = ||cg:[]a']p[§t] = P[] p[s] (411)

~

At the first iteration, there is no soft information about transmitted signal vector S .
It means that p[§t] are equal. Then, the MAP detector is a maximum-likelihood (ML)

detector.

5,=arg max{ p[s, |rt]} =arg TSB({ p[r, |st]} (4.12)

sie¥
The computation complexity of MAP detector (ML detector) is order of M " . MAP
detector is not feasible for larger number .of transmit antennas or higher modulation

schemes. The suboptimal detector:is a linear detector based on MMSE criterion.

4.1.2 MAP (BCJR) Decoder

In this section, we describe how to use a MAP decoder as an optimal decoder
and how to calculate the soft information pass to inner detector. Because the
transmitter uses a bit interleaver after a convolutional encoder to overcome Rayleigh
fading channel, the receiver needs to calculate the bit metrics before a bit

de-interleaver for soft Viterbi decoding or MAP decoding. The de-interleaved

codeword is denoted by €, . It is an encoder output tuple by encoding information

bit bn . Assume the code rate of a convolutional encoder isR, =1/2.

cn = (Cn,O ’Cn,l) (413)

b — |encoder| — ¢

n n
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The a posteriori log likelihood ratio of Cn,j for MAP decoder is denoted as

D[Cnfl‘{ﬂf(ci )}::; decoding}

p[cn,,-:O‘{/if(ci )}:’:; decoding}

Ao(C, ;) 2In (4.14)

where
2 e) =48 (600 25 (600)

« 2% (c, ;) -apriori log likelihood ratio (soft information)

The a posteriori probability can be written as

>0 80:78.5,55. {4 ()],

p[cn‘j:k‘{ﬂj(ci )}:; decoding} R L Lb_l} (4.15)

p [{/%a (¢ )}izo

where

« S,the state of information.bit at time-n

« S¥: the set of state transition from'S't6 S and the j" bit of output
tuplec, isk €(0,1)

Define the forward metrics denoted by ¢, (S) is
2,(5)2 p[Sn= S, {4 (e, )}0} (4.16)

Define the backward metrics denoted by «, (S) is

£.(8)2 P[5, 5, (4 ()] (@17)
And define the branch metrics y, (S',S) from the stateS'to the state S is
7,(S:8) 2 p[S,=S, A (c,)| S,,=5'] (4.18)
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By [19], the authors tell us,
a,(S) = sz a,.(S")7,(S"S) (4.19)
and

Bi(S) =2, B,(S)7.(S'S) (4.20)

Calculate the branch metrics , (S',S) by a priori information A7 (Cn,o) and 4] (cnvl),

70 (5:8)=p[ 4 (¢,)18,5. 8,,= p[5,=515,.,=5

o[sis T[T o[, (5:5)]

(4.21)

where

-plc,;=1]= exp(/loa (co; ))/{1+exp (ﬂ,j‘ (cn ))}
-p[c,;=0]= exp(— 2 (e, ))/{1+exp (/15‘ (¢, ))}

By the equations(4.14) and(4.15), the'a posteriori LLR is

SR 11

)
Sj

N O

Q)
Sj

>

In (4.22)

A (C,s)

Because,

p[SM:S', 5,=5,{42 (¢, )}“’01}

= p[Sn_l:S,{}tf (e}, } p[S,=S, 43 (c,)| $,4=S'] p[Sn:S,{/”t;(ci )}

- 0 (5),(9) 71 (5:9)

then

L,-1

i=n+1

} (4.23)

(4.24)

And
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In Zs(j” % (Sl)ﬂn (S) 7n (S"S)
Zs(j‘” X (Sl)ﬂn (S) “7n (S"S)
_ | L@ (8)A,(8)- p[SSTT T PLe1(5'9)]
Lap@a(8)5,(8)-[SETI T, p[c:6:9)]
“In ngﬁ) X (S')ﬁn (S) p[S|S'}Hi¢j p[cri] (S|’S)] +In[ pl:cr{ (S',S):]-]J
ZS@ ,1(8),(S) p[S[s'] [1.,p [ci(s'9)] p[cl(S'5)=0]

Finally, the a posteriori LLR can be shown as
Ay (Coi)=A8 (s ) +43 (cn ) (4.25)

where

zsﬂ) n- 1 S I:S|S :IH I:C'I‘ (S"S)]
/109 (Cn,j ): In i 1
S AL ]

(4126)

] extrinsic information

and

/Ij(cn'j )ﬂn[%} a priori(intrinsic) information (4.27)

To estimate information bitBn ,

{anl if A(b,)>0
)k (4.28)
0,=0 if A(b,)<0
A posteriori LLR A(b,) of information bitb, is
0 %4 (S") 6, (S) p[S[S '(S'S
)| 2o G VICICEI | I
ZB(O) . 1 S [S|S ]H [C:‘ (S"S)]

where

« B®: the set of state transition from S'to S and information bit b =1

« B: the set of state transition from S'to S and information bit b =0
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If want to reduce the computation complexity of a decoder, you can use a suboptimal

decoder, SOVA decoder.

4.2 lterative MMSE Detector

The optimal detector of the iterative receiver, MAP detector, causes a large
computational complexity. A suboptimal and low complex detector is using adaptive
linear filter techniques. A linear minimum mean squared error (MMSE) detector is a
simplified approach compared with an MAP detector. An MMSE detector has higher

performance than other linear detector.

The received signal vector:r, as (4.2), can be decomposed three part: desired

signal, co-antenna interferences:and noise; see (4.30).

r, =H,§s,+n, = h[S’ +Hs’ +n, (4.30)
— — ——
desiredsignal .* interference  noise
HMP
wherehP=| i | HP=|h} b’ hP" o hY ] and §P=[8) e PS5
H Ng.p
t

First step, to estimate the co-antenna interference p based on soft information A° (Cn’ )

see(4.31). Assume the channel estimation is perfect.

p=H/s"" (4.31)
where 50 =[50 ... 5710 g P10 .. sMOT and 5! “):E{§tj}at i iteration.
The modulator maps the coded bits to complex symbol §/.

ij:maP(Q£r'w5h%Ma) (4.32)
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)}IOQZM_l from a MAP

m=0

Calculate §IJ(”:E{§t"}based on a priori information{ﬂ,a(é"

i t,m
decoder.

Then, to remove the co-antenna interference
%' =f—p/=hsP+H! (sP— "0 ) +A, (4.33)
Output signal of adaptive linear detector §,” is
yr=(g?) % (4.34)

To calculate the coefficients of adaptive linear detector based on MMSE Criterion,

2
}} (4.35)
See.Appendix B.

(o) =2 for (2w | Rl des) e meso)) ] o

(g[p )H =arg mm {E {‘ ytp_ §tp‘2}} =arg m!_r! {E {‘(gtp )H itp_gtp
(e0) (ef)"

where
E {gj’ (7 —Hs0)' } =E {gf (s )} (n?)" (4.37)
and
E {(ft —H$PY) (R —HSPY )H } =h/E {gtp (5P )} (n/ )H +HPV? (H? )H +o2l,. (4.38)

5) )*}—E{gti } E{(gtj )} :E{th (gti )} g0 (gtj(i) )

and V;° :diag(vtl, SRR A AP A )

where ¥/ =E {§I" (

The coefficients of adaptive linear detector (g? )H is

* * ~ -1
(") :E{gf (s°) }(hf)” [h{’E{sp (s°) }(hf)“ +HPV (B +0'§INR} (4.39)
Before bit de-interleaving and MAP decoding, we need to calculate bit metrics with

output signal of adaptive linear detector " .
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We redefine coded and interleaved bit Cnp to be Ct?n , as Fig. 4-5,
Cim=Cr (4.40)

Interleaved coded bit sequences

-------- AP | AP e | AP feeeeeeo AP |eeeeeaos
Cn—l Cn Cn+m CE:H\/f’-lCn+l\/l’:‘

Every log, M coded bits to map a modulated symbol

-------- q{-)uvf‘-l

P l......d AP feeeeees N [P~ o B S
c t,0 Ct,m Ct,lvf‘-l C[+1,0

where M*=log,M

Fig. 4-5: To group log,M interleaved-coded bits to map a modulated symbol for MIMO systems

where

+n=t-log,M +m

+me(0,--,log,M -1), the bitindex of constellation

«te(0,++,L -1 ), the symbol (time) index

Ctﬁn is the coded bit in them™bit mapped onto a M-QAM symboly at the t"

symbol, and at the p"sub-stream. By the simplified computation of bit metrics of

coded bitctﬁn , it is can be presented as

p| =19 |

(© )=l
A.(Ct,m) n p[ctaq:()‘ytp} p[Ytp

And
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. (4.42)
3 ol =]
= €rm
2P 5 [sb=y | p[sP=v ]
pe?® T
Z pl 92 fs=v TT}% " plel]
=In| o _
2 o525 = TTT™ o[t ]
e

where

~D _ (log,M)-1 & L ~ .
p[8’ =y =[], =" p[eh | because cf, ch,, ., are independent

m=0

« ¥ : the subset of all symbols with €-=1

« ¥ : the subset of all symbols with'¢, =0

Then, by (4.41) and (4.42), the bit metrics is
= olrlse= T ol ;
= |n| XEm RVE +In
W;O) p[ytp‘gtpzw}nljf;wl l p[ tpj:'

R

The extrinsic information is defined as

>, oy lsr=v 135" p[ed ]

Jj=m

> p[gefst=v |TT,2" p[ch ]

—

(4.44)

And the a priori (intrinsic) information is defined as
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A (eh) 2 |n[—p[qpm=1]

- (4.45)
pleh =OJJ

By the turbo principle, the inner detector forwards the extrinsic information A° (Ctﬁn)to
the MAP decoder. We need to ensure that the equation (4.44) being PURE extrinsic

information. It means that the conditional probability p[yf ‘§tp:1//] should not depend

on its a priori information 47 (G, ). Therefore, we detect signal ° WITHOUT a

priori information A7 (¢?, ) . For this reason, computing (ggfm)“ is shown in Fig. 4-6.

-1

(86)" =E{s ()} (ne)" [h{’E{gp (58 }(ne)" +mevy (7)o INR} (4.46)

~ T ~tp Adapti {\/IMSE yo Bit

aptive t i
l‘t ’W > detector Metrics
hP 02 /

~ H . .
; (gt‘fm) needs inverse calculation

fro== e
th(l)

t I 59 B Y
T Bit Mapping E{§P(§P)*}
<) i) afxj log,M-1 t St
—p() S -,_Vt <_{Ai (Ctm)}mzo a ~T s
S forj=1---N; andj+#p {1, (et )}kzo’k#m

Fig. 4-6 : The block diagram of the proposed iterative MMSE receiver

The computation complexity of this iterative MMSE detector is proportional to

N; - Ls - Nieration -109,M , where N, is the number of iterations.
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4.2.1 Approximation | of the proposed iterative MMSE

detector

The computation complexity of the proposed iterative MMSE detector is very

high. It needs to compute N; - L, - N, ... -109,M times the coefficients of iterative

MMSE detector (pseudo inverse operations). In order to reduce the computation

complexity, let E{s°}=0 and E{§t”(§tp)*}:l when the receiver detects the p"

spatial stream signal at time t . Then, the coefficients of adaptive linear
o\HL

detector (g ) " is simplified to

-1

(g%) =(n?)" [ht” (0?)"+BPVP (HP) +o? INJ (4.47)

is shown in Fig. 4-7. The subscript of(g;’p,)H, “apl ", means approximation | of the

proposed iterative MMSE detector:

A

r N ~tp Adaptive MMSE | YO [ Bt
aptive t i
p 2 -
h,o; H /
: (étp) needs inverse calculation
HP ——>® TW"’
T Bit Mapping
T -\ log,M-1
§IJ(I),\7tJ(l) (_{ﬂia(qu)}"g
<p@) | "
S forj=1,---N; andj # p

Fig. 4-7: The block diagram of the approximation | of the proposed iterative MMSE receiver

. ~ H. . .
The computation of (gfp,) IS N; L Ny..e PSeudo inverse operations. It does not
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need to calculate (g, )H per modulated bit.

The output of inner detector §” can be shown as
. _ H . _ H ; »
ytp = (g:pl ) htpstp +(g§pl ) Htp (stpi Stp() ) (gapl ) nt (448)
Using Gaussian approximation to calculate the weight of bit metrics (chapter 3),
—_ H ~ 2
E{‘(gfpl) htpstp }
W p

apl H H
e ) e st () s

(4.49)

Where
E{‘(Qapm)Hhtpgf2}:‘(%) h? (h})" 87| o2 , assume E{\ \2}:05 (4.50)

and
e el ] e Pt o e e s
E{‘(gfm ) H (575°) 2}=‘(§§p.) HPV? (H7) g5, (4.52)
E{‘(éfp. )&, 2}=6§ 1(2%,)" &, (4.53)

So,
Wop = ‘(@;’p.) v (o) e (4.54)

(g:pl )H g;pl

+0'

apl ‘(g;,pl) Hpr(HP) gapl

The weight of bit metricsW "

.o 18 similar as signal-to-interference-and-noise ratio.

4.2.2 Approximation Il of the proposed iterative MMSE

detector
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: - o o \H.
From the equation (4.47), the coefficients of adaptive linear detector(gfp,) is

depends on the variance of interferenceV;,---,G"*G?** ... ¢ . The iterative receiver

needs to compute (g;’p,)H at each time per transmitter antenna per iteration. The

computation of the coefficients of adaptive linear detector isN; - L, - N Because

iterative *

it needs to compute pseudo inverse, the computation complexity is still higher. As the
variances of signal within each layer to be similar, ¥/ can be approximated by its
average.
We use approximation to calculate (ga"p, )H by averaging the variance of interference,
as (4.55)

L1
0!, where L is'the number of symbols (4.55)

yi= L
Lg t=0

Average the variance of the signal.from j™ transmitter antenna over the transmitted

symbols.

And
VP=diag (V' 7" vP* 0 ) (4.56)
Then, assume in quai-static Rayleigh fading channel
(ggp" )H :(hP)H [hp (hp)H +H"V’ (Hp)H +op I, T (4.57)
The block diagram of (g5, )H computation is shown in Fig. 4-8.
Using Gaussian approximation to calculate the weight of bit metrics,
(&50) n®(n°)" &5,

(g2,) mPvr (H7) g2,

WS =

apll —

(4.58)

H
2 |(op )\ &P
to; "(gapll) Sapi

The weight of bit metrics W.°

.oi 1S Similar as signal-to-interference-and-noise ratio.
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D A

~ + mi . jPo
t Adaptive MMSE t
rt >\ﬂ/ > detector >
p 2 o
h",o; H /
;(@;’pl) needs inverse calculation
? 0
H P
Average
Y4:10)
o
Bit Mapping
YT .\ log;M-1
stJ(l)' VtJ(I) e{ﬂla(ct‘]m)}

< P(@) o
Stp forj=1,---N. andj=p

Fig. 4-8: The block diagram of the approximation Il of the proposed iterative MMSE receiver

H . . .
We only need to compute (g;’p“) andW.j, per ‘transmitter antenna per iteration.
The (g;’p,,)H is the same value; over 'all"the-time.: This approximation to reduce

(ga"p,,)Hcomputationsfrom N, -L.-N to N -N

iterative iterative *

4.2.3 Approximation Ill of the proposed iterative MMSE

detector

The complex symbol §is mapped from tho,---,étf,ogzM_l, see (4.32).

If the absolute value of a priori information ﬂ,,a(éj

tm

) is very large, the variance of

interference is close to zero.

M-1

tm

A8 (e

0o E{s}"(gj)*}—>E{§tj}E{(§tj)*} and ) ~0  (4.59)

R ~ H
Then we can ignore the term HV,” (H")
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Finally, the(g? )H can be approximated to
(&) =(0)" [ (0" o1, | (4.60)

The block diagram of (g5, )H computation is shown in Fig. 4-9.

o A

t Adaptive MMSE t
rt >\\J/ > detector >
A
p 2
h",o; : /
;(@a"p,) needs inverse calculation
H"—

-0
— (i) Bit Mappmi .
L8 o

m=0

forJ:1,---,NT andj = p

Fig. 4-9: The block diagram of the ‘approximation-H-of the:proposed iterative MMSE receiver

Using Gaussian approximation to calculate the weight of bit metrics,

\<gap...> (1) &5

(gaplll) gaplll

W2, =

aplll

(4.61)

The weight of bit metrics W, is similar as signal-to-noise ratio.

aplll

We only need to compute (g;’p,,,) andW,”

on Per transmitter antenna at the first

iteration. The(ga"p,,,)H is the same value over all the time and at all iterations. This

approximation to reduce (g;’p,,,)” computationsto N .
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4.2.4 Approximation IV of the proposed iterative MMSE

detector

i i s Y\ he(he)" 2r i
Compare to the first term of inverse of (g5, ) ,h® (h®)", the termo71,_is very

small at high SNR. Therefore, we can ignore the termanZINR at high SNR or no

information about SNR in the receiver.

Then,
g V' =(h®)"[n* (0°)" ] =pinv(n° (4.62)
p
where pinv/(e) is a pseudo inverse function

It is similar as to Maximum Ration Combining (MRC) with normalization.

The computation of(gfp,V)H is N, ;- We need. to ‘compute (g;’p,v)H per transmitter

T _o . :
antenna at the first iteration. The(gfp,v) is‘the'same value over all the time and at any

iteration. And this approximation is suitable to no information about SNR or at high

SNR condition.

4.3 Simulation Results

Our simulation platform is based on the proposal of TGn Sync. The signal
bandwidth (BW) is 20MHz. The transmitter and receiver use 128-points IFFT and
FFT, respectively. The antenna spacing in the transmitter and receiver are equal to 0.5
wavelength. The decoder uses MAP algorithm (BCJR) to decide information bits with
trace back length of 42. Assume there are perfect synchronization in the receiver, i.e.

without frequency offset, clock offset, and phase rotation. The channel is well-kwon
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in the receiver. And the channel model is IEEE802.11n Channel Model B. There are at
least 200 packet errors down to 1% packet error rate (PER) or a total of 3,000 packets
in our simulation. The iterative detector design in this section is based on the MMSE
criterion. Compare the performance of iterative MMSE detector with proposed

algorithm and four approximations. The SNR is defined in chapter 2.

Casel: Observe the performance of proposed iterative MMSE detector

* * B -1
(80" = s () (o) [ e 50 o) e (o) s 1,
From the simulation result Fig. 4-11, we find that there is 1dB enhancement at

first iteration and about 2dB enhancement at more iteration.

proposed iterative MMSE detector (64-QAM,F{C=3/4, 2x2)

PER

10 I e e

ke ter3| 0 0 T T T

1 - J
| iterd| . [
| ter5| | | ___ O S S S TN N
—A—jter6 | ! ; ; ;
Ly - S [y P—
23 26 29 32 35
SNR_dB

Fig. 4-10: Performance of the proposed iterative MMSE detector (64QAM, R.=3/4, 2x2)
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Case2: Observe the performance of proposed iterative MMSE detector with
approximation I, shown in Fig. 4-11, Fig. 4-12, and Fig. 4-13.
(&) =(n ) [ (ne ) omap¥ (2) 407 1, |
From the simulation results Fig. 4-10 and Fig. 4-12, the performance of the

proposed iterative MMSE detector with approximation | is very close to the

performance of the proposed iterative MMSE detector.

proposed iterative MMSE detector with approx. | (BPSK,RC=1/2, 2x2)
10°

PER

10

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

—%—ijter3r-— -1 - ‘ ;g\,\,,,,
iter4””””’”**": 777777777777777777777777
iter 5 !
- e ) N

SNR_dB

Fig. 4-11: Performance of proposed iterative MMSE detector with approximation |
(BPSK, R=1/2, 2x2)
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C

proposed iterative MMSE detector with approx. | (64-QAM,R =3/4, 2x2)
I

iter4 [~

23

SNR_dB

Fig. 4-12: Performance of proposed.iterative MMSE detector with approximation |

3/4,2%2)

(64-QAM, R,

Cc

proposed iterative MMSE detector with approx. | (64-QAM,R =3/4, 3x3)

SNR_dB

Fig. 4-13: Performance of proposed iterative MMSE detector with approximation |

3/4, 3x3)

=

(64-QAM, R
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Case3: Observe the performance of the proposed iterative MMSE detector with

approximation Il compared to the proposed iterative MMSE detector.
_ -1
() =) [0 o) orwe |
From the simulation result Fig. 4-14, we can find that the performance of the

proposed iterative MMSE detector with approximation Il is very close to the

performance of the proposed iterative MMSE detector.

proposed iterative MMSE detector with approx. Il (64-QAM,RC:3/4, 2x2)
10°

PER

10 I e

| |
i iter4 1 —— Proposed iterative detector [~~~ 77~ Foooo
r iter5]| ——— Proposed with Approx.ll T e
LA iters| n R o v e L
R I N | I B lr | I B |
23 26 29 32
SNR_dB

Fig. 4-14: Compare the performance of the proposed iterative MMSE detector with approximation 1l to

the proposed iterative MMSE detector (64-QAM, R.=3/4, 2x2)
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Cased4: Observe the performance of the proposed iterative MMSE detector with

approximation Il compared to the proposed iterative MMSE detector.

-1
(22 =(00) [ (),
From simulation result Fig. 4-15, we can find that the performance of the

proposed iterative MMSE detector with approximation Il by ignoring interference

term is very close to the performance of the proposed iterative MMSE detector.

proposed iterative MMSE detector with approx. llI (64-QAM,RC=3/4, 2x2)
10°

PER

10
| Proposed iterative detector | ' Lo
iter 4|~~~ proposed with Approx.I | |
i |ter57 | | | | 7777—\( 77777 :77777
(A iters| T L e . o . C
- I | B B | B L
23 26 29 32
SNR_dB

Fig. 4-15: Compare the performance of the proposed iterative MMSE detector with approximation 111

to the proposed iterative MMSE detector (64-QAM, Rc=3/4, 2x2)
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Case5: Observe the performance of the proposed iterative MMSE detector with

approximation IV compared to the proposed iterative MMSE detector.

-1

(gh)" =) [ ()" =pine(o)
From simulation result Fig. 4-16, we can find that the performance of the
proposed iterative MMSE detector with approximation IV by ignoring interference

and noise terms is very close to the performance of the proposed iterative MMSE

detector.

proposed iterative MMSE detector with approx. IV (64-QAM,RC:3/4, 2x2)

10°

PER

r iter5 — Proposed iterative detector [~ " "r--" """ "7 -

Fl A ter6 - == Proposed with Approx.IV |- - - - - ____
,,,,, 71
23 26 29 32
SNR_dB

Fig. 4-16: Compare the performance of the proposed iterative MMSE detector with approximation 1V
to the proposed iterative MMSE detector (64-QAM, R.=3/4, 2x2)

-70 -



4.4 Conclusions

There is 1dB enhancement at first iteration and about 2dB enhancement at more
iteration in iterative MMSE detector. The performances of three methods of
approximation are similar to the performance of iterative MMSE detector without

approximation. That is because that in the inverse of the equation (4.47), the
interference and noise term are very small compared to the first termh/ (hf)H.

However, if we use those methods of approximation, we can reduce the times of

inverse computation from N;-L.-N -log,M to N, without degrading the

iteration

performance.
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Chapter 5:

Conclusions and Future Works

5.1 Conclusions

In this thesis, at first, we introduce to the system architectures of 802.11n
proposal of TGn Sync and the channel models. Then, we derive the weight of bit
metrics for MIMO BICM systems in the MMSE detector and the ZF detector. We
analyze the performance of bit metric calculation with weighted gain and equal gain.
If we can present exactly the pdf of the interference and noise, there is about 3~4dB
enhancement of performance. At lower modulation scheme, there is only about 1dB
enhancement with pdf of the interference and-noise by Gaussian approximation. By
the way, the ZF detector has noise.enhancement so the performance of MMSE
detector is better than those of ZF"detector about 1~4dB, especially at lower SNR.
At high SNR, the MMSE detector is similar as the ZF detector and makes more

effort on interference suppression.

Besides, we design low complexity iterative MMSE detector with turbo
principle and propose some methods of approximation to reduce computation
complexity. From the simulation results, it proves that using weighted bit metrics
can improve the performance. There is 1dB enhancement at first iteration and about
2dB enhancement at more iteration in iterative MMSE detector. Employing
approximation of iterative MMSE detector can reduce the computation complexity
without performance deterioration. That is because that in the inverse of the

equation(4.47), the interference and noise term are very small compared to the first
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termh’ (h{’)H . However, if we use those methods of approximation, we can reduce

the times of inverse computation from N; LN, .. 100,M to N, without

degrading the performance.

5.2 Future Works

We combine detection and decoding to design a lower-complexity and
higher-performance iterative signal detector based on MMSE criterion and turbo
principle for MIMO BICM systems. We may consider advanced codes, such as
turbo code and LDPC, to improve performance. We may design a iterative signal
detector based on LDPC principle. We ‘can joint channel estimation and decoding or
detection to improve the ability of estimating:channels. We can use geometrical
approaches, such as sphere decoding and lattice decoding, to approximate ML

detection.
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Appendix A:

Multistage Detection for A Linear MMSE Receiver
To calculate the coefficients of adaptive linear detector based on MMSE Criterion,
GY"***=arg min E{\ym—gﬁlkf} =arg min E{\kaﬂk—guf} (A)
Let the cost function

2
J= E{‘ka((_k_gl.k‘ }

(A2)
=G,E {f'é.kf'aﬁk } (Gk )H —GE {f‘/.kgz.'k } —E {gfz.kf'/:&k } (Gk )H +E {gz.k%}
And ,=H3,, +§,,
Find the minimum value of J,
a—JH:GkE{f“@Hk}— E{3,F\}=0 (A.3)
o(Gy) po o
Therefore,
S e Il (A4)
where
Efs. L} E s, (Hk@_w?.k)“} s
=E {gé.kgé.k } (Hk ) +E {gé.kﬁ?k }
and
E {f.('.kf.:‘k } =E {(Hkgé.k +n,, )(Hkgl/‘.k +n,, )H } (A6)
=H,E {ge.kgijk } H{+H,E {gé.kﬁ?k } +E {ﬁz.kgzﬂk } H{+E {ﬁf.kﬁ?k }
Because §,,,---,5,y and fA},---,A) are statistically independent
E{3, 80\ } =0l E{5, A\ |=0,and E{f, &, | =cI, (A7)

Assume the energy of signal is equal to 1.
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E {§;k (§;k )*} =o;=1
Then, the coefficient of linear MMSE detector is

Gy =(m, ), (1) sy, | (A8)
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Appendix B:

Multistage Detection for Iterative MMSE Receiver

To calculate the coefficients of adaptive linear iterative detector based on MMSE

Criterion,
(gtp )H =arg mm{E{‘ytpgtp‘z}}:arg @{E{(QJ’)H P35’ 2}} (B.1)
(&)’ (&)’

) N I . - o~
Let cost functlonJ:E{(gf) %"—sP } and 1, =h?S"+H/S] +h, .

J:E{ 2}
:E(Qywﬁ—Eﬁwﬁﬁ—Jﬂwmfguguﬁ_Hﬁyw@ﬂ* (B.2)
— §tp (f't — HtP§t p(i) )H gtp +§tp (gtp )*

Then,

(gtp )H (htpgtp +Htp (gtpiitp(i) ) +ﬁt )7 §tp

Find the minimum value of J,

;;=@mWE“g—mﬁmﬂﬁ—HﬁWWW—Eﬁwﬁ—HEWW}m (B.3)
= (27" =€ {5t (v _pr)”}.[g{(ft_Hpgm)(ﬁ_Hpgtm)”}}'l (B.4)
where
E{gp(ﬁ——I{fipm)H}zE{éf(hf§p+}ﬂﬁf+ﬁ{—llf§p®)H}
<] o) e o ) ) )

(B.5)

and
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E{(r_Hpsyw)( —Hps0)” }

=E {(hf’§p +HPsP+i, —H5" )(h PSP +H /5P +i,— HPs"" )H}

wwe e e < ) w0 () @)

+HpE{§ (57) } +E (A} —HS p<'>E{§ }(t
e e i)'} E{s&(sfm) —Roe|(s) e () e
Therefore,
E{gf (5:’)”}:5{3*’} E{(gf)”} and 570 =E {37 (B.7)

And assume noise is AWGN and fi,---fi’"" are independent.

E{dfl'} =001, (B.8)

Let
g/ =E{§tj (s )} —E{gl) E{(§tj )} =E{§g‘ (5 )} —510(510)" (B.9)

and
V. =diag (V- GFHF, o 0 ) (B.10)

Then,

E{§t”( H'S™) } E{§t" (s° )*}(h;’)H (B.11)

and

E{(r _Hpstp(l))( Hpstp(l)) }_hpE{ ( ) }(hp) +Htp\7tp (Htp)H +GﬁZINR (B.12)
Replace (B.4) by (B.11) and (B.12),

()" :E{§tp(§tp)*}(hp) [hpE{ (s, )}(h") +H{’\7J’(H{’)H+an?INR]l (B.13)
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Appendix C:

Modulation—-Coding Scheme (MCS)

The TGn Sync proposal augments the 802.11a MCS set through the use of
multiple spatial streams and bandwidth extension. The MCS filed defines the
modulation and coding scheme, as indicated in Table C-1. The proposal
recommends a mandatory data of 243Mbps using two spatial streams in regulatory
domains that permit 40MHz operation. In the future, their proposal supports

scalability to 4 spatial streams, offering data rates in excess of 600Mbps.

Bits 18-23 GI =800ns Gl = 400ns
Number
in HT-SIG1 ) ) Coding
of spatial Modulation Rate in Rate in Rate in Rate in

(MCs rate

. streams 20MHz 40MHz 20MHz 40MHz

index)
0 1 BPSK 112 6 135 6.67 15
1 1 QPSK 1/2 12 27 13.33 30
2 1 QPSK 3/4 18 40.5 20 45
3 1 16-QAM 1/2 24 54 26.67 60
4 1 16-QAM 3/4 36 81 40 90
5 1 64-QAM 2/3 48 108 53.33 120
6 1 64-QAM 3/4 54 1215 60 135
7 1 64-QAM 718 63 141.75 70 157.5
8 2 BPSK 1/2 12 27 13.33 30
9 2 QPSK 1/2 24 54 26.67 60
10 2 QPSK 3/4 36 81 40 90
11 2 16-QAM 1/2 48 108 53.33 120
12 2 16-QAM 3/4 72 162 80 180
13 2 64-QAM 2/3 96 216 106.67 240
14 2 64-QAM 3/4 108 243 120 270
15 2 64-QAM 7/8 126 283.5 140 315
16 3 BPSK 1/2 18 40.5 20 45
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17 QPSK 172 36 81 40 90
18 QPSK 3/4 54 1215 60 135
19 16-QAM 172 72 162 80 180
20 16-QAM 3/4 108 243 120 270
21 64-QAM 213 144 324 160 360
22 64-QAM 3/4 162 364.5 180 405
23 64-QAM 7/8 189 425.25 210 4725
24 BPSK 1/2 24 54 26.67 60
25 QPSK 172 48 108 53.33 120
26 QPSK 3/4 72 162 80 180
27 16-QAM 172 96 216 106.67 240
28 16-QAM 3/4 144 324 160 360
29 64-QAM 213 192 432 213.33 480
30 64-QAM 3/4 216 486 240 540
31 64-QAM 7/8 252 567 280 630
32 BPSK 1/2 6 6.67

Table C-1: Modulation-coding scheme
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Appendix D:

IEEE 802. 11n Channel Model B

Tap index 1 2 3 4 5 6 7 8 9
Excess delay
[ns]
| Power [dB] |

| AoA[Y] |

0 10 20 30 40 50 60 70 80
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