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Student: Chang-Yuan Cheng Advisor: Dr. Herming Chiueh

Department of Communication Engineering
National Chiao Tung University

Hsinchu, Taiwan

Abstract

In modern multimedia applications ‘such as image processing, video
compression, two-dimension and three-dimension ' graphics, data copying and data
moving are common processes. However,-the-bandwidth gaps between processors and
memory cause the slow down of transition data..In order to bridge the gap, this thesis
proposed a distributed memory management unit (DMMU) for modern media
processing architectures. The DMMU consists of address translation unit (ATU) and
double data rate (DDR) memory controller. The ATU provides a virtual memory
mechanism, and been used to save data transition time. The DDR memory controller
is used in simply burst read and burst write mode. The result of DMMU
implementation shows that proposed ATU architecture provides 2 million times
speed-up than conventional ATU when transmitted 16MB data size. However, when
the data capacity is less than 16MB, the proportion of the transition time without
ATU/ ATU is increased for the data capacity. The proposed design provides a leap up
in data transition for modern media processing architecture with a tiny overhead in

circuit area and power.
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Chapter 1
Introduction

1.1 Motivation

In recent years, microprocessor speed increases at 60% per year, and DRAM
speed increases at 7% per year. The performance gap of CPU and memory is shown in
Figure 1.1. Data bandwidth gap between CPU and memory becomes larger and larger.
In order to reduce the gap, there are many improvement methods between CPUs and
memory. Caches, memory hierarchies and memory system of streaming processor are
examples. Other methods are recent developments such as 128-bit memory channels,
multiple memory channels, DDR SDRAM, etc, for increasing the memory bandwidth

[1].
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Figure 1.1 The performance gap of CPU and memory.

Multimedia applications are popular nowadays. They are characterized by large
available parallelism, little data reuse, and high computation to memory access [2][9].
In high computation to memory, data are continuously loaded to CPUs and stored to
memory. Therefore, performance gap between CPU and memory will worsen data
bandwidth more severely in multimedia applications. In related researches of
multimedia applications, many kinds of architecture are used to solve the problem
[3][4]. For instance, the imagine stream processor is proposed by Stanford University

[5].



As shown in Figure 1.2, the imagine stream processor is characterized by data
bandwidth hierarchy. It scales the provided bandwidth across the levels of the storage
hierarchy. The different bandwidths are expressed among the local register files (LRF),
stream register file (SRF) and SDRAM, respectively. They are used to solve the
performance gap between ALU cluster and memory. When access instructions are
issued in stream processor, data must be loaded to SRF or stored to SDRAM [6].
Therefore, data copying and data moving are needed to frequently load and store data
in imagine stream processor.
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Figure 1.2 Bandwidth hierarchy ofraniimagine stream architecture [6].

In order to save the access time of data loading and storing, the memory access
scheduling architecture is proposed in the memory system of the stream processor [7].
It is used to schedule memory references to optimize memory system. Suppose the
sequence is composed of eight memory references as shown in Figure 1.3. Each
memory reference consists of bank, row and column. Every access is needed 3 cycles
to precharge a bank, 3 cycles to access a row of a bank, and 1 cycle to access a
column of a row. If these eight memory references are performed in order, they will
take 56 cycles to complete the total eight references. If eight memory references are
scheduled as shown in Figure 1.4, they will totally take 19 cycles [7].

As shown in Figure 1.5, memory access scheduling is the process of ordering
the DRAM operations (bank precharge, row activation, and column access) necessary
to complete the set of currently pending memory references. Through reordering
DRAM operations, the memory system can save access time on waiting previous
process [7].
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Figure 1.5 Memory access scheduler architecture [7].

Furthermore, when many users simultaneously access data that are included of

video, audio, still images and other data-intensive data, data copying and data moving

are more common operations. Therefore, they will waste much time to load and store



even if they use memory access scheduling. On the other hand, fast data copying and
data moving are needed on streaming processor. In order to improve the performance
of data transition in the imagine stream processor, a distributed memory management
unit (DMMU) is proposed in this thesis. DMMU includes with address translation
unit (ATU) and the DDR memory controller.

In traditional address translation, the translated table only defines the mapping
physical address, such as page table [1][13]. The page corresponds to physical address
is fixed, so that data copying and data moving are needed to transit to required address.
Therefore, if the instruction of data transition is issued, data is transited from original
physical address to goal physical address. However, this proposed ATU contains a
novel segment table mechanism, which users can flexibly define, for fast data copying
and data moving. As the instruction of data transition is issued, the goal physical
address is invariant. The segment needs to be mapped from the original segment to
target segment. Therefore, the same data is found through the segment access. The
advantage of the proposed ATU saves the data transition time through segment

mapping.

In this thesis, one of our goals is to design-an efficient ATU. The flexible
segment table which consists of variable segment size, protection privilege, boundary
check, and validity reforms the data’transition mechanism. Take advantage of the
proposed ATU to achieve the fast'data copying.and data moving. The other of our
goals is to integrate ATU and DDR memory controller in stream processor.

1.2 Organization

This thesis is organized as following: In Chapter 2, the detail design of the
distributed memory management unit is presented.

In Chapter 3, the implementation of the DMMU is described in detail. The
functional verification and performance evaluation are presented.

In Chapter 4, the conclusions of DMMU and the future work are presented.



Chapter 2

DMMU Design Architecture

The architecture of the distributed memory management unit (DMMU) design
is presented in this chapter. It is composed with an address translation unit (ATU) and
a DDR memory controller. In Section 2.1, the improved of data copying and data
moving mechanisms between the proposed address translation and a traditional
address translation are presented. In Section 2.2, the DMMU micro-architecture is
presented to improve the memory system of the streaming processors. The DMMU
increases the speed of the data transitiontin streaming processors. The ATU of the
DMMU translates from virtual address to physical address [10]. The basic building
blocks of ATU will be explained in Section:2.3. The:DDR memory controller is used
with simply burst read or burst write command [11]. In Section 2.4, the functional
units of the DDR memory controller are expressed for how to operate in read or write
command.

2.1 Data Copying and Data Moving in Address Translation Unit

In traditional address translation, the virtual address is translated to physical
address corresponds to a translated table, such as page table [1][13]. As shown in
Figure 2.1, the virtual address is broken into virtual page number and page offset
[1][13]. At first, the virtual page number corresponds to the entry of the page table. As
the entry is selected, the physical page number of page table is mapped to physical
memory or disk storage. When instruction of load and store are issued, data could be
found at corresponding memory or disk storage. However, when instruction of data
transition is issued, data is transited from original physical address to target physical
address. Because the translated table of the traditional address translation is fixed,
data copying and data moving are needed to transit to required address. The access
time of traditional address translation is wasted for data transition. Therefore, in order
to save the data transition time, a new address translation is proposed. Data copying
and data moving are not needed to transit, they only need segment mapping.
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Figure 2.1 The page table of traditional address translation [1][13].

The data transition of the proposed!ATU.is described in below. The mechanism
transfers from the virtual address’to the physical address. The segment base defines
the start location of the DDR SDRAM and:the limit base defines the maximum data
capacity, protection mode and:validity. The proposed ATU mechanism is shown in
Figure 2.2. The flows of data copying:and data'moving are described for the operation
process.
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|
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| 00000000
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Address
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: Virtual
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|

| block1 | 00000000
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| 00000000

|

|
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I Virtual |
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| Index=1 00000000
Memory

Figure 2.2 The proposed ATU mechanism in the DMMU.




For an example, if the instruction of data copying is issued, the micro-controller
loads the segment0 and the limitO in register files first. Next, the segment0 and limitO
of the register files store into the segmentl and the limitl. After the segmentl and the
limitl are completed setup, the address would be issued by the micro-controller.
When the micro-controller issues the new address to ATU, the index of the virtual
address will be pointed to the segmentl and the limitl. Then, the virtual address is
transferred to the same physical address of DDR SDRAM. It saves the transition time
for copying data from the blockl to the block2, but it wastes time to access the
segment and limit register files. Finally, the ATU checks the protection bits of the
segment0 and segmentl. If the protection modes of the two segments are operated on
“read only”, they will work normally in streaming processing. Else the error will be
generated with an exception in the streaming processing.

The mechanism of data moving is similar to data copying. The only one
different with data copying on the proposed ATU is the original segment0 and limit0
will be updated by the users. The valid bit would be set “low” to refuse the original
access.

In the above operations of the traditional and the proposed address translation,
determine the access time of data copying and data: moving depending on the data
transition. The proposed DMMU-. is used-to-increase data transition efficiency in
multimedia applications.

2.2 Distributed Memory Management Unit

The proposed DMMU micro-architecture, which improves data transition time
in the streaming memory system of the media stream architecture, is shown in Figure
2.3. The improved streaming architecture consists of micro-controller, ALU Cluster,
Stream Register Files (SRF), network interface, address translation unit, DDR
memory controller, parcel network and off-chip DDR SDRAM. When stream data is
transmitted between SRF and off-chip DDR SDRAM, the required data is needed to
load and store to SRF. Furthermore, when the stream data is transited between
off-chip DDR SDRAM and off-chip DDR SDRAM, the required data is not needed to
load and store to SRF. The characteristics of the DMMU are variable-sized segment
register files, fast data copying and fast data moving. On the ATU mechanism, the
users can flexibly define the segment sizes for the different data lengths of the media
streaming data. So, the DMMU is the irregular memory access mechanism which can
suit the variable-sizes streaming data.
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Figure 2.3 The proposed DMMU micro-architecture in the streaming memory system
of the imagine stream processor.

The proposed memory system which consists of the DMMU and a parcel
network mechanism is shown in Figure 2:4: The DMMU supports in-memory address
translation. When data is copied and ;moved in. the same off-chip memory, the
micro-controller can control the DMMU to save much time to load or store data.
When data is accessed in the different off<chip memory, it would be needed a parcel
network to communicate each- other. Parcels are- transmitted through a separate
DMMU-to-DMMU interconnection te enable coammunication without interfering with
host-memory traffic [12][13]. To "avoid saturation of the memory bus,
DMMU-to-DMMU communications occur primarily by means of a distinct high
bandwidth network between the DMMU and DMMU. Through the network
mechanism, it could be easily accomplished on data transition.

Stream Register File

DMMU  |ems| DMMU || DMMU |em DMMU

vobo

DDR DDR DDR DDR

Figure 2.4 The proposed memory system.



The block diagrams of the DMMU micro-architecture are shown in Figure 2.5.
The DMMU consists of the virtual address, register files, control signal, virtual
address to physical address mechanism, physical address and exception in the ATU
and the clock generator, control signal and data signal in DDR memory controller
module.

fmmmm \ Add'ress e _
| 5| Translation Unit | —————— T ¢ ’

| Other DMMU
|

e e e —

F————————

h .

: Data Signal | PA?;I::SI Parcel

[ 1 Network
Y Y

DDR Memory Controller

A

A

DDR Memory

Figure 2.5 The block diagrams of:the DMMU micro-architecture.

2.3 Address Translation Unit

The ATU is an address translation"mechanism that translated virtual addresses
to physical addresses [10]. The flows of the address translation are shown in Figure
2.6.

Virtual
Address [ Physical
— > Adddress
Virtual
. Address
Reglster } to
Files Physical
* Address
c 1 —»| Exception
(?ntro
Signal

Figure 2.6 The flows of the address translation.



Before the address translation, the boundary of the data length limitation is
needed to decide in our design. The stream register file organization is diagramed in
Figure 2.7 [5]. The SRF contains a 128 KB SRAM organized as 1024 blocks of 32
words of 32 bits each. So the minimum boundary of the data length limitation must be
more than 128 KB. Since the minimum boundary of the data length limitation is
32’h00007FFF. The maximum boundary of the data length limitation is dependant on
the data capacity of the DDR SDRAM. For an instance, when the data capacity of
DDR SDRAM is 256 MB, the maximum boundary of the data length limitation is
32’h03FFFFFF. However, the maximum limitation is not the entire block size of the
DDR SDRAM. It can be flexible defined according to users. For an instance, it could
be 256 MB, 64 MB or 512KB ...etc. It only normally translates from virtual address
to physical address between the maximum and minimum boundaries.

Stream Y: Stream X:
2 blockgI 3 blocks
A Y31 X935 X63 X31
32 — From memory
words |« |« system
B -
g 39 To cluster 7
& words = LRFs
32 |- >
words [=13 To cluster 0
v Y0 X64 X X0 LRFS
1024 blocks
SRAM Stream buffers Clients

Figure 2.7 The stream register file organization [5].

From Figure 2.6, the basic function units of the ATU consist of the virtual
address, register files, control signal, virtual address to physical address mechanism,
physical address and exception. The virtual address is composed with 32 bit. The
register files are used to store the segment register files, limit register files, protection
modes and validity. The segment register files decide the start location of the physical
memory and the limit register files are checked of the virtual address offset which
belongs to the limitation boundary. The protection modes are used to decide the
privileges of the users and supervisor. The valid bit is represented the validity of the

10



segment. The control signal has four functions, which are the translation mode, user
privilege, memory enable and read/write command. The translation modes are
classified of address translation or without address translation. If the translation mode
is the address translation mode, the virtual address will be translated to the physical
address through segment mapped. The other translation mode, the without address
translation mode is used to debugging or initialization, the virtual address is
completely mapped to the physical address. The physical address is composed with 25
bits. The exception is checked of the boundary of the virtual address, segment validity
and access privilege.

The translation table of the address translation mode is shown in Figure 2.8.
The index of the virtual address is used to select a segment of the table. The segment
adds to the offset to form the physical address on Eq 2.1. The exception condition E
for address translation is listed on Eq 2.2. If the offset of the virtual address exceeds
the boundary of the limit registers, it will be sent an error to except this invalid virtual
address. It could avoid mapping to null physical address.

Virtual addressi(va)

31 2928 2524 0
000 index offset
31 2524 0 31 2827 3210
segment 0 | 0000000 base 0 0000 limit0 PR |V
o 0000000 base 1 0000 limit1 PR |V
0000000 base 2 0000 limit2 PR |V
0000000 base 3 0000 limit3 PR |V
¢ 0000000 base 4 0000 limit4 PR |V
0000000 base 5 0000 limit5 PR |V
. 0000000 base 6 0000 limit6 PR |V
0000000 base 7 0000 limit7 PR |V
0000000 base 8 0000 limit8 PR |V
* 0000000 base 9 0000 limit9 PR |V
0000000 base 10 0000 limit10 PR |V
o 0000000 base 11 0000 limit11 PR |V
0000000 base 12 0000 limit12 PR |V
0000000 base 13 0000 limit13 PR |V
i 0000000 base 14 0000 limit14 PR |V
segment 15 | 0000000 base 15 0000 limit15 PR |V
——» exception
» check
24 Y \ 0

Physical Address (pa)

Figure 2.8 The translation table of the address translation mode.
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PA = Segment Base + offset (Eq 2.1)
E = (va[0]Alimit[3]) v (va[1]A limit[4] v ---v (va[24]A limit[27]))  (Eq 2.2)

The supervisor and users access privileges and correspond to PR bits are
expressed in table 2.1. When P bit is “high”, it is a supervisor privilege. On this level,
the supervisor could read/write or read only with R bit is “low” or “high” and users
could not access data on the situation. When P bit is “low”, users could read/write or
read only with R bit is “low” or “high”. The supervisor could read/write in the
privilege.

Table 2.1 The supervisor and users access privileges and correspond to PR bits.

Encoding of PR Bits Supervisor Privilege User Privilege
00 RW(read-write) RW
01 RW RO(read only)
10 RW None
11 RO None

2.4 DDR Memory Controller

This section described the elaboration—of the DDR memory controller. The
device operations of DDR SDRAM are reviewed. The initialization and command
operations of DDR memory controller are showed in this Section. The command
modes of our DDR memory controller support burst write and burst read modes.

2.4.1 Device Operations of DDR SDRAM

DDR SDRAM is the double data rate synchronous dynamic random access
memory. From the speed increasing of the memory, DDR SDRAM transfers data on
both the rising and falling edge of the clock [14][15][16]. The device operations and
timing diagram of DDR SDRAM are referenced by SAMSUNG’s products [17]. The
DDR SDRAM 512Mb B-die (x4, x8, x16) is showed for example. As shown in Figure
2.9, SDRAM is operated with complicated signals which consist of address, bank,
chip select, row address strobe, column address strobe, write enable, clock, clock
enable, data mask, data, and data strobe. By controlling those signals, the DDR
SDRAM could be operated normally. Therefore, DDR memory controller would be
used to simplify these numerous signals.

12
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Figure 2.9 The block diagram of DDR SDRAM 512Mb B-die [17].

The simplified state diagram-of.the DDR.SDRAM is shown in Figure 2.10 [17].
The device operations of DDR SDRAM are briefly described in below. They consist
of state modes and access functionalities [17].

Power-up & Initialization Sequence: DDR SDRAM must be powered up and
initialized before reading and writing command. When the initialization sequence is
completed, the DDR SDRAM is ready to normal operation.

Mode Register Set (MRS): The mode register set stores control signals for
operating modes of DDR SDRAM. It consists of CAS Latency , addressing mode, burst
length, test mode, DLL reset. Users can define the information to control MRS

modes.

Extended Mode Register Set (EMRS): The extended mode register set stores
control signals for enabling or disabling DLL, and output driver impendence. The
extended mode register set must be defined after power up for enabling or disabling

DLL.
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Precharge: The precharge command is used to precharge or close a bank. The
precharge command can be used to precharge each bank respectively or all banks
simultaneously.

No Operation (NOP) & Device Deselect: The operation of device deselect is
used to ignore all inputs. NOP must wait 200us delay to finish the current operation
before precharge command is issued.

Row Active: When banks are selected, the row activate would proceed with next
step. Before write and read command are issued, row active must be ready.

Read Bank: This command is used after the row active command to initiate the
burst read of data. The length of the burst and the CAS latency time will be
determined depending on MRS mode.

Write Bank: This command is used after the row activate command to initiate the
burst write of data. The length of thesburstwill be determined depending on MRS
mode.

The essential functionality is required for the DDR SDRAM device. They are
included burst read operation, read interrupted by a precharge, write interrupted by a
write, write interrupted by a read & dm, write interrupted by a precharge & dm, burst
stop, dm masking, read with auto precharge, write with auto precharge, auto refresh &
self refresh and power down. We will describe two operations that are burst read
operation and burst write operation.

Burst Read Operation: Burst read operation in DDR SDRAM is continuously
reading data. The address inputs (AO~A9) determine the starting address for the burst.
The mode register sets type of burst (sequential or interleave) and burst length (2, 4, 8)

are decided. The first output data is available after the CAS latency from the read
command.

Burst Write Operation: Burst write operation in DDR SDRAM is continuously
writing data. The mode register sets type of burst (sequential or interleave) and burst
length (2, 4, 8) are decided. There is no write latency relative to DQS required for
burst write cycle.

14



Power

Appl |Ed Power
On
Precharge Self
PREALL Refresh
REFS

RESX
% MRS @ REFA _/ Auo
Refresh
CKEL
Active CKE
Power ACT Precharge

Down CKEH Power

Down

—3p Automatic Sequence
—— Command Sequence

Figure 2.10 The simplified state diagram of the DDR SDRAM [17].

2.4.2 Mode Register Definition of DDR SDAM

In order to understand the DDR memory controller how to execute the read or
write command, the mode register set of DDR SDRAM must be defined. The mode
register which stores data for controlling the various operation modes of DDR
SDRAM is shown in Figure 2.11. The mode register set is included burst length,
addressing mode, burst type, CAS Latency, test mode, DLL reset [17].

The burst length uses AO~A2 to express three classifications of data length that
are two, four or eight blocks of data. Addressing mode uses A3 to represent two

classifications of burst types that are sequential and interleave.CAS Latency is the
abbreviation of column address strobe latency that is meant read latency from column
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address. The CAS Latency uses A4~A6 to represent 2, 2.5, or 3 clock cycles of CAS
latency. A7 is expressed normal mode or test mode. DLL is the abbreviation of
dynamic link library.A8 is used to control DLL reset. The parameters are eight blocks
of data, sequential, and CASLatency = 2, respectively. The parameter of data width is
32 bits on the user side and a half of data width is 16 bits on the DDR side.

Address

B1 BO | A12 | A11 | A10 | A9 | A8 | A7 | A6 | AS | A4 | A3 | A2 | Al | A0 Bus

NN ENNN

RFU 0 RFU DLL | TM CAS Latency BT Burst Length

Mode
Register

Figure 2.11 The mode register set of DDR SDRAM [17].
2.4.3 Block Diagram of DDR Memory Controller

The DDR memory controller which is combined with the ATU is used to
simply read and write command in streaming processor. The functional block diagram
of the DDR memory controller.is shown.in. Figure 2.12. It consists of the main
controller module, the signal generation module,.the data path module and the clock
generator module. The main controller module, which has a refresh counter, an initial
and a command state machine “are used torcontrol the operation states of the DDR
SDRAM. The signal generation‘module generates addresses, banks and control
signals to DDR SDRAM. The data path module design interfaces between the DDR
with a 16-bit data bus, and the bus master with a 32-bit data bus. The pattern
generator generates two clock signals, one is clk (133MHz) and the other is clk2x
(266MHz). The ddr_clk and ddr_clkn which are used to control active situations of
DDR SDRAM are generated by clock generator. In next section, the parameters of
mode register set in DDR SDRAM are defined.
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Figure 2.12 The functional block diagramof the DDR memory controller.

2.4.4 The Main Controller Module

Before memory access could be executed, DDR SDRAM needs to initialize by
a sequence of commands [17]. The INIT_FSM module deals with DDR SDRAM
initialization. The initial state diagram of the DDR memory controller is shown in
Figure 2.13. At first, the circuit must be reset. After reset, the stable situation of
system will be checked. In order to steady power and clock, the delay is needed 200
us. After power and clock are stable, the NOP and precharge command are issued,
respectively. The initialization starts with the precharge all banks. Through EMRS
DLL enable, MRS DLL reset, Precharge all banks, first Auto Refresh, second Auto
Refresh and MRS, the initial finite state machine goes to ready state and remains for
the normal memory access. After initialization of state machine is completed, the
write and read command are issued by command finite state machine [11].
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Figure 2.13 Initial state diagram of DDR memory controller.

The command state diagram of the DDR memory controller is shown in Figure
2.14. It deals with read, write and refresh of the DDR. During reset, the CMD_FSM
state machine is initialized to idle. The Read/Write/Refresh cycle are operated in the
command state machine, which performs read data from DDR SDRAM, write data to
DDR SDRAM or auto refresh DDR SDRAM. The rows need to be selected before
they could be accessed. However, only one row in the same bank could be selected at
a time. Active command is used to select the rows and precharge (or the auto
precharge hidden in the write and read commands as used in this design) is used to
close the rows. When issuing the commands for opening or closing the rows, both row
address and bank address need to be provided [11].



Figure 2.14 The command state diagram of DDR memory controller.

2.5 Summary

The proposed DMMU micro-architecture, which improves data transition time
in the streaming memory system of the media stream architecture, is introduced in this
chapter. The operation processes of data copying and data moving is established. The
ATU is described with data copying and data moving mechanism, variable segment
size, protection privilege, boundary check, and validity. The DDR memory controller,
which contains initial state and command state operation, supports simple burst write
and burst read mode. The implementation of the DMMU which consists of circuit
verification, function verification, and performance evaluation will be presented in
next chapter.
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Chapter 3
Implementation

The implementation of the DMMU architecture is expressed in this chapter. In
Section 3.1, the CAD flow is introduced to understand the procedures of our design.
The implementation of DMMU interface is demonstrated in Section 3.2. The
verifications of the layout and the specification table are shown in Section 3.3. The
functional verification and the performance evaluation are presented in Section 3.4
and 3.5, respectively. Finally, a summary is addressed in Section 3.6.

3.1 Computer-Aided Design Flow

The cell-base IC design flow is used'to complete the design in the DDMU. The
three levels of the design flow:are shown-in Figure 3.1 [1]. Our design is described
with a behavioral level, a structural leveltand a physical level. The three levels are
introduced in below.

Behavioral level: When the block diagram of the architecture is designed, it must be
considered the behavior mode. Not only functions are right in the design, but also the
structural level and the physical level are estimated simultaneously.

Structural level: The behavior mode of the design architecture is described by
Verilog HDL (hardware description language). After the coding is correctly verified,
the functional waveform of our design is simulated by Spring Soft Debussy. When the
behavior simulation is completed, the logic synthesis is continued to transfer from
Register-Transfer-Level (RTL) to gate-level netlists by Synopsys Design Compiler.
We set the synthesis environments that are included operating environment,
optimization constraints and optimization directives. We determine the critical
constraints which area, power and timing must achieve the requirement of our design.
Before the next level, the pre-layout simulation needs to check the netlists. If the
waveform of the gate-level simulation is right, it represents that the structural level is
completed. Else we would rebuild the RTL circuits and repeat the above steps.
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Physical level: When we get the gate-level netlists, the next step of the design flow is
generating the layout of DMMU. We use the Electronics Design Automation (EDA)
tool to auto place and route (P&R) the circuit by Synopsys Astro. The physical level
design flow is shown in Figure 3.2. These steps which include the design setup, the
floorplanning, timing setup, post-placement optimization, clock tree synthesis, routing,
design for manufacturing, design rule checking (DRC) & layout versus schematic
(LVS), post-layout simulation and tape out. If there is any error in the verifications,
the steps floorplanning, placement, or re-design the architecture need to be iterated.
Through the step-by-step flow, the transistor-level simulation is essential to analyze
power and check timing. The design has been gone through the cell-based design flow
to produce GDSII layout file, which can be fabricated in any foundry.

Design Capture Behavioral

’ HDL

Structural
Pre layout

Simulation \

Logic Synthesis

Design Tteration

A4

Floorplanning

I Post layout

Simulation

A 4

A

Placement Physical

A 4

Circuit Extraction |.g

Routing

Tape out

Figure 3.1 The cell-base design flow.
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Figure 3.2 The physical level design flow.
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3.2 Implementation of DMMU Interface

The input and output ports of DMMU interface are expressed in Figure 3.3. The
signals and their functions are described in Table 3.1. The input ports include clock,
reset, address, control signals, register files and data inout. The output ports include
ATU exception, DDR SDRAM control signals, DDR clock, DDR address, DDR
banks, and DDR data inout.

clk [ —{> sys_rdyn
clk2x [ >— — > sys_init_done
reset n [ >—
- — > ddr d 1:0
addr[31:0] [ > r_dam[1:0]
direct n [ >— —{ > ddr_wen
sumode [ > — > ddr rasn
mem_enable [ >— LTS es0
r wn [ —
seg lim [31:0] [ > [ ol
seg lim_sw [ >— > os2
seg_lim_sel [3:0] [ > —{ > cs3
sel [3:0] [ > cke0
sys_dmsel [3:0] [
sys_dly 200us [ >— DMMU — > ckel
sys_adsn [_>— Interface — > cke2
data[31:01<_>— — > cke3
— > ddr_casn
— > ddr_ba[1:0]
— > ddr_add[12:0]
— > ddr_clk
— > ddr clkn
— > invalid
— > unmapped
—<_ >ddr_dq[15:0]
—_ > ddr_dqgs[1:0]

Figure 3.3 The DMMU interface.
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Table 3.1 The signals on the DMMU interface.

Signal Name 10 Description
clk input System clock
clk2x input The double frequency of the system
clock
reset n input This active low signal resets the
system
addr[31:0] input System address
direct_n input \Without address translation mode or
with address translation mode
sumode input Supervisor mode or user mode
mem_enable input Memory enable
r_wn input Read or write at r_wn active high or
low
seg_lim [31:0] input The input of the segment base signal
and the limit base signal
seg_lim_sw input Switch the input signal of the selecting
segment base or limit base
seg_lim_sel [3:0] input Select an index block of the segment
base and the limit base
sel [3:0] input Select the chip of the DDR memory
module
sys_dmsel [3:0] input System data mask select during DDR
write
sys_dly 200us input This active high signal indicates that

the DDR SDRAM has gone through
the 200us delay for power and clock
stabilization

sys_adsn input Active low system interface address
strobe. This pin indicates the start of a
bus master cycle

sys_rdyn output Active low ready signal (for both
read/write cycles)

sys_init_done output This active high signal indicates that
the DDR SDRAM initialization is
completed. Until this signal is asserted
no READ/WRITE to be performed.
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ddr_dgm[1:0] output DDR SDRAM data bus mask when
high, masks write data
ddr_wen output DDR write enable
ddr_rasn output DDR row address strobe
cs0 output DDR sdram chip select chipO
csl output DDR sdram chip select chipl
cs2 output DDR sdram chip select chip2
cs3 output DDR sdram chip select chip3
cke0 output DDR sdram clock enable chip0
ckel output DDR sdram clock enable chipl
cke2 output DDR sdram clock enable chip2
cke3 output DDR sdram clock enable chip3
ddr_casn output DDR column address strobe signal
ddr_ba[1:0] output DDR bank address
ddr_add[12:0] output DDR address
ddr_clk output DDR clock
ddr_clkn output DDR-negated clock
invalid output Address valid
unmapped output Address, mapped
data[31:0] inout System- data in/out
ddr_dq[15:0] inout DDR data in/out
ddr_dgs[1:0] inout DDR data strobe

3.3 Circuit Verification

In our design, the DMMU works at clock frequency of 133MHz. In this section,
we will discuss area/gate-counts/power versus different clock frequency which
consists of 325 MHz, 300 MHz, 266 MHz, 200 MHz and 133 MHz. The EDA tools
(Synopsys Design Compiler & Astro) are used to estimate the results of synthesis and
P&R. In different clock frequency, area, gate-counts and power are expressed in Table
3.2 and Table 3.3. When clock frequency rises from 133 MHz to 325 MHz, area and
gate-counts increase insignificantly. It represented that the synthesis elements are
almost the same. Furthermore, power is equal to fCV? so power increases in
proportion to frequency. The power of DMMU grows from 39mW to 94mW in the
synthesis result. Therefore, the results of synthesis are represented that the clock
needs to increase under the reasonable power range.
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Table 3.2 The results of the ATU synthesis.

Clock Frequency Area (um?) Gate Counts Power (mW)
133 MHz 125072.289062 12532 20.2765
200 MHz 126606.195312 12685 30.4731
266 MHz 127484.968750 12774 40.5217
300 MHz 129959.984375 13021 45.8336
325 MHz 130119.640625 13037 48.4491

Table 3.3 The results of the DMMU synthesis.

Clock Frequency Area (um?) Gate Counts Power (mW)
133 MHz 175009.984375 17535 39.1006
200 MHz 175672.328125 17602 58.6705
266 MHz 176178.281250 17653 78.1133
300 MHz 177299.359375 17765 88.1455
325 MHz 177671.875000 17802 94.7326

The results of the P&R in theidifferent core utilization are listed in Table 3.4
and Table 3.5. When the clock frequency is increased from 200 MHz to 325 MHz, the
arriving time of DMMU will decrease. But the circuits may not meet the spec in the
higher clock frequency. On the other hand, when 'the test bench is operated in the
higher clock frequency, the errors may:be generated in the post-layout simulation. But,
when the circuits are synthesized with high-clock frequency environment, it could be
normally operated in the lower clock frequency. Through the results of our testing
verification, the post-layout simulation in the clock frequency: 200 MHz of the
DDR400 is normally worked by the clock frequency of the synthesis circuits: 300
MHz. The core area of the P&R results between the different core utilization and
clock frequency is listed in Table 3.6.
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Table 3.4 The results of the P&R in core utilization = 0.7.

Clock Frequency (ATU) Arrive Time Slack
200 MHz 5.2728 -0.5595
266 MHz 4.8928 -1.4305
300 MHz 4.9248 -1.7700
325 MHz 4.8358 -2.0403
Clock Frequency (DDR Controller) Arrive Time Slack
200 MHz 2.0052 -0.2040
266 MHz 1.6491 -0.0264
300 MHz 1.5998 -0.1902
325 MHz 1.6176 -0.3372

Table 3.5 The results of the P&R in core utilization = 0.8.

Clock Frequency (ATU) Arrive Time Slack
200 MHz 5.2321 -0.5394
266 MHz 5.1156 -1.5446
300 MHz 5.0839 -1.8783
325 MHz 4.9507 -2.1704
Clock Frequency (DDR Controller) Arrive Time Slack
200 MHz 2.0836 0.1557
266 MHz 1.5947 0.0195
300 MHz 1.6578 -0.3102
325 MHz 1.7014 -0.4211

Table 3.6 The core area of the P&R results between the different core utilization and
clock frequency.

Clock Frequency (DMMU) Core Area (um?) Core Area (um?)
(core utilization=0.7) | (core utilization=0.8)
200 MHz 250560.3136 214507.9225
266 MHz 252506.2500 217715.5600
300 MHz 254459.7136 223048.3984
325 MHz 255439.2681 223861.4596
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The specification table of our design is listed in Table 3.7. We have used EDA
tools which include verilog compiler, the waveform simulation by using Spring Soft
Debussy, the synthesis software by using Synopsys Design Compiler, the layout
generated by using Synopsys Astro, DRC and LVS by using Cadence Calibre. The
technology is using UMC 0.18um Mixed Signal (1P6M) CMOS. The library is using
Artisan SAGE-X Standard Cell Library. The core size of the layout is 0.705 mm?. The
gate count of synthesis result is 17928. The clock frequency is working at 133MHz.
The power dissipation is 48.9mW. The final layout of DMMU is shown in Figure 3.4.

Table 3.7 The specification table of the design.

Technology UMC 0.18um Mixed Signal (1P6M) CMOS
Library Artisan SAGE-X Standard Cell Library
Core Size 0.705 mm?

Gate Count 17928

Clock Frequency 133 MHz

Power Dissipation 48.9 mW

o

Figure 3.4 Layout of DMMU.
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3.4 Functional Verification

After the layout of the DMMU is placed and routed, the GDS-I1 file is streamed
out. The standard delay format (SDF) and the netlists of the P&R result are also
dumped to test the post-layout simulation. The post-layout simulation of the DMMU
has been tested in below. The operation environment of DMMU functional
verification is shown in Figure 3.5. At functional verification, we test the burst write,
burst read, exception check and boundary check.

DDR

Test Pattern DMMU <€—» SDRAM

Figure 3.5 The operation environment. of DMMU functional verification.

In our design, The DDR:memory controller is-tested at first. The measurement
consists of initial state, burst read and-burst-write:mode. Furthermore, there are two
translation modes which include ATU mode and without ATU mode. In ATU mode,
two protection privileges, which are supervisor level and user level, are represented
access limit. No matter what levels are accessed, the premise that the register files
must be valid. When the data capacity of the segment overflows maximum capacity,
there will be generated an exception signal. The segment and limit register files also
could be flexibly defined by users. Data capacity of DDR SDRAM will influence on
the maximum sizes of the media sources. We have also estimated the performance
evaluation for the access time versus the data capacity in the next section.

Before the circuit is verified, the DDR SDRAM must have been initiated first.
As shown in Table 3.8, the different parameter values of istate are represented i_IDLE,
i_NOP, i_PRE, i _tRP,i_EMRS, i tMRD, i_MRS,i_AR1, i _tRFC1,i_AR2, i _tRFC2,
and i_ready, respectively.
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Table 3.8 The different parameter values during initial states.

Parameters Values
i IDLE 4'n0000 (16°h0)
i_NOP 4'n0001 (16°h1)
i PRE 4'n0010 (16°h2)
i tRP 4'n0011 (16°h3)
i EMRS 4'nb0100 (16°h4)
i tMRD 4'h0101 (16°h5)
i MRS 4'n0110 (16°h6)
i AR1 4'h0111 (16°h7)
i tRFC1 4'n1000 (16°h8)
i AR2 4'01001 (16°h9)
i_tRFC2 4'n1010 (16°h10)
i_ready 4'p1011 (16°h11)

As shown in Table 3.9, the different parameter values of cstate are represented
c_idle, c_tRCD, c_cl, c_rdata, c_wdata, ¢_c tREC, c_tDAL, c_ACTIVE, c_READA,
c_WRITEA, and c_AR, respectively.-In|ichapter 2, from Figure 2.14 shows read
command would be followed to:complete by .c:idle, c. ACTIVE, c_tRCD, c_READA,
c_cl, c_rdata, and c_idlen. Write command would be:followed to complete by c_idle,
c_ACTIVE, c_tRCD, c WRITEA, c"wdata;, c-tDAL, and c_idle.

Table 3.9 The different parameter values during command states.

Parameters Values
c_idle 4'n0000 (16°h0)
c_tRCD 4'n0001 (16°h1)
c_cl 4'n0010 (16°h2)
C_rdata 4'b0011 (16°h3)
c_wdata 4'n0100 (16°h4)
c_tRFC 4'n0101 (16°h5)
c_tDAL 4'00110 (16°h6)
c_ACTIVE 4'n1000 (16°h8)
c_READA 4'n1001 (16°h9)
c_WRITEA 4'p1010 (16°h10)
c_AR 4'p1011 (16°h11)
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At DDR memory controller testing, the initial state of DDR memory controller
is shown in Figure 3.6. When the initial state finishes, the sys_init_done is from low
to high. The procedure of initial state (istate) is contrasted with Table 3.8 and Figure
2.13. The istate is composed with a hexadecimal radix. The burst write and read mode
of DDR memory controller is shown in Figure 3.7. When the write command is issued,
the physical address addressed to DDR memory controller. Address contains row
address, banks selection, and column address. Data is written to SDRAM by double
data rate. The procedure of command state (cstate) is contrasted with Table 3.9 and
Figure 2.14. When the read command is issued, the physical address addressed to
DDR memory controller. Data read from SDRAM by double data rate. The procedure
of command state (cstate) is contrasted with Table 3.9 and Figure 2.14.

SS : : - IS - IS
Uy U g Uy U U e o Lo L L LML L L L L L L LT

Figure 3.6 The initial state machine of DDR memory controller.
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Figure 3.7 The burst write and burst read mode of DDR memory controller.



At the address translation unit testing, protection modes are decided the access
privileges of supervisor and a user, we have verified their functions in below. If the
sumode bit is high, it is represented that data are accessed by supervisor. The
protection mode is defined the “PR” bits, which will be represented the read/write,
read only, or none privilege. When “P” = 1, it is represented supervisor privilege, and
“P” = 0 is represented user privilege. “R” = 0 is represented having the privilege of
read/write, and “R” = 1 is represented having the privilege of read only. The
supervisor has the highest privilege, So that the “P”” = 0 is represented that data can be
accessed. On the contrary, “P” =1 is represented that users can’t access any data. The
Segment access modes and corresponding PR bit encodings of our design are listed in

Table 2.1.

The test bench of the ATU is shown in Table 3.10. The table consists of
privilege modes, virtual address, physical address, segment, limit, protection modes
and validity. In below figure, the virtual address translates to physical address by

referencing the Table 3.10.

Table 3.10 The test bench of the ATU.

sumode Segment Virtual Physical Limit+PRV
Address Address

Figure | supervisor | 32’h00000000 {32*H00001400 | 25’h0001400 | 32’hO0fffffo
3.11
Figure | supervisor | 32’h00200000 | 32’h02001410 | 25’h0201410 | 32’h0O0fffffb
3.12
Figure | supervisor | 32’h00400000 | 32’h04001420 | 25’h0401420 | 32’hOOfffffd
3.13
Figure | supervisor | 32’h00600000 | 32’h06001430 | 25’h0601430 | 32’hOOffffff
3.14
Figure users 327h00800000 | 32’h08001440 | 25’h0801440 | 32’h0Offfff9
3.15
Figure users 32’h00a00000 | 32°’h0a001450 | 25’h0a01450 | 32’h00fffffb
3.16
Figure users 32’h00c00000 | 32°’h0c001460 | 25°’h0c01460 | 32’h00fffffd
3.17
Figure users 32’h00e00000 | 32’h0e001470 | 25’h0e01470 | 32’hOOffffff
3.18
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As shown in Figure 3.8, “sumode” = 1’b1 & “PR” = 2°b00, they represent that
supervisor can write and read.

a. Write mode: Data could be written, “invalid” = 0. Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’h00001400)
to physical address (25’h0001400).

b. Read mode: Data could be read, “invalid” = 0, Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’h00001400)
to physical address (25’h0001400).

As shown in Figure 3.9, “sumode” = 1’bl & “PR” = 2’b01, they represent that
supervisor can write and read.

a. Write mode: Data could be written, “invalid” = 0. Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’nh02001410)
to physical address (25’n0201410).

b. Read mode: Data could be read, “invalid” = 0, Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’nh02001410)
to physical address (25’n0201410).

As shown in Figure 3.10, “sumode™=1’b1.& “PR” = 2°b10, they represent that
supervisor can write and read.

a. Write mode: Data could be written;*“invalid” = 0. Address does not exceed
limitation, “unmapped” = 0. Address:is translated from virtual address (32’nh04001420)
to physical address (25’n0401420).

b. Read mode: Data could be read, “invalid” = 0, Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’nh04001420)
to physical address (25’n0401420).

As shown in Figure 3.11, “sumode” = 1’b1l & “PR” = 2’b11, they represent that
supervisor can read only.

a. Write mode: Data could not be written, “invalid” = 1. Address does not
exceed limitation, “unmapped” = 0. Address is not translated from virtual address
(32’h06001430) to physical address (high impedance).

b. Read mode: Data could be read, “invalid” = 0, Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’nh06001430)
to physical address (25’n0601430).
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2’b11) under supervisor mode in the DMMU.
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As shown in Figure 3.12, “sumode” = 1’b0 & “PR” = 2’b00, they represent that
user can write and read.

a. Write mode: Data could be written, “invalid” = 0. Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’nh08001440)
to physical address (25’n0801440).

b. Read mode: Data could be read, “invalid” = 0, Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’h08001440)
to physical address (25’h0801440)

As shown in Figure 3.13, “sumode” = 1’b0 & “PR” = 2’b01, they represent that
user can read only.

a. Write mode: Data could not be written, “invalid” = 1. Address does not
exceed limitation, “unmapped” = 0. Address is not translated from virtual address
(32’h0a001450) to physical address (high impedance).

b. Read mode: Data could be read, “invalid” = 0, Address does not exceed
limitation, “unmapped” = 0. Address is translated from virtual address (32’h0a001450)
to physical address (25’h0a01450)

As shown in Figure 3.14, “sumode™=1’h0-& “PR” = 2’b10, they represent that
user can not do anything.

a. Write mode: Data could not beTwritten,’ “invalid” = 1. Address does not
exceed limitation, “unmapped” ="0.-Address.is.not translated from virtual address
(32’h0c001460) to physical address (high impedance).

b. Read mode: Data could not be read, “invalid” = 1, Address does not exceed
limitation, “unmapped” = 0. Address is not translated from virtual address
(32’h0c001460) to physical address (high impedance)

As shown in Figure 3.15, “sumode” = 1’b0 & “PR” = 2’b1, they represent that
user can not do anything.

a. Write mode: Data could not be written, “invalid” = 1. Address does not
exceed limitation, “unmapped” = 0. Address is not translated from virtual address
(32’h0e001470) to physical address (high impedance).

b. Read mode: Data could not be read, “invalid” = 1, Address does not exceed
limitation, “unmapped” = 0. Address is not translated from virtual address
(32’h0e001470) to physical address (high impedance)
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As shown in Figure 3.16, because the address exceeds the limitation, it should
give an exception.

a. Write mode: Data could be written, “invalid” = 0. Address exceeds limitation,
“unmapped” = 1. Address is not translated from virtual address to physical address

b. Read mode: Data could be read, “invalid” = 0, Address exceeds limitation,
“unmapped” = 1. Address is not translated from virtual address to physical address.
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Figure 3.16 Data capacity over limitation in the DMMU.
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3.5 Performance Evaluation

In this section, the circuit performance was evaluated. The access time versus
different data capacity on data copying or data moving between ATU and without
ATU was estimated for the testing benchmark.

3.5.1 Comparison

The test configuration environment is shown in Figure 3.17. Some of the testing
assumptions are expressed in detail. The model of DDR SDRAM is mt46v16m8
which is produced by the MICRON TECHNOLOGY, INC. The DMMU and DDR
SDRAM are operated on the clock frequency 133MHz. We suppose that a
micro-controller is a block of a register file. The micro-controller issues one byte per
clock cycle to DMMU for addresses, the segment register files and the limit register
files. It also issues a read/write instruction to the DMMU. Other signals of DMMU
are ignored in our discussion.

DDR

DI <€—» SDRAM

Micro-controller

Figure 3.17 Test configuration environment.

When the test configuration is ready, we will compare the access time of data
copying and data moving versus the different data capacity. We suppose the range of
the data capacity of the segment is from 16 bytes to 16 mega bytes. We will discuss
the data capacity is 16B, 64B, 256B, 1KB, 4KB, 16KB, 64KB, 256KB, 1MB, 4MB
and 16MB, respectively. At first, we suppose the register files of the micro-controller
access 8 bits once. The clock period of the different devices are listed in Table 3.11,
which are the micro-controller clock (mclk), the DMMU (ATU and DDR Memory
Controller) clock T(DMMUclk) and the DDR SDRAM clock T(DDR SDRAM). We
suppose the critical period is DMMU clock and DDR SDRAM. The speed of the
micro-controller is two times of the speed of the DDR SDRAM.
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Table 3.11 The clock period of the micro-controller, the DMMU and DDR.

T(Clock) Clock period
T(mclk) 3.75ns
T(DMMUclK) 7.5ns
T(DDR SDRAM) 7.5ns

The ATU and without ATU mechanisms are expressed in below, the calculation
of the access time is dependent on data capacity. We will calculate 16 bytes for
example.

16 Bytes: When the read and write instruction are issued once, respectively, the
block of data (burst length = 8) * (ddr_dq = 16 bits) = 16 bytes is transited between
the micro-controller and DDR SDRAM. From the above, the total access time is write
(89 ns) + read (141.5 ns) = 230.5 ns.

The data transition time of data copying and data moving in the different data
capacity without ATU is listed in Table'3.12:On without ATU mode, it is needed to
read data into the register files ofsmicro-controller and write data into DDR SDRAM.
The data transition time is occupied most proportion,-we would ignore the access time
of the other signals.

Table 3.12 The data transition time‘of data copying and data moving in the different
data capacity without ATU.

Data Capacity Data transition time
16B 230.5 ns
64B 922 ns

256B 3688 ns
1KB 14752 ns
4KB 59008 ns
16KB 236032 ns
64KB 944128 ns
256KB 3776512 ns
1MB 15106048 ns
4MB 60424192 ns
16MB 241696768 ns
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The access time of the DMMU with different data capacity is discussed in
below. With ATU mechanism, the register files of micro-controller loads and stores
the segment and the limit register files. Because a block of testing segment is
composed with 32bits, it needs 8 cycles to load and store 32 bits. So the segment and
the limit register file are needed to access 8 and 8 (DMMUcIk) cycles, respectively.
The ATU mechanism only changes the segment and the limit register file to arrive at
data copying and data moving in the access processing. Because the total access time
is independent on the data capacity, the total access time with ATU is 120 ns.

The total time (with ATU)

= T(DMMUclk) * 8 + T(DMMUclk) * 8
=75*8+75*8

=120 ns

The total access time of the two ATU modes is listed in Table 3.13. Eq 3.1 is
expressed the benchmark of the access time versus the data capacity for different
ATU mechanisms. The performance evaluation which is the access time versus the
data capacity between ATU and.without ATU on.copying data and moving data is
shown in Figure 3.18. When the data capacity is larger and larger in without ATU
mode, the transition time is in;proportion:to larger. But the total access time of the
different data capacity in ATU mode isithe'same. The advantage of ATU mechanism
saves more and more access time. The capacity.of'segment and limit registers Table is
defined 32 bits * 16 blocks * 2. As the memory capacity is increased, the blocks of the
segment and limit registers will be followed increasing. For an example, when the
capacity of DDR SDRAM increases from 256MB to 512 MB. The Segment and limit
register files will increase from 32 bits * 32 blocks to 32 bits * 64 blocks. The area of
the register files are increased in the DMMU.
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Table 3.13 Total access time of two ATU modes

Data Capacity Total Access Time (ATU) Total Access Time (no ATU)
16B 120 ns 230.5 ns
64B 120 ns 922 ns

256B 120 ns 3688 ns
1KB 120 ns 14752 ns
4KB 120 ns 59008 ns
16KB 120 ns 236032 ns
64KB 120 ns 944128 ns
256KB 120 ns 3776512 ns
1MB 120 ns 15106048 ns
4MB 120 ns 60424192 ns
16MB 120 ns 241696768 ns
Benchmark Read and Write D_ata_l Access Ti_me (wiFhout ATU) (Eq3.1)
Segment and Limit Access Time (with ATU)
Data Copying & Moving Reference
1000000000
100000000 | B With ATU

10000000

| @ Without ATU

1000000

100000

10000
1000

Acccess Time (ns)

100
10

1

64K 256K 1M 4M

Data Capacity (bytes)

Figure 3.18 The access time versus the data capacity for different ATU.

From the above, the maximum segment size is defined as 16 MB. If the data
length is more than the maximum segment size, the access time of the data copying
and the data moving will not be fixed in the ATU mechanism. We suppose the data
lengths of our testing are 32 MB, 48 MB and 64 MB, respectively. From Eq 3.1, when
the data length is increased from 16 MB to 48 MB, the access time of the data
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copying and the data moving are continuously increased in without ATU mechanism.
In the ATU mechanism, when the data capacity is 32 MB, the micro-controller loads
the segment0 and limit0 and stores to segment2 and limit2. The micro-controller also
loads another segmentl and limitl and stores to segment 3 and limit3. It will take two
times access time of the data capacity: 16 MB to load and store segment register files.
The access time of the data capacity: 48 MB will three times to load and store the
segment register files. The proportion of the access time without ATU/ ATU versus the
different data capacity is shown in Figure 3.19. When the data capacity is larger than
one maximum size of the segment, the proportion is not increased more and more.
The result is represented the maximum access proportion of the DMMU is about two
million times.

10000000

@ (Access Time Without ATU/ ATU) -
1000000 —

100000 F ]

10000 —

1000 -

Proportion

100 —

10 —

1 1 1 1 1 1 1 1 1 1
4K 16K 64K 256K 1M 4M 16M 32M 48  64M

Data Capacity (bytes)

Figure 3.19 The proportion of the access time without ATU/ATU versus the different
data capacity.

3.6 Summary

At result of circuit verification, when clock frequency rises from 133MHz to
325MHz, the area invariantly increases from 175009 um’ to 177671 um?®. It
corresponds to the power grows from 39mW to 94mW. The result of P&R shows the
clock frequency could normally work on 200MHz. At function verification, the ATU
and DDR memory controller is verified completely in this chapter. The post-layout
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simulation confirms that the function verification of DMMU is correct. The transition
range of data capacity supports from 16KB to 256MB. Finally, the performance
evaluation shows that the data transition of the conventional ATU to the proposed
ATU architecture is sharp ratio when transmitted data size is less than 16MB. The
ratio is 2 million times in transmitted 16MB data size.
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Chapter 4

Conclusion

The implementation of the distributed memory management unit (DMMU) in
the stream memory system of streaming processor is described in this thesis. We have
designed and implemented the DMMU, including address translation unit (ATU) and
double data rate (DDR) memory controller. The ATU provides a virtual memory
mechanism, which users can flexibly define, to save data transition time. The DDR
memory controller is used in simply burst read and write mode. When the improved
memory system is applied in multimedia applications, the access time in memory
hierarchy will be decreased more gfficiently.

In this thesis, the Cell-Base design flow and UMC 0.18um technology are used
to implement our design. The results:of therimplementation are presented, including
circuit verification, function verification and.performance evaluation. The circuit
verification shows that area increases insignificantly when clock frequency rises from
133MHz to 325MHz. Power increases in proportion to frequency, so it grows from
39mW to 94mW. Function verification reveals: (a) access privilege, exception and
boundary check to verify the address translation; (b) burst read and burst write mode
to confirm the DDR memory controller. Performance evaluation proves that proposed
ATU architecture provides 2 million times speed-up than conventional ATU when
transmitted 16MB data size.

The advantage of the DMMU architecture provides a sharp increasing of data
transition by using the small circuit area and power in modern multimedia
applications. Users flexibly define the segment table to achieve fast data copying and
data moving. When the proposed DMMU is integrated to multimedia applications, the
data transition is more efficient to save transition time.
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