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Abstract

Multiple-input multiple-output (MIMO) systems are hot research topics re-
cent years. However, how to apply MIMO antenna techniques effectively
is related to how to accurately capture the characteristics of wireless chan-
nels. In this dissertation, we perform analysis and design for MIMO wire-
less systems in ultra-wideband (UWB), mobile-to-mobile channels, and relay

channels.

In the first part, we analyze the bit error-rate (BER) performance in the
[EEE 802.15.3a and 802.15.4a UWB channel models with Rake receiver and
shadowing effects. Next, we present, an analytical exptression for the signal-to-
noise ratio (SNR) of the pulse position modulated (PPM) signal in an UWB
channel with multiple transmit and receive antennas. Finally, we turn to
design BER-minimized space-time-frequency (STF) codes for MIMO highly
frequency-selective block-fading channels. Our results quantitatively indicate
the effect of shadowing and Rake finger numbers on the BER performance in
the IEEE 802.15.3a and 802.15.4a UWB channels. Moreover, we suggest to
utilize transmit antennas to reduce the UWB receiver’s complexity since the
number of fingers of a Rake receiver in the UWB system can be very high.
Furthermore, due to low transmit power in the UWB system, we suggest to
adopt multiple receive antennas to improve the performance from the view

point of coverage extension. Finally, compared with other STF codes for



multiband UWB-MIMO communication systems, our code has about 1 and

8 dB coding gain at BER = 10~%, respectively.

In the second part, we derive the autocorrelation function (ACF), level
crossing rate (LCR), and average fade duration (AFD) of the mobile-to-
mobile Rician fading channel. We suggest a sum-of-sinusoid MIMO mobile-
to-mobile channel simulation method, which can characterize the spatial /temporal
channel correlation and Rician fading effect. We examine how often the
MIMO capacity experiences the fades and relate this to the Rician factor. It
is proved that the proposed sum-of-sinusoids approximation developed from
the double-ring with a LOS component model can approach the theoretical
value more closely than the single-ring model at a slightly higher cost of
computation loads. Furthermore, we find that for MIMO systems with con-
stant number of scatterers, inéreasing mumber of antennas cannot linearly
increase the capacity. Thé capacity perianténna is decreased as Rician fac-
tor increases. We also find that the total channel capacity is related to the

richness of the scattering environment:

In the third part, we consider-a felay channel and explore a decode-
and-forward (DF) cooperative communications system combined with the
network coding. We derive the outage probability and diversity-multiplexing
tradeoff (DMT) for the proposed cooperative network coding (CNC) proto-
col. Our results show that the relay nodes not only can provide cooperative

diversity gain, but also cooperative multiplexing gain.

In summary, we have solved three important, challenging, and interesting
problems in this dissertation: (1) performance analysis and STF codes design
in MIMO-UWRB systems; (2) channel simulation model, ACF, LCR, AFD,
and capacity analysis for MIMO mobile-to-mobile ad hoc Rician channels;

and (3) analysis of outage probability as well as DMT for cooperative network

1



coding in relay channels.

iii
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Chapter 1

Introduction

The Bible says, “Two are better than one because they have a good re-
ward for their labor. For if they fall, one will lift up his companion.” The
above words briefly and simply describe the concept of diversity, which is a
technique widely used in wireless-communications systems of today. There
are many forms of diversity. For example;“we use multiple-input multiple-
output (MIMO) systems to obtainr the spatial“diversity. Thanks to the help
from relays, we can have cooperative diversity, Channel coding gives us time
diversity. Multicarrier communication systems provide frequency diversity.
Scheduling in the multiuser MIMO systems can benefit from user diversity.
Through these diversity techniques, we can improve reliability, capacity, and

coverage and suppress the interference in wireless communications systems.

In our dissertation, we focus on two kinds of diversity techniques. They
are MIMO and cooperative communications systems. The two subjects are
hot research topics on wireless communications in recent years. A MIMO
system is a multi-antenna wireless communications system. MIMO systems
transmit signals via its multiple transmit antennas and receive and recover

the original signals at the receiver using multiple receive antennas. The



MIMO technique is first proposed by Marconi in 1908. He used multiple
antennas to restrain channel fading. According to the number of antennas
in the transmitter and receiver, the MIMO technique or called the “smart
antenna” technique includes the single-input multiple-output (SIMO) and
multiple-input single-output (MISO) systems.

Because MIMO can increase data throughput and transmission distance
extremely without extra bandwidth or total transmit power expenditure,
MIMO technique has attracted much attention in recent years. The core
concept of MIMO is to exploit the spatial degree of freedom provided by
multiple transmit and receive antennas to improve the spectrum efficiency,
transmission data rate, and communications quality of wireless communica-

tions systems.

Cooperative communication is anothér novel communications technique
proposed in recent years. ;Many nodes equipped with single transmit /receive
antenna form a wireless network. By the cooperation between the transmit-
ters, relays, and receivers;.a virtual antenna-array can be established. Thus,
cooperative wireless networks/can.bewiewed as another form of MIMO sys-
tems. Cooperative communications can increase system capacity and save
power. Compared with the single hop transmission which is widely discussed
and understood, cooperative communications network consisting of multiple

nodes is still an open research issue.

We will investigate several interesting issues about MIMO systems in
three different channels, including: (1) ultra-wideband (UWB) channels, (2)
mobile-to-mobile channels, and (3) relay channel. In the first part of this
dissertation, we analyze the performance and design bit error rate (BER)-
minimized space-time-frequency (STF) codes in MIMO-UWB systems. In

the second part of this dissertation, we construct the channel model and an-



alyze the autocorrelation function (ACF), level crossing rate (LCR), average
fade duration (AFD), and capacity for MIMO mobile-to-mobile ad hoc Ri-
cian channels. Last, we propose a cooperative network coding protocol and
analyze its outage probability and diversity-multiplexing tradeoff (DMT). In
the following, we discuss the problems and the solutions regarding the above

1ssues.

1.1 Problems and Solutions

In this section, we will briefly describe our problem formulations and the cor-
responding solutions, including BER analysis in IEEE 802.15.3a and 802.15.4a
UWRB channels, performance of using multiple transmit and receive antennas
in pulse-based ultrawideband systems, BER:minimized space-time-frequency
codes for MIMO highly frequency-selectivesblock-fading channels, statistical
analysis of a mobile-to-mobile Rician fading channel: model, modeling and
capacity fades analysis of MIMO Rician channels in miobile ad hoc networks,

and network coding for cooperativesmultiplexing in‘relay channels.

1.1.1 BER Analysis in IEEE 802.15.3a and 802.15.4a
UWB Channels

UWRB is a promising wireless communications technique for high data rate
transmission. The UWB channel characteristics are very different from con-
ventional narrowband channels. Recently, the IEEE 802.15.3a [3] and 802.15.4a
[4] UWB channel models are specified and widely adopted in the industry.
However, UWB systems based on the IEEE 802.15.3a and 802.15.4a models
are only evaluated by simulations or by analysis with simplified conditions.

Hence, a fundamental question arises: how can a UWB system be ana-
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lyzed in the complete IEEE 802.15.3a and 802.15.4a channel models? These
UWRB channels have two significant properties. First, because the UWB sig-
nal bandwidth is much wider than the channel coherence bandwidth, highly
frequency selective fading exists. Second, UWB signals usually yield many
clusters of non-Rayleigh faded rays because the extremely large bandwidth
leads to high-resolution arrival time after being reflected by objects. The
challenges of analyzing UWB signals in the IEEE 802.15.3a and 802.15.4a

channels can be summarized into four types:

e Instead of fixed-number arrival rays within one cluster for narrowband
channel, the UWB signal may arrive in many clusters with a random
number of rays. The arrival processes of clusters and rays are modeled
by a doubly stochastic Poisson process in the IEEE 802.15.3a model.
For the IEEE 802.15.4a0WB signals, the number of clusters is modeled
by a Poisson randoni variable and the‘inter-arrival time of rays within
a cluster is modeled by a hyper-exponential random variable. Due to
the unknown number of raysand clusters, it is difficult to compute the

total collected signal energy at RAKE receivers.

e The multipath fading in UWB channels is not modeled as a traditional
Rayleigh random variable because the central limit theorem is not ap-
plicable for insufficient arrival rays in a very narrow time bin. From
measurement results [5,6], a lognormal multipath fading as well as shad-
owing is adopted in the IEEE 802.15.3a UWB channel. Conditioned on
the given number of rays as well as clusters, and the average amplitude,
a UWB signal amplitude in the IEEE 802.15.3a channel is modeled as
a two-dimensional lognormal random variable. Because the mean of
signal amplitude is related to the Erlang-distributed inter-arrival time

for clusters and rays, such a random signal is difficult to be analyzed.
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e The multipath fading signal in the IEEE 802.15.4a UWB channel is
characterized by a joint lognormal Nakagami-m random variable. A
Nakagami (non-Rayleigh) UWB signal amplitude is adopted because
the central limit theorem is no longer applicable for UWB signals due
to the limited number of arrival rays in a very narrow time bin (or chip
duration). The fading parameter m is a log-normal random variable
and is related to the ray arrival time. Unlike the traditional fading
signal amplitude characterized by only one random variable, the fading
signal amplitude in the IEEE 802.15.4a channel model is characterized
by two random variables and also depends on the ray arrival time.
Hence, analyzing the statistical characteristics of fading in the IEEE
802.15.4a channel model is much more complicated than that in the

conventional channel model.

e In the IEEE 802.15.4a UWB channel;, the shadowing component is
turned off for the purpose of comparing different proposals. To evalu-
ate the actual BER, it is necessary to-add the 'shadowing effect back.
However, when shadowing is incorperated into the computable formula
for BER in the IEEE 802.15.3a UWB channel [7] the simulation re-
sults cannot match the analytical results very well. We find that this
mismatch is due to the divergence property of the moment generating
function (MGF) of the log-normal random variable [8]. Thus, we be-
lieve that taking account of shadowing into the BER analysis in the

IEEE 802.15.4a channel is very important and not a trivial task.

Characterized by a joint two-dimensional lognormal and doubly stochastic
Poisson random variable, the key parameters in the IEEE 802.15.3a UWB
channel model include the cluster/ray arrival rates, the cluster/ray decay

factors, and the standard deviations of the lognormal multipath fading and
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shadowing. To our knowledge, the complete effects with all the key param-
eters in the TEEE 802.15.3a channel on the BER performance of a UWB
system has not been reported as an analytical formula in the literature. The
first objective of this part is to develop an analytical method to compute the
error performance in the complete IEEE 802.15.3a channel. We will present
an explicit BER analytical computation method incorporating the impacts
of the number of fingers at the RAKE receiver, the effects of shadowing and
all the UWB channel parameters based on the IEEE 802.15.3a model. Com-
paring with [7], we examine the effect of the number of fingers (L) at the
RAKE receiver, instead of the window size. However, it is very challenging
to obtain the distribution of the sum of the collected signal energy from L
fingers at the RAKE receiver in the IEEE 802.15.3a UWB channel because
in each time bin of L fingers beth'the mumbers of clusters and rays are ran-
dom variables. The distribuition of'signal energy collected from L fingers will
involve a computationally intractable’ (6L +-4)-dimension integration. We
develop a fast BER computation approach réquiring only an integration of
six dimensions instead of (6£+4) dimensions for an L-finger RAKE receiver.
Additionally, we suggest using Hermite and Legendre polynomial approach
to further simplify the four integrations into weighted summation. Thus, it

turns out that only two-dimension integration is required for our approach.

Furthermore, according to the convergence property of MGF in [§8], we
explain the divergence phenomenon of the MGF-based approach [7] when
the shadowing component of the IEEE 802.15.3a channel is included in the
BER computation. Thus, we believe that taking account of shadowing into
the BER analysis in the IEEE 802.15.3a channel is not a trivial extension.
We suggest a characteristic function-based approach to avoid the divergence

problem of the MGF-based approach in BER calculation in IEEE 802.15.3a
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UWB channel models. With the aforementioned advantages, the proposed
computable formula can easily analyze the effects of various UWB channel
parameters in the IEEE 802.15.3a channel model without time consuming
simulations.

The second objective of this part is to develop a BER computable for-
mula to include the complete effects of the and 802.15.4a UWB channel
model, shadowing, as well as RAKE receiver. Mathematically, UWB signals
in the IEEE 802.15.4a channel model are characterized by a multi-dimension
random variable consisting of Nakagami-m fading amplitude, Poisson dis-
tributed number of clusters, and a hyper-exponential inter-ray arrival time.
To our knowledge, a BER analytical model to include all the effects of chan-
nel parameters specified in the IEEE 802.15.4a model and also shadowing has
not seen in the literature. Secondly, hy'applying the newly developed ana-
lytical model we evaluate the impacts, of different UWB channel parameters

to obtain the insights into the desigh of UWB systems.

1.1.2 Performance of Using Multiple Transmit and Re-
ceive Antennas in Pulse-Based Ultrawideband

Systems

To our best knowledge, it has not been seen many reports in the literature
to evaluate the performance of the PPM based UWB system using multi-
ple transmit and receive antennas in a frequency selective multipath fading
environment. The objective of this part is to investigate to what extent
transmit/receive diversity can further improve the performance for the PPM

based UWB system.

Toward this end, we first analyze the statistical properties of the PPM
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signals in a generalized frequency selective fading model proposed for the
UWRB system [9]. To accurately evaluate the UWB system performance,
choosing an appropriate channel model is very crucial. In the literature, many
models have been reported to characterize the UWB channel, such as [10-16].
In particular, according to the measurement results of [11,14], the authors
in [9] proposed a generalized fading channel model for the UWB application,
which can possess two major properties of the UWB channel - clustering
property and highly frequency selective fading. Through simulations, we
demonstrate that the derived analytical model can accurately estimate the
first-order and the second-order statistics of the pulse based UWB signals in
the considered UWDB channel model.

Secondly, we investigate the effect of applying the transmit/receive an-
tenna diversity techniques in the UWB system. Specifically, we consider
a time-switched transmit diversity (TSTD) scheme [17] at the transmitter
end, and the template-based pulse detection using antenna diversity at the
receiver end [18]. Through simulations, we show that using multiple trans-
mit antennas in the UWB channel can improve the system performance in
the manner of reducing signal variations. Because of already possessing rich
diversity inherently, using multiple transmit antennas does not provide diver-
sity gain in the strict sense (i.e., the slope of BER v.s. SNR), but can reduce
the complexity of the Rake receiver. As for the effect of receive diversity, we
demonstrate that the multiple receive antennas can improve the performance
of the UWB system by providing higher antenna array combining gain even

without providing the diversity gain in the strict sense.



1.1.3 BER-Minimized Space-Time-Frequency Codes for
MIMO Highly Frequency-Selective Block-Fading

Channels

The objective of this part is to design the BER-minimized STF block codes
for the MIMO systems under four kinds of IEEE 802.15.3a UWB channel
models, i.e., CM 1 ~ 4. Based on the BER analysis under the aforemen-
tioned environment in [19], we provide a BER-minimized design criterion, an
efficient searching algorithm for the optimal STF block codes, and optimal

BER performance curves.

1.1.4 Statistical Analysis of A Mobile-to-Mobile Ri-
cian Fading Channel:Model

This part develops a sum-of-sinysoids mebile-fo-mohile Rician fading sim-
ulator. First, the “double-ring with a LOS component” model is proposed
to incorporate both the LOS effeét and the scattering effect. The double-
ring scattering model was originally put forward [20], where the scatterers
around the transmitter and the receiver were modeled by two independent
rings. Second, the theoretical statistical property of the mobile-to-mobile
Rayleigh channel is extended to the Rician fading case. The derived theoret-
ical properties of the mobile-to-mobile Rician fading channel are employed to
validate the accuracy of the proposed mobile-to-mobile Rician fading channel
simulator involving sum-of-sinusoids. Furthermore, the higher-order statis-
tics of the mobile-to-mobile Rician fading simulator, such as the LCR and
AFD, is discussed. Compared with references [21] and [22], this study pro-
vides, in addition, the simulation and the theoretical comparisons for the

autocorrelation function of the fading envelope, the comparison between the
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fading envelope of double-ring and single-ring scattering models for different
K factors, and the difference in the fading envelope of both the double-ring

and single-ring scattering models for different K factors.

1.1.5 Modeling and Capacity Fades Analysis of MIMO
Rician Channels in Mobile Ad Hoc Networks

The objective of this part is two-fold. First, we aim to develop a simple
sum-of-sinusoids MIMO channel simulation method that can characterize the
spatial /temporal correlation and Rician fading effect. The sum-of-sinusoids
channel simulation method, or ‘Jake’s model’, has been widely used to evalu-
ate the performance of conventional single-input single-output (SISO) mobile
systems [23-25]. Jake’s model can capture the time behavior of a mobile-
to-base channel. Recently,«n {26], a mobile-to-mobile MIMO channel sim-
ulator was developed tofincorporate the.spatial correlation in a Rayleigh
fading environment. Wezwill further incorporate the Rician fading effect in
the mobile-to-mobile MIMO:channel"simulator based on a correlated double-
ring scattering model (described'in Section 7.3). The second objective of this
part is to research the capacity of the mobile-to-mobile MIMO Rician fading
channel. To this end, we will derive the upper bound of the ergodic capacity
of the mobile-to-mobile MIMO Rician channel. The MIMO capacity bound
can be used to confirm the accuracy of the proposed sum-of-sinusoids sim-
ulation method and explore the impact of spatial correlation. Further, we
evaluate the LCR and AFD of the MIMO mobile-to-mobile Rician channel.
The LCR and AFD of MIMO capacity was researched in [27,28], but not
in a mobile-to-mobile and not in a Rician fading channel, either. We will
relate the LCR and capacity fade of MIMO mobile-to-mobile systems with
the Rician K factor.
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1.1.6 Network Coding for Cooperative Multiplexing in
Relay Channels

In this part, we investigate the diversity-multiplexing tradeoff for the co-
operative network coding protocol which integrates the concept of decode-
and-forward (DF) relay transmission of cooperative communications with the
information mixing of network coding in relay channels. The proposed CNC
protocol is suitable for two users which can transmit information to each
other. We give a theorem to show our outage probability analytical result
with proof and DMT comparison for our CNC protocol with upper bound,
selection decode-and-forward (SDF), and DF. We find that the CNC pro-
tocol improves both diversity and multiplexing gain compared with the DF

protocol.

1.2 Dissertation Outline

This dissertation consists of three themes.The first part is to investigate
the performance issue and STF codes ‘design for MIMO-UWRB systems. The
second part aims to investigate the two-ring channel model with a LOS com-
ponent of MIMO Rician channels in mobile-to-mobile ad hoc networks. We
analyze the ACF, LCR, AFD, and capacity of the proposed channel model.
The third part contains a cooperative network coding protocol and the anal-
ysis of its outage probability and DMT.

The remaining chapters of this dissertation are organized as follows.
Chapter 2 reviews some pivotal subjects for UWB; e.g., the IEEE 802.15.3a
and 802.15.4a channel models. Then we introduce the Gauss-Hermite for-

mula. Literature surveys of some related works are also provided. In Chapter

3, we analyze the BER performance in the IEEE 802.15.3a and 802.15.4a

11



UWB channel models with Rake receiver and shadowing effect. In Chapter
4, we present an analytical expression for the SNR of the PPM signal in an
UWB channel with multiple transmit and receive antennas. In Chapter 5,
we turn to design a BER-minimized STF codes for MIMO highly frequency-
selective block-fading channels. In Chapter 6, we derive the ACF, LCR, and
AFD of the mobile-to-mobile Rician fading channel and verify the accuracy
by simulations. Then, in Chapter 7, we suggest a sum-of-sinusoids MIMO
mobile-to-mobile channel simulation method, which can characterize the spa-
tial /temporal channel correlation and Rician fading effect. We examine how
often the MIMO capacity experiences the fades and relate this to the Rician
factor. In Chapter 8, we consider a relay channel and DF cooperative com-
munications system combined with the network coding. We derive the outage
probability and DMT for the_ proposed CNC protocol. At last, Chapter 9

provides the concluding remarks and some suggestions for future works.
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Chapter 2

Background and:Eiterature

Survey

In this chapter, we survey related works to the performance analysis and STF
code design for MIMO-UWB systems, channel modeling and statistical anal-
ysis for MIMO Rician channels in mobile ad hoc networks, and the network
coding for cooperative multiplexing. We also introduce the background for
IEEE 802.15.3a and 802.15.4a UWB channel models. Then, we compares the
two channel models. Finally, we review the Gauss-Hermite formula which is
used for the BER analysis in IEEE 802.15.3a and 802.15.4a UWB channel

models in our dissertation.
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2.1 Literature Survey

2.1.1 Bit Error Rate Analysis in IEEE 802.15.3a and
802.15.4a UWB Channels

In the literature the current research related to the performance analysis of
UWB systems can be categorized into two folds. Firstly, the UWB system
has been investigated based on simpler channel models [29-32]. In [29], the
authors derived the BER formula for the M-ary UWB signals under the
AWGN channel and multiple access interference. In [30], the UWB systems
was investigated in the presence of the interference from the wideband code
division multiple access (WCDMA). [31] derived the BER performance of the
UWB system under dispersive Rayleigh fading channels with timing jitter. In
[32] a moment-generating funetion (MGF)approach was proposed to analyze
the performance of a transmit-reference (T'R) UWB system under a slowly
fading channel.

Secondly, [7,33-37] investigated the performance of UWB systems based
on more sophisticated UWB channels, such as the IEEE 802.15.3a model. It
is challenging to derive the distribution of the collected signal energy in the
[EEE 802.15.3a channel model because the numbers of clusters and rays are
random. In [7], the authors applied the techniques of counting integrals and
shot noise to derive the computation BER formula in the IEEE 802.15.3a
channel assuming the received waveform can be observed over a finite-length
window. In [33], the output SNR statistics at the RAKE receiver in the IEEE
802.15.3a channel was presented, but the explicit BER formula for RAKE
receivers taking account of shadowing was not presented. [34] analyzed the
pairwise error probability (PEP) and outage probability of multiband orthog-
onal frequency-division multiplexing (OFDM) systems in the IEEE 802.15.3a
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channel model, but ignore the effect of the lognormal shadowing. [35] ana-
lyzed the effect of multiple antennas on the UWB system under a general-
ized UWB channel. In [36], the error performance of a multi-antenna RAKE
receiver was analyzed over the frequency-selective UWB lognormal fading
channels. [37] analyzed the signal-to-interference-plus-noise ratio (SINR) of
direct sequence (DS) UWB systems in generalized Saleh—Valenzuela channels

based on the theory of renewal process.

2.1.2 On the Performance of Using Multiple Transmit
and Receive Antennas in Pulse-Based Ultrawide-

band Systems

In general, the UWB system can be’elassified intorthree kinds: the first one
is the multiband orthogonal frequencydivision multiplexing approach, the
second kind is the time hopping ultra-wideband (TH-UWB) system, and the
third kind is the DS-UWB [38]. In this part,-wefocus on the TH-UWB system
with pulse position modulation (PPM)./Through modulating an information
bit over extremely large bandwidth of several gigahertz, the TH-UWB system
can possess many nice properties, including: high path resolution in the dense
multipath fading environment [39-41], smooth noise-like frequency-domain
characteristics [39]; carrierless transmission [40] and low transmission power
operation [10,39,40].

Besides UWB, space-time processing transmit diversity techniques, such
as space-time block codes (STBC) or space-time trellis codes (STTC), is
another important research area recently [42-45]. It is noteworthy that these
space-time processing transmit diversity schemes are originally designed for

signals with information bits modulated by the amplitude or phase of a signal,
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rather than the occurrence time of a signal. Since a PPM signal represents
its data information bit according to the pulse displacement from a specified
time reference. Thus, directly applying STTC or STBC in the PPM based
UWB system may not be easy, especially in a highly dense frequency selective

fading channel [46].

In spite of numerous advantages for the UWB system, it is crucial to make
the best use of the radiation power because of its extremely low transmitted
power. Consequently, although fading may not be serious in the pulsed
mode UWB system, receive antenna diversity is suggested for the UWB
system to improve energy capture [18,47]. In the literature, fewer papers
have been reported to address the issue of employing transmit diversity for
the pulsed-UWB system, except [48] and [49]. In [48], the authors evaluated
the performance of the pulse;aniplitude modulation (PAM) signals in the
UWB MIMO channel. In {49]; the authors proposed a space-time block code
scheme for the PPM based UWB systemn inthe flat fading real channel, where
the received pulses through thetadio-channel are assumed to be orthogonal

with each other.

2.1.3 BER-Minimized Space-Time-Frequency Codes for
MIMO Highly Frequency-Selective Block-Fading
Channels

Here, we introduce some related works about space-time-frequency codes

(STFC) for the MIMO-OFDM systems. In [50], the authors investigated

STFC for MIMO-OFDM and found an equivalence between antennas and

subcarriers. The authors then suggested a complexity-reduced scheme with

coding across subcarriers only. In [51], the authors proposed an adaptive
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STFC scheme according to the space-frequency water-filling procedure for
MIMO-OFDM systems. In [52], the authors considered STFC over MIMO-
OFDM block-fading channels and derived a sphere packing lower bound on
the average word error probability and an upper bound for pairwise word
error probability, but they did not show how to design the optimal codes to
achieve these bounds. In [1], authors proposed a systematic design method
for high-rate full-diversity STF codes for broadband MIMO block-fading
channels. In [2], authors presented rate-two STF block codes for multiband
UWB-MIMO communication systems using rotated multidimensional modu-
lation. We will show by simulation that our proposed STF codes have better
BER performance than the codes in [1] and [2] do.

2.1.4 Statistical Analysis ofi/AlzMobile-to-Mobile Ri-
cian Fading Channel Model

In the literature, most channel “models for wireless ‘communications were
mainly developed for the conventional base-to-mobile cellular radio systems
[23,53-55]. Whether these mobile-to-base ¢hannel models are applicable to
the mobile-to-mobile communication systems remains unclear. Some, but
not many, channel models had been previously studied. In [56], the the-
oretical performance of the mobile-to-mobile channel was developed. The
authors in [57] introduced the discrete line spectrum method for modeling
the mobile-to-mobile channel. However, the accuracy of this method was
assured only for short-duration waveforms as discussed in [58]. A simple but
accurate sum-of-sinusoids method was proposed for modeling the mobile-to-
mobile Rayleigh fading channel in [58]. The inverse fast Fourier transform
(IFFT)-based mobile-to-mobile channel model was also proposed in [59]. Al-

though most accurate compared with the discrete line spectrum and the
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sum-of-sinusoids methods, the IFFT-based method requires a complex ellip-
tic integration. In [60], the authors presented an analysis of measured radio
channel statistics and their possible influence on the system performances
in outdoor-to-indoor mobile-to-mobile communication channels. However,
in [20,56-60], the effects of the line-of-sight (LOS) are all ignored.

To evaluate the performance of the physical layer, a simple channel sim-
ulator, such as Jake’s method in conventional cellular systems, is necessary.
Related works on the mobile-to-mobile Rician fading channel include the
following. In [21], a statistical model for a mobile-to-mobile Rician fading
channel with Doppler shifts is presented. In [22], the model in [21] is em-
ployed to obtain the probability density function (PDF) of the received signal
envelope, the time-correlation function and radio frequency (RF) spectrum

of the received signal, LCR, and/AED:

2.1.5 Modeling and-Capacity Fades Analysis of MIMO
Rician Channelsin-Mobile Ad Hoc Networks

In the literatures, some MIMO channel models have been reported. In [61],
the authors described the capacity behavior of outdoor MIMO channels as
a function of scattering radii, antenna beamwidths, antenna spacing, and
the distance between the transmit and receive arrays. We only consider the
antenna spacing for simplicity, but we consider Rician fading, LCR, AFD,
and the impact of the number of scatterers. In [62], the author derived a
general model for the MIMO wireless channel which considered the inter-
dependency of directions-of-arrival and directions-of-departure, angle disper-
sion by far clusters, and rank reduction of the transfer function matrix. This
MIMO wireless channel model based on several physical phenomena such as

scattering by far clusters, diffraction, waveguiding effects, and the interde-
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pendency of the directions-of-arrival and the directions-of-departure. Our
proposed MIMO channel is an extension of Jake’s model, which can help
channel simulation by only considering the channel correlation in both the
spatial and time domain. In [63], the authors derived the MIMO capacity,
LCR, and AFD considering the impact of spatial/temporal channel corre-
lation. However, the model in [63] considered the one-ring model which is
more suitable for the mobile to base station scenario. In this chapter, the
two-ring scattering model is adopted to capture the channel characteristics
of the mobile-to-mobile communication. Further, we consider the impact
of the Rician K factor and the number of scatterers on the total channel
capacity, both of which are not considered in [63]. In [64], the authors pro-
posed a single-bounce two-ring statistical model for the time-varying MIMO
flat Rayleigh fading channels and derived the spatial-temporal correlations,
LCR, AFD, and the instantaneous.mutualinforimation (IMI). However, they
did not consider the impact of Rician K factor, mumiber of scatterers, and
the antenna separation. In [65], the authors investigated the effects of fading
correlations in MIMO systems using the one-ring.model. We consider the
general two-ring model and derive the LCR, AFD, and an upper bound for
the average channel capacity. In [66], the author presented the narrowband
one-ring and two-ring models but did not consider the LOS component. In
our channel model, we include the LOS component and consider the impact

of Rician K factor on channel capacity, LCR, and AFD.

2.1.6 Network Coding for Cooperative Multiplexing

Many cooperative communication protocols were proposed to improve diver-
sity gain, such as orthogonal amplify and forward (OAF) [67], nonorthogo-
nal amplify and forward (NAF) [68], space-time coded (STC) cooperative
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diversity protocols [69-71], dynamic decode-and-forward (DDF) [68], en-
hanced static decode-and-forward (ESDF), and enhanced dynamic decode-
and-forward (EDDF) [72]. However, how to provide multiplexing gain by
taking advantage of relays has not received much attention so far. Com-
bining the network coding with the cooperative communications, or called
the cooperative network coding (CNC) [73-84], have a potential to exploit
the multiplexing gain in many relay nodes (virtual antennas). The diversity-
multiplexing tradeoff (DMT) analysis of CNC has not been seen in the liter-

ature.

2.2 Background

2.2.1 IEEE 802.15.3a UWB Channel Model

We first discuss the key attributes of the IEEE 802.15.3a UWB channel [3].

The impulse response in this UWB channelis expressed as

Ne=1 Ny—1

h(t) =X Z Z O[kJ(S(t - rfl - TkJ) s (21)

=0 k=0

where X represents the lognormal shadowing (or 20log X is normally dis-
tributed), {ay,} are the multipath gain coefficients, 7} is the arrival time
of the I-th cluster, 73, is the arrival time of the k-th multipath component
relative to the [-th cluster arrival time (7;). Note that the number of clusters
N, and the number of rays in a cluster N, are both random variables. By
definition, we set 79; = 0.

The cluster inter-arrival time and the ray inter-arrival time are charac-
terized by exponentially distributed random variables. That is, given the

(I — 1)-th cluster’s arrival time 7;_;, the PDF of the [-th cluster’s arrival
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time 7} is expressed as

Nexp[—A(T; — Ti-1)], Ti > Ti-a,
p(Ti|Ti-) = (2.2)

0, otherwise,
where A is the cluster arrival rate and [ > 1. Similarly, given the ray arrival
rate A and the arrival time of the (k — 1)-th ray in the I-th cluster 7(_1,,
the PDF of the arrival time of the k-th ray in the [-th cluster 74 is

Aexp[—A(Tey — Te=1)0)]s  Thit > Te—1)0, k> 1,
(Tt | Te—1),1) = (2.3)
0, otherwise.

Note that Ty = 0 for the LOS channel, whereas T for an exponential random

variable for the non-line-of-sight (NLOS) channel. That is,

A exp(— AT Ly >0,
p(Ty) = (2.4)
0, otherwise.

The channel coefficients oy, ; are defined'as follows:

O = pk,z&ﬁk,z ) (2-5)

where py, ; is equiprobable %1 to account for signal inversion due to reflections,
& reflects the fading associated with the [-th cluster, and (;; corresponds to
the fading associated with the k-th ray of the [-th cluster. The total energy
contained in the terms {oy;} is normalized to unity in each realization. The

distribution of &3, is expressed as
201og(&8k.1) oc Normal(py,,, o7 + 03), (2.6)

or equivalently

168, | = 100k tn1+02)/20 (2.7)
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where the two independent normal random variables ny; and ny with variance
of 02 and o3 represent the fading on each cluster and ray in the dB domain,
respectively. Note that

101In(Q) — 1073/T — 1074,/ (of + 03) In(10)
In(10) 20

/LkJ = (28)

and

E[|&i84,]"] = Qoe™ /T emt/7, (2.9)

where )y is the mean energy in the first path of the first cluster, I' is the
cluster decay factor, and v is the ray decay factor.

The four sets of channel parameters (CM1~4) in the IEEE 802.15.3a
standardized channel model are specified for different environments. CM 1
is suitable for a LOS environfment (0~4mni). CM 2 and CM 3 are suitable for
NLOS environments (0~4 m) and:(4~10. m); respectively. CM 4 is suitable

for an extreme multipatlt NLOS environment with 25 nsec rms delay spread.

2.2.2 Mathematical Background for the IEEE 802.15.4a
Channel Model

The IEEE 802.15.4a channel model can be viewed as a joint random process
associated with time-of-arrivals and multipath amplitudes. First, the time-
domain random variables contain the arrival time of clusters and rays, i.e.,
{T;} and {7, }. Second, the amplitude-domain random variables contain the
amplitudes a;; and phases ¢y ; of the channel impulses where k and [ are the
indexes for the ray and cluster, respectively. Due to the infinite numbers of
clusters and rays, analyzing the above UWB signal may also involve infinite-

dimension integrations. To make this problem tractable, the channel impulse
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response h(t) is represented as
h(t) = Gud(t —ty), (2.10)

where G, is the gain of the n-th multipath component and ¢, is the arrival
time of the n-th multipath component, regardless of whether it is a cluster
or a ray. Note that {t,} is arranged to be a nondecreasing sequence. Define
® as the sum of the squared path gains arriving in the time window [a, b],

and the indicator function Iy, (t,) as

1, ift, €la,bl,
T (tn) = (2.11)
0, ift, ¢ [a,b].
Then, we can represent ® as
O = |Gal i ) (2.12)

By applying the counting integral techmigne, the issue of analyzing a
UWB signal with randomly arriving clusters and rays can be transformed
from an infinite-dimension integration into a two-dimension integration. The
counting integral is the Lebesgue integral based'on the counting measure [85].

Specifically, we can express ¢ as
0=Y eltn G = [ [ egNEsxan, (213
- o Jo

where ¢(s, 9) = |9|*Lja,4(5) = pljay(s) and N (dsxdp) is the counting measure
within a small interval ds and a small power interval dp. Integrating (s, g)
over all the possible values of s € [0,00) and p € [0,00) is equivalent to
summing up the value of the function ¢(t,, G,) for all n as shown in (2.13).
In the IEEE 802.15.3a channel, the characteristic function of ® was derived
in [86]. Now in this part we derive the characteristic function of ® in the IEEE
802.15.4a channel and obtain the BER performance of the UWB system.
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2.2.3 Comparisons Between the IEEE 802.15.3a and
802.15.4a Channel

Table 2.1 compares the IEEE 802.15.3a and 802.15.4a channel models. As
shown in the table, these two channel models are different in amplitude
fading, number of clusters, ray inter-arrival time, ray decay factor, and power
delay profile. Furthermore, the IEEE 802.15.4a model specifies the path loss
model which depends on distance and frequency, but the path loss model of
the IEEE 802.15.3a model only depends on distance. Recently, the statistical
property of the IEEE 802.15.4a UWB channel is reported in [87]. However,
the BER computable formula for the IEEE 802.15.4a UWB channel is still
unavailable. Thus, although having developed a BER analytical method
for the IEEE 802.15.3a channel,model, in [88], we feel that it is still quite
important to develop a BER analytical-model for the IEEE 802.15.4a UWB

channel.

2.2.4 Gauss-Hermite Formula

We briefly introduce the Gauss-Hermite formula [89,90], which will be used
later in the BER analysis of the IEEE 802.15.3a UWB channel. The Gauss-
Hermite formula can effectively calculate the improper integration of a func-

tion f(z) by a weighted sum as follows:

00 NH)
/ f@yde =" wf® [0 )] + Rya(e),  (214)
> k=1

where x,(CH) is the k-th root of the Hermite polynomial H ) (x). The Hermite

polynomial H yam () satisfies the differential equation y” —2xy’ +2N ™y = 0,
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Table 2.1: Comparison between the IEEE 802.15.3a and 802.15.4a channel

models.
Properties 3a 4a
Amplitude fading Lognormal Nakagami-m, m: lognormal
Number of Clusters Infinity Poisson RV

Cluster interarrival time

Exponential RV

Exponential RV

Number of Rays

Infinity

Infinity

Ray interarrival time

ExponentiallRV

Hyperexponential RV

Cluster decay factor Constant, Constant
Ray decay factor Constant Depends on ray arrival time
PDP Exponential Exponential and rise exponential
Pathloss Distance dependent Distance and frequency dependent
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The weight w,(CH) corresponding to the root x,(CH) is given by

w_ _ 2VUINOL

wk = . R
(N2 | Hyan oy (z)

The remaining term Ry ) () is equal to

NIV jonn gy

Rym(§) = m

Y

(2.15)

(2.16)

where £ is an unknown real number. The values of x,(CH) and w,iH) of the

Gauss-Hermite formula with N = 20 are already pre-calculated in [89).

Consequently, an improper integration of a function f(z) can be accurately

approximated by a simple summation.
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Chapter 3

Bit Error Rate Analysis in
IEEE 802.15.3a and 802.15.4a
UWB Channels

In this chapter, we present a computable bit error rate (BER) expression
for the binary signals in the IEEE 802:15.3a and.802.15.4a ultra-wideband
(UWB) channel. The cluster property-and highly-dense multipath effects
make performance analysis in such a UWB channel challenging but inter-
esting. Mathematically, the ITEEE 802.15.3a UWB signal is characterized
by a joint two-dimension lognormal and doubly stochastic Poisson random
signal. The lognormal random variable models the fading as well as shadow-
ing amplitude, while Poisson random variable models the clustering effects.
BER analysis under the IEEE 802.15.4a UWB channel model is also chal-
lenging because both the numbers and the arrival time of rays and clusters
are random, and the signal fading amplitude is a joint lognormal-Nakagami
random variable. In the literature, the performances of UWB systems in the

[EEE 802.15.3a and 802.15.4a channels are either evaluated by simulations
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or analyzed only with incomplete factors. In particular, the impacts of the
RAKE receiver’s finger numbers and lognormal shadowing on the BER per-
formance have not been reported yet. Simulation results demonstrate that
the presented BER computation formula can accurately estimate the com-
plete effects of the cluster and ray arrival processes, the lognormal fading as

well as shadowing, and the finger numbers at RAKE receivers.

3.1 Motivation

Ultra-wideband (UWB) is a promising wireless communications technique for
high data rate transmission. The UWB channel characteristics are very dif-
ferent from conventional narrowband channels. Recently, the IEEE 802.15.3a
[3] and 802.15.4a [4] UWB channelimodel are specified and widely adopted
in the industry. However, UWB systems based on the IEEE 802.15.3a and
802.15.4a model are only-evaluated by simulations or by analysis with sim-
plified conditions. Thus, 1t motivates us-to do the complete BER analysis in

IEEE 802.15.3a and 802.15.4a channels.

3.2 BER Analysis in IEEE 802.15.3a Channel

3.2.1 Problem Formulation

For a coherent RAKE receiver with L fingers, the received SNR 7, is
L
Ey 9
== 3.1
b NO mzﬂ A ( )
where E}, /Ny is the bit SNR and a,, is the channel amplitude at the m-th

finger of the RAKE receiver normalized to the total energy. Based on the
IEEE 802.15.3a channel model, a,, is the sum of lognormal fading aj; and
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shadowing amplitudes X of rays in many clusters which arrive in the duration

of the m-th finger. That is,

Ay, = X - Z gy (3.2)

(k,0):(m—=1)Tc<T}+71 1 <mTc

where T, is the chip duration between two fingers. Define £ £ Zm L a2, as

the normalized received energy in the UWB channel. From (3.2), it follows

that
2
L

&= )(2 . Z Z 077N . (33)

m=1 \ (k,0):(m—1)Tc<T}+73, ;<mT
From [91] we know that the error probability of binary signals with the

coherent RAKE receiver is

Pa(m) = Q ( Yol M)) : (3.4)

where p, = —1 and p, = 0 for .antipodal signals and orthogonal signals,
respectively.

Substituting (3.1), (3.2), and (3.3) into-(3:4)ywe can express the BER of
the RAKE receiver with L fingers as follows:

= /OOOQ< (1—/»)233) Je(x)dx (3.5)

where fe(z) is the PDF of the received energy £. The next step is to find
the fe(x) in the IEEE 802.15.3a UWB channel.

P, = K¢

3.2.2 PDF of the Received Energy

In this subsection, we discuss two methods to obtain fg(x). The first method

is to derive the exact form of fe¢(z). However, the derived expression may be
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too complicated to be implemented. In the second method, we suggest an
approximation technique for f¢(x), which can facilitate the derivation of a
computable BER formula taking account of all the UWB channel effects of
the IEEE 802.15.3a model and the number of fingers of the RAKE receiver

(L)-

Method 1

Let A,, be the sum of fading amplitudes of rays in many clusters arriving in
the duration of the m-th finger:

Ay, = Z 097N

(k,0):(m—1)Te <Tj+75  <mTe
= oo+ Do+ Py , (3.6)
where oy o is the amplitude of the first ray in the first cluster, ®,, and g are
the sum of the amplitudes of thefrays in.the first cluster excluding oy, and
that in the remaining clusters, respectively. Note that oo, ®,0, and Pg are

statistically independent.-Thus; thecharacteristic function of A,, is equal to

Loo(VYR()S,,,(v), form =1,
o () = (V)R (@) (v) 57)

R, (v)Sy(v), form=2,...,L,

where Loo(v), Ry, (v), and S,,(v) are the characteristic functions of oy g, ®,0,
and ®g), respectively. Modifying (12) and (16) in Theorem 1 of [86] by setting
a = (m —1)T. and b = mT, to be the left and right boundaries of the time

window, respectively, we can obtain R,,(v), Sp(v), and W4, (v) for (3.7).
Let B = >.F | A2 Thus, (3.3) becomes £ = X?- B. Denote fp(x)
and fxz2(x) as the PDF's of B and the squared lognormal shadowing random

variable X2, respectively. The PDF of £ can be shown in Appendix A as
e = [ pite () sutwrtn, (39
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where

1 2
5\/gexp l—50 <_°galzo$) ]
fx2(z) = 20, 010 >0, (3.9)

0, r <0,

L

fa(z) = ﬁ /_ Z o—iva nl-:[l [ /_ Z 6\]/; : Uy (u) cos(u\/g)dudy( du.)
3.10

Note W4, (+) in (3.10) requires multiple-dimension integrals. Specifically,
computing P of (3.5) based on (3.8) requires (6L + 4)-dimension integrals if
method 1 is adopted. Note that A;, Ao, ..., Ay are not independent. (3.10)
is obtained under the assumption that Ay, As, ..., Ap are independent. Even
if we make this assumption to simplify the derivation of fg(x), it still seems

to be intractable to calculate fp(z).via (3.8)—(3:10).

Method 2

To ease the computation, we suggest a-BER approximation method as fol-
lows. First, we conjecture that the characteristic function of the sum of
squared combined signal amplitudes at each of L fingers is close to that of
the sum of squared signal amplitudes at each individual ray within a time
window [0, LT¢]. Because each cross term ay, v, for k # j and [ # n in (3.3)
is equiprobably positive or negative due to py; in (2.5), all the odd-order mo-

ments will vanish. In other words, given an odd number ¢, we have
El(ovk )]
1 1
= Z(fzﬁk,z)q(fnﬁj,n)q + Z(élﬁk,z)q(—énﬁj,n)q
1 1
+Z(—flﬂk,l)q(fnﬁjm)q + Z(_flﬁk,l)q(—fnﬂj,n)q
= 0. (3.11)
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Define € as the sum of squared path gains of the clusters and rays which
arrive within the time window [0, L7.]. Then &£ can represent the signal
energy collected by the L fingers of the RAKE receiver. That is,

£ = Xx? Z ozil

(k,1):0<T+7,, <LT¢
= X%(ado+ Do+ De) | (3.12)

where X is the lognormal shadowing random variable, oy is the amplitude
of the first ray in the first cluster as defined in (2.5), ®,¢ is the sum of squared
path gains of the first cluster excluding agvo, ®g, is the sum of squared path
gains of rays in the remaining clusters. Note that X?, of, d,0, and Py are
statistically independent. Denote the received energy without shadowing by
Exo 2 ozao%—éro—l—i)@. Similar to the reason obtaining (3.7), the characteristic
function Vg  (v) of Exo in the TEEE 802.15.3a UWB channel can be written

as

Ve (V)= Loo@)R(v,L)S(v, L), (3.13)

where L1, (v), R(v, L), and:S(v, L) are the characteristic functions of a7y,
®,0, and d, respectively. Compared with [86], we further consider the effects

of X, L, and T,.. The following theorem gives the computation formula of

ZT¢(V).

Theorem 1 For the squared signal amplitude at a path arriving at time t
i a cluster arriwving at time T in the IEEE 8§02.15.3a UWB channel, its

characteristic function ET,t(u) can be computed by

. © 10exp |—=% (10log;y = — 2
Lriv) = / e 1000 [~ (W0logow = pr) ] ), (3.14)
0 V2moxrIn10
where )
10 T t-T In10\~“ o2
B e A = =1 1
P TV S A <10) 2] (8.15)
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and

o =1/0?+ 03 (3.16)

The parameters g, I', and v are defined in (2.9).

Proof: See Appendix B.

Theorem 2 For the RAKFE receiver with L fingers, the function R(l/, L) in
(3.13) can be written as

R(v, L) = exp[-\, (0, L)] , (3.17)

and function &V(T, L) can be computed by

LT, 5
i ‘N — Lp,(W)dt, T <LT,
G (T, L) =" = Lrlv) (3.18)
0, T > LT, .
Similarly, S(v, L) can be computed by
S(v, L) =explENI(ZD))] (3.19)
where
LT 3 :
J(v,L) = / (1 — Lpp(v)e ¥ TD)ar, (3.20)
0

Proof: See Appendix C.

Substituting (3.14) into (3.18) and (3.20), we can obtain R(v, L) and
S(v, L), respectively. The characteristic function Ve, (v) of the received
energy Exo without shadowing at the RAKE receiver with L fingers in the
IEEE 802.15.3a channel model can be easily obtained by using (3.13). The
PDF of Exp can be computed as follows:

fgx0($) ! /00 \I/gxo(z/)e*jx”dl/. (3.21)

:% N
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Finally, with shadowing the PDF of € can be computed as follows:

ety = [ L (g) Fo, (). (3.22)

oo Yl

3.2.3 Computable Formula

We apply the Gauss-Hermite formula to calculate the characteristic function

ET,t(V) of the squared signal amplitude at a path with cluster arrival time

T and ray arrival time ¢. Let y = ﬁ(l() logyg — pry) in (3.14). It follows

that x = 10(V20u+ur.)/10 4 j—y = 5v2 Then, we can obtain the Hermite
x (In10)ox

computation form for Lg,(v) as

~ 1 2 0(VEoytur)/10
‘CT,t(l/> — \/_ e Yy e]Vlo ) dy
T J -

1 N S (H)
(H) jl/lO( 2oy tu ) /10
E wyle

Nl
N
HY ()2 H
s o il ) (3.23)
k=1

Q

where x,(gH) is the k-th root of the Hermite polynomial of the N(®-th order,

and w,(CH) is the corresponding weight of the root xggH) and

1
f) = —=exp (jym(ﬂ"ﬁm)/ 10 _ y2> . (3.24)

7

The error due to using the Gauss-Hermite formula (denoted by €) can be

quantified by an upper bound

le] < max
£eR

VT ey g
2N (2N M) '

(3.25)

This upper bound is a function of v, T and t. It also depends on the type
of the selected channel models and the number of points N™ used in the

Gauss-Hermite formula. For CM1 with v =T = ¢t = 0 and N = 100, we
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find that |e| < 1.56631 x 107!, Equation (3.25) can be used to compute the
error bound for different UWB channels with other values of v, T, t, N,

Next, we apply the Gauss-Legendre formula [89,90] to obtain the char-
acteristic functions R(v, L) and S(v, L). Thus, the function ¢, (T, L) in the

exponent of R(v, L) can be computed by

N(@L)

LT.-T .
—5 (mh—ﬁ ]‘ T<IT
772)1/ (T’ L) ~ 2 ; wy, T,t(V) = LTCQ_TQCIE,L)+LTC2+T = )

0 T > LT,
(3.26)

where {w{”'} and {2} are the weights and abseissas of the Gauss-Legendre
formula, respectively; N™ is the number of points 6f the Gauss-Legendre
integration. Similarly, the function JJ (¥ L)-inrthe exponent of S(v, L) can be

computed by

. T Y

L - s
J(Va L) ~ : Z wz( ) [1 _ £T7T(l/)€ Mﬂu(T,L)} ‘Tﬂx@)—’—ﬂ . (327)

i=1

Combining (3.22), (3.23), (3.26), and (3.27), the BER of the RAKE re-
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ceiver in the IEEE 802.15.3a UWB channel can be computed by

M‘ H0,0
M 5 3) T L L R
k=1 [l=1 m=1
N@)

exp ——)\LT Zw(L) [1 — Loulv )}

=1 LTu(a{" +1)

T= 1LTC( )1+1)

1 N .
exp —iALTC Z w™ [1 — ETyT(y)e_’\w”(T’L)} ‘ — juy + 17+ P

/ e ( (1 —pr)E—x> [ (g)

Importantly, one canSee that-(3.28). requires only two integrals in the

last line including the integral for evaluating the ) function. Other integrals
are replaced by the summations based on' the Hermite and the Legendre

polynomial methods with the N®-th-and” N©-th orders.

3.2.4 Discussion

Comparing to [7], we further consider the effects of the RAKE receiver and
shadowing into the BER formula. This extension is nontrivial because of
the following two reasons. First, the calculation of the energy collected by
the RAKE receiver is very complicated. The complexity is proportional to
the number of fingers of the RAKE receiver. More specifically, we have to
find the energy on each finger and find the total energy. It is much more
difficult than just find the energy during a certain time window. We find an

approximation method that can evaluate the BER with a very small error
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as we will show in the numerical results. Second, adding shadowing involves
an additional lognormal random variable in our problem. This implies we
need one more integral in the P,. We have tried to use the Craig’s formula

as in [7] to include the shadowing term X into the BER formula as follows

. 1 [t —nX2®(0, LT.)/2y?
P K _/ exp[-nX*®(0, LTe)/2y7] |
2w J 4 V19—

1 ! E[Mso,Lr)(—nX?/2y?)]

= dy, 3.29
o | = y (3.29)

where
®(0,LT,) = > ap, (3.30)

(k,1):0<T+7,, <LT¢

and Moo r1)(-) is the MGF of ®(QsL7:). However, as it will be shown in
the next section, we find that the analytical: BER obtained from (3.29) has
a large error compared with simulation results. The-reason is described as

follows: The BER formula (3.29) ean be rewritten as

B L [T EMx(—n®(0, LT.)/24%)]
> om ), 1—y2

dy, (3.31)

where My (-) is the MGF of X2, which is also a lognormal random variable.
Since the MGF of a lognormal random variable is infinite [92], the expecta-
tion in (3.31) diverges and the value of Pj in (3.31) can not be calculated
accurately. Hence, we develop the characteristic function based BER for-
mula with shadowing in the IEEE 802.15.3a model. Therefore, we believe
that adding the shadowing effect into the BER calculation under the IEEE
802.15.3a UWB channel model is not a straightforward extension from the

existing work.
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3.3 BER Analysis in IEEE 802.15.4a Channel

3.3.1 Receiver Structure

For a coherent L-finger RAKE receiver, the instantaneous received SNR is

expressed as
_ 12
SNR = >l (3.32)

where F}, /Ny is the SNR per bit, ¢; is the channel amplitude appearing at the
i-th finger of the RAKE receiver. From [91], the conditional error probability
of binary signals with a given SNR at the coherent RAKE receiver can be
computed by

Py(SNR) = Q ( SNR(1 — pr)> , (3.33)

where p, = —1 and 0 for antipodal signals and orthogonal signals, respec-
tively. To obtain SNR, wé derive the characteristic function of the received

%, where

energy £ £ Zle |ci

C;, = Z @k,l eXp(ijk,l)a 1= 17 ey La (334)

(k,D):(i—1)Te<T +75,1<ide

L
E= Z Z ap exp(jor)| (3.35)
=1

(k,0):(i—1)Te <Ty+75 1 <iTe

and T is the chip duration between two fingers.

3.3.2 Characteristic Function of Received Energy

Similar to the case for the IEEE 802.15.3a channel model, the calculation of
the characteristic function of £ in (3.35) requires many integrals and much
computation time [93]. Thus, we turn to find the characteristic function of

the sum of the squared path gain for the impulses arriving in the time interval
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[0, LT.] (denoted by &), i.e.,

£ = aj,,. (3.36)

(k,0): 0<Tj+7y, <LTe

where ay; is the amplitude of the k-th ray in the [-th cluster. Although Eis
only an approximation of £, it will be seen in Section 3.4 that the analytical
BER based on € is quite close to the simulated BER based on &. Importantly,
the calculation time for the characteristic function of £ is much shorter than
that of £.

Denote @, as the sum of the squared amplitudes of the rays in the zeroth
cluster excluding aj, in the time interval [0, LT¢], i.e.,

®,0 = Yoo aly . (3.37)
k>0, 0<7y, o<LT:

Also, let @5 be the sum of the squaredamplitudes except for the first cluster,
ie.,

Dy = N PP (3.38)

10, 0<mi<LI;

Then we can express the approximated received energy € as
E=ajy+ P+ Py (3.39)

According to [86], the three random variables ag o, ®,o, and ®g are indepen-
dent. Thus, characteristic function of € in the IEEE 802.15.4a UWB channel
can be computed by

U(v) = Loo(v)R(v,L)S(v, L), (3.40)

where Loo(v), R(v,L), and S(v, L) are the characteristic functions of ag .
D, and P, respectively.
In the following theorem, we present a formula to compute L7.(v), the

characteristic function of the squared amplitude of the ray arriving at time
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t and belongs to the cluster which arrives at time 7" in the IEEE 802.15.4a

channel model.

Theorem 3 The characteristic function Lp.(v) in the IEEE 802.15.4a chan-

nel model can be computed by
Loy (v) = (1—jvQ/m)™™, (3.41)

where € 1s the mean-squared value of the signal amplitude

1 T t-T
Q= —exp (—— - ) , (3.42)
gl r m

and v, has already been defined in [4, (20)]. m in (3.41) is an approzimation

of the Nakagami-m fading parameter m:
i =exp|(mo '+ Mg /2) , (3.43)
where my and My are giten in (27) and (28)"in [4], respectively.

Proof: 1t is quite straightforward-since the square of a Nakagami-m ran-
dom variable is a Gamma random variable. The mean fading power € and
the m parameter are actually replaced by their means. These simplifications
make the derivation tractable.

Second, to calculate the function R(v, L), we derive the closed form ex-
pression for the ray arrival rate A\(7) in the IEEE 802.15.4a channel. Ac-
cording to the IEEE 802.15.4a channel model, the ray inter-arrival time is
modeled by a hyper-exponential random variable with two different rates, Ay
and Ay, as shown in [4, (18)]. The effective ray arrival rate A of the whole

time-of-arrival process can be computed by the following lemma.
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Lemma 1 The effective ray arrival rate A of the time-of-arrival process in

the IEEFE 802.15.4a channel model can be expressed as

ﬂ)qe_xl‘r%’(lfﬂ))\ge_)‘?T’ T > 0’

Ar)=4 Praeden - (3.44)
0, T <0,

where 7 =t — T 1s the ray arriwal time with respect to the cluster arrival

time.

Proof: See Appendix D.
Now we give the formulas of the characteristic functions R(v, L) and

S(v, L).

Theorem 4 Forthe L-finger RAKE receiver in the IEEE 802.15.4a channel,
the characteristic function R(v, L) of-the sum of the squared amplitude of the

rays in the first cluster except for-ag o can bewritten -as
R(v, L) = exp[=¢u(Osh)], (3.45)
where the function ¥, (T, L) is computed by

S — Loy (W)ANE = T)dt, T < LT,

0, T > LT..

Y, (T, L) = (3.46)

The characteristic function S(v, L) of the squared amplitude of the rays in

the other clusters except for the first cluster can be written as
S(v, L) = exp[-AJ(v, L)], (3.47)

where

LT,
J(v, L) = / (1 — Lyp(v)e DA, (3.48)
0
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Proof: See Appendix E.

Substituting (3.41), (3.45), and (3.47) into (3.40), one can obtain the
characteristic function of £ (denoted by W(v)). Next we suggest computing
the PDF of € by the Gauss-Hermite formula as follows:

fe(x) ! /_OO U(v)e 7™ dy

:g .

1 N(H)
N w,(QH)\Il(l/)e_jg”e”2 o - (3.49)
s —1 V=g,

Combining (3.41), (3.49), and (16) and (17) in [88], the BER of the RAKE
receiver in the IEEE 802.15.4a UWB channel can be computed as

() — exp(mo+m3
~ i Z w(H) (1 —j v ) € p( 0+ 0/2)
2m £~ F Y0 €xp (mg'+ m3/2)

N@©
1
exp | —ALT. Yo P ESLo i 17 o4y
p=1

N©)

. ;
exp _§ALTC E U’EL) [1 = Lrp(v)e T T=11T.("+1)
i=1 e

/000 Q ( (1-— pﬁ%x) exp(—jzv)dx exp(v?) : (3.50)

(H)

VZZEk

Note that P, in (3.50) is an approximated BER formula.

3.3.3 Discussion

The above analytical method can be applied to a generalized UWB frequency
selective fading channel with other fading distributions, PDP, as well as dif-

ferent cluster and ray inter-arrival processes. For a given PDP, we only need
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to express it as a function of the cluster and ray arrival time 7" and ¢, and
replace them in (3.42). For a given PDF of the fading amplitude, we can
first find the PDF of the squared amplitude and use the Fourier transform
to find L7,(v). For a given PDF of ray inter-arrival time, we can use the
same method as in Appendix D to find the intensity function A(7) referring
to (3.40). Given the PDF of other types of cluster inter-arrival time, the
associated intensity function A(7") can be obtained by the procedures shown
in Lemma 1. Unlike J(v, L) in (3.48) where A is a fixed value, in a general

case A(T) is a function of 7. Thus, J(v, L) is redefined as
LT. .
J(v,L) = / AT)[1 = Lpp(w)e " TINAT (3.51)
0

Similarly, the characteristic function ¥ (v) of the received energy is rewritten

as

U(v) = Loo(v) expl=n (0, L)fexpj—J(v, L)] . (3.52)

Note that exp[—1,(0, L)] is the same as R(v, L)-in (8:45), but exp|—J(v, L)]
is slightly different from S(v, L) in"(3:47).

3.3.4 The Shadowing Effect

The ITEEE 802.15.4a group decided to not consider shadowing for the evalu-
ation of the different proposals. The reason was that the shadowing would
have drowned out more subtle effects of the delay dispersion, and it was
anticipated that shadowing would affect all proposed transceiver structures
in the same form anyway. Since the goal in the IEEE 802.15.4a group was
only a relative comparison of the different proposals, shadowing was turned
off. For any reasonable evaluations for absolute performance predictions, the

shadowing has to be activated again.
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In order to calculate the BER formula that takes the shadowing effect

into consider, let us define the channel impulse response with shadowing as
=X Gui(t—ty), (3.53)

where X is a lognormal random variable which reflects the shadowing fad-
ing. Asin the IEEE 802.15.3a channel model, the random variable X satisfies
201og;y X o< Normal(0, c2) and is independent of all the other random vari-
ables. Hence, the approximated received energy including the shadowing

18

Ex = X%E. (3.54)

The following theorem gives an approximation for the PDF of Ex:

Theorem 5 The PDF of Ex, which is the received energy including the shad-

owing effect, can be approximated as

1 N (H) 2 N [
~ (H) (H) (H) : -7
fe (z) = NG ; U(z Z wl ) exp ( Jjxx, 7107 v ) 10

Proof: See Appendix F.

Combining the results in Theorem 3 ~ 5, the BER of the RAKE receiver
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in the IEEE 802.15.4a UWB channel with shadowing can be computed as

Q( (1_pr)%g)(>]
= /OOO Q ( (1- pr)%w) fe (x)dz
(H) >exp(MO+ﬁlg/2)

(H)
1 (H) [a:;cH)r . Ty,
~ 1-— —
2my/m ; e T Soexp (mo + M5 /2)

PQX%ESX

NI
1
1 Z @ [+ _ (H)

N@)

1 = ) (T)
exp —iALTc Z wZ(L) {1 — ET,T(xI(gH)>€ o }
i—1

T=1LTe (a1

N(H) (H)

orx

gz poo E _ﬂ
S w107 v @ ( (1- pr)ﬁzw) exp (—jm;H)lo v (>~567)

=1
3.4 Numerical Results

3.4.1 Simulation Method

In order to verify the derivation of the BER formula presented in the last
section, we perform simulations based on MATLAB. For pulse position mod-

ulation (PPM) signals, the transmitted signal of the information bit 0 is

1, 0<t< T,
so(t) = (3.57)

0, otherwise.
Here we set 1. = 1 nsec. When the information bit is 1, the signal waveform
s1(t) = so(t — 0T,) for a positive integer 6. From the uwb_sv_model_ct
function in [3], we can get the output vectors h and t. The vector t stores the
arrival time of every channel impulse response with increasing chronological

order, while the vector h stores the corresponding amplitudes.
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Let po be a template vector with size 1 x (L + ¢), and po[m| the m-th
element of pg. Then, we can represent po[m] as
Z hjn], 1<m<1L,
po[m] = & n:(m—1)T.<t[n]<mTc (358)
0, L<m< L+
The physical meaning of vector pg is the received signal for the information
bit 0 with the sampling rate 1/T., excluding the noise. For the information

bit 1, the template vector can be expressed as

P1 = [O1xs, Po[1], - -+, Po[L]]- (3.59)

After adding noise n, the sampled received signals for the information
bits 0 and 1 are
P23, 0, ). (3.60)

and

= Pyr AT [le(g, Il], (361)

respectively. Note that thénoise vector n contains L independent identically
distributed normal random variables; each of which has zero mean and Ny/2
variance.

When the coherent RAKE receiver is applied to detect the IEEE 802.15.3a
UWRB signal. Let the decision variable Uy = r - pg and U; = r - p;, where

[k

is the inner product of two vectors. If Uy > U, then the

the operator
information bit is 0; otherwise, the information bit is 1.

For the IEEE 802.15.4a channel, we evaluate the effect of different UWB
channel parameters, including the cluster arrival rate A, inter-cluster decay
constant I', intra-cluster decay constant 7, ray arrival parameters (A;, Ag,
and (3), and the mean of the Nakagami-m factor (mg). The values of the

parameters of the IEEE 802.15.4a channel model CM1 is listed in Table 3.1.
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Table 3.1: The values of the parameters of the IEEE 802.15.4a channel model
CM1.

cluster arrival rate A [1/ns]  0.047
inter-cluster decay constant ' [ns] 22.61
intra-cluster decay constant Yo [ns] 12.53
ray arrival parameter A1 [1/ns]  1.54
ray arrival parameter Ay [1/ns]  0.15
ray arrival parameter I} 0.095

mean of the Nakagami-m factor mg [dB]  0.67

3.4.2 Results for BER in IEEE 802.15.3a Channel

Figures 3.1(a) and 3.1(b) compare the simulative PDF /CDF and the analyt-
ical results according to (3.22) for the collected signal energy £ at a 10-finger
RAKE receiver. We can see that<the*analytical and simulative PDF/CDF
are close to each other. It is implied that ouf, proposed random variable £
can approximate the random variable £ quite well.

Figure 3.2 shows the PDF fs(x) of a 10-finger RAKE receiver in the
IEEE 802.15.3a CM1 ~ CM4 channels according to (3.22). In the high
energy range, CM1 has the most probability mass; CM2 ranks second; CM3
ranks third; and CM4 has the least probability mass. This phenomenon can
explain why CM1 has the better BER performance than CM2, CM3, and
CM4.

Figure 3.3 shows the shadowing effect with the standard deviation o, =
3 and 6 dB on the BER performance of a 10-finger RAKE receiver in the
IEEE 802.15.3a UWB channel CM3 based on (3.28). At BER = 0.02, the
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required Ey, /Ny for 0, = 6 dB is 3 dB higher than that for o, = 3 dB. Hence,
the shadowing effect in the IEEE 802.15.3a channel is quite significant and

should not be ignored when evaluating the UWB system performance.

In Fig. 3.4, the proposed characteristic function based analytical BER
formula (3.28) is verified by simulations. We consider a 10-finger RAKE
receiver in the IEEE 802.15.3a channel models CM2~4, where shadowing
standard deviation o, = 6 dB, the modulation index of PPM § = 1, and
T. = 1 nsec. As seen from the figure, the analytical results according to
(3.28) match the simulation results quite well in general. However, there
are discrepancies between the simulation and the analytical curves at some
points. This is because the usage of Gauss-Hermite and Gauss-Legendre
formulas may cause some integration errors. Nevertheless, it is generally
true that using fz(x) can saveia lot of @alculation time compared with using
fe(x), and provide very good approximation to the simulative BER in the

IEEE 802.15.3a UWDB channel.

In Fig. 3.5, the MGF-=based analytical BER formula (3.29) is examined
by simulations for a 10-finger RAKE receiver in the IEEE 802.15.3a CM2~4
channels with shadowing standard deviation o, = 6 dB. Surprisingly, one can
see large errors between the analytical and simulation BER curves. Thus,
the MGF-based BER formula (3.29) and the Craig’s formula may not be ade-
quate for BER analysis in the IEEE 802.15.3a UWB channel when shadowing

is included.

Figure 3.6 shows the PDF fz(x) in the channel model CM1 for RAKE
finger numbers L = 10 ~ 50. In the low energy range, the curve of L = 10
has the most probability mass; the curve of L = 20 ranks second; the curve
of L = 30 ranks third; the curve of L = 40 ranks fourth; and the curve of

L = 50 has the least probability mass. This phenomenon can explain why the
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case of L = 10 has the worst BER performance compared to L = 20, 30, 40,
and 50.

Figure 3.7 shows the effect of various RAKE finger numbers on the BER
performance of orthogonal binary signals (i.e., p, = 0) in the IEEE 802.15.3a
CM1~4 channel models. We set F}, /Ny = 5 dB and adopt the same param-
eters in Fig. 3.4. For a given Ej,/Ny, we simulate 100,000 bits. In general,
the BER decreases as L increases because more signal energy is collected
at the RAKE receiver. For a large value of L, the BER curves become flat
when F}, /Ny increases. This is because the RAKE receiver already captures
most signal energy. The figure shows that the four channels actually give
almost the same BER result (about 6 x 1072) when the number of fingers is

increased up to 80.

Furthermore, it would be interestinig to compute the confidence interval
of simulative BER result. From ghe [central limit theorem, an 100(1 — «)

confidence interval can be expressed as

(T — Z1_ajos)V M, @ sedayes/ VM), (3.62)

where T is the sample mean, s is the sample standard deviation, M is the
sample size, and Z;_q ), is the (1—a/2)-quantile of a standard normal random
variable. For example, if the goal is to find the 95% confidence interval of
the BER for CM2 at E,/N, = 1 dB, the P, = 0.19259 at Ey,/N; = 1 dB
from Fig. 3.4. Thus the sample mean is z = 0.19259. In each simulation, an
output bit is either the same as or different from the information bit. Thus, it
is the same as a Bernoulli process with parameter p and the sample standard
deviation s = m Note that p can be estimated by z. For a = 0.05,
one can obtain Z;_,/, = 1.95996 by either table lookup or integration. This
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leads to

Zi—ajes/VIM = 1.95996\/0.17131(1 —0.17131)/100, 000 = 2.44406 x 1072.
(3.63)
The 95% confidence interval for the BER at F}, /Ny = 1 dB is

(0.17131 —2.33526 x 107%,0.17131 + 2.33526 x 10~?) = (0.190146, 0.195034).

(3.64)
That is, with 0.95 probability the real BER value will lie in this range. Using
the same method, we can find the confidence intervals of any simulation

points.

3.4.3 Numerical Results for BER in IEEE 802.15.4a
Channel

Comparison of Simulation and Analytical BER

Figure 3.8 shows the BER: v:s:"F, /Ny for the CM1 model in the IEEE
802.15.4a standard with/without the shadowing by simulation and analysis.
CMT1 represents the residential line-of-sight (LOS) environment. The related
channel parameters for CM1 can be found in Table 3.1. For the analytical
curves, the orthogonal binary signal, i.e., p, = 0, is considered and § = 1
for the PPM signal. For each Ey /Ny, we simulate 100,000 bits to obtain the
BER. As seen from the figure, the analytical results match the simulation
results quite well. Also, the BERs for CM1 with shadowing standard devia-
tion o, = 3 and 6 dB are worse than the BER for CM1 without shadowing.
Moreover, the BER for o, = 6 dB is worse than the BER for o, = 3 dB.
This result agrees with our common sense that more severe shadowing fading

causes worse BER performance.
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Figure 3.9 shows the BER v.s. L, the number of fingers of the RAKE
receiver, for the CM1 model in the IEEE 802.15.4a standard by simulation
and analysis. The simulation parameters are the same as that of the last
figure. From the figure we see that the simulation and analytical BER are
very close. Hence we can conclude that the approximation of € in (3.36) is

good for a large range of L.

Impact of the Inter-Cluster Arrival Rate A

Figure 3.10 shows the BER v.s. E},/N for various inter-cluster arrival rates
A = 0.01, 0.1, 0.5, and 1. When the cluster arrival rate increases, we find
that the BER decreases and the slope of BER v.s. £y /Ny becomes steeper.
This is because when the inter-cluster arrival rate increases, more clusters
arrive in the time interval [0, LT;] and-the RAKE, receiver can collect more
energy of the channel impulse, thereby improving the BER performance and

increasing the diversity order.

Impact of the Ray Arrival Parameters \j-and )\,

Figure 3.11 shows the effects of different values of ray-arrival parameter A; on
the BER v.s. E,/Ny, when Ay = 0.15 and (= 0.095 according to the IEEE
802.15.4a model. The figure shows that in the considered case, a larger \;
results in lower BER. When \; increases, the RAKE receiver can obtain
higher energy from more rays. Compared with the impact of the cluster
arrival rate, changing \; yields smaller variations on the BER performance.
This is because the cluster arrival rate is a macroscopic parameter that influ-
ences all the clusters and Ay is a microscopic parameter that influences only
rays within each cluster.

Figure 3.12 shows the impacts of various values of A\ on the BER for
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the case \; = 1.54 and 3 = 0.095. As shown in the figure, a larger value of
Ay leads to a lower BER. Compared to Fig. 3.11, Ay affects the BER more
significantly than A;. Referring to [4, (18)], the condition of 3 = 0.095 implies
that ray interarrival time is decided by the parameter A, with a probability
of 0.095 and is decided by the parameter Ay with a probability of 0.905. This
explains why Ay becomes a more dominant parameter than A; in the case of

3 = 0.095.

Impact of the Ray Arrival Parameter 3

Figure 3.13 shows the effect of various values of 3 on the Ey, /N, in the case
A1 = 1.54 and \y = 0.15. From [4, (18)], we expect that when [ increases, the
ray process is more likely to choose the arrival rate A\; than Ay. According
to CM1 model of the IEEE 802.15.4a channel, \; = 1.54 and Ay = 0.15.
Thus, a larger value of [ indicates a higher tay arrival rate. Thus, the BER

is improved for a larger § in the considered case.

Impact of the Inter-Cluster Decay Constant I’

Figure 3.14 shows the effect of various inter-cluster decay constants I". One
can see that a larger value of T' yields a better BER performance. From [4,
(21)] one can see that the total energy ) is proportional to exp(—T;/T).
Thus, when I increases, the total energy €); of the [-th cluster also increases.
With more signal energy captured by the RAKE receiver, the BER perfor-

mance is therefore improved.

Impact of the Intra-Cluster Decay Constant ~,

Figure 3.15 illustrates the effect of the intra-cluster decay constant -y, of

[4, (20)]. As 7y increases, the BER first increases and then remains the
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same or even decreases. This phenomenon can be explained by (19) and
(20) in [4]. From [4, (20)], 7o is proportional to 7. According to [4, (19)],
Ellar)?] = % exp(—7x, /7). For a small value of ~;, the term 1/, dominates
the value of F[|ay|?]. Thus, as ~o increases, a smaller E[|ay |*] will yield
higher BER. On the other hand, for a larger v;, exp(—7x;/v) will affect
FE|ax,|?] more significantly. Thus, a larger 7o leads to a larger El|ay,|?], and
lower BER. The maximal BER occurs at 79 = 30, 40, and 90 for E}, /Ny =
5, 10, and 15 dB, respectively.

3.5 Conclusions

First, we have derived the computable BER formula for a RAKE receiver in
the complete IEEE 802.15.3a UWBi¢hannel models. In particular, we find
that deriving a BER formula taking account of RAKE finger numbers and
shadowing is quite challenging for the TEEE 802.15.3a-UWB channel. This is
mainly because the jointly two-dimension lognoermal and doubly-stochastic
Poisson random variables yield infinite' nuumber ‘of rays. We propose an ap-
proximation technique for the collected energy at an L-finger RAKE receiver.
We find that the proposed BER computation method can save a significant
amount of computer simulation time. Furthermore, we propose a character-
istic function based BER formula to overcome the convergence problem of
MGPF-based BER formula when shadowing is included. The accuracy of the
proposed technique is verified by simulations. Our results quantitatively indi-
cate the effect of shadowing and RAKE finger numbers on BER performance
in the IEEE 802.15.3a UWB channel.

Second, we have derived the BER analytical formula for a coherent RAKE
receiver under the IEEE 802.15.4a UWB channel model. Our proposed an-
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alytical method can accurately and quickly compute the BER values for the
sophisticated IEEE 802.15.4a UWB channel, and evaluate the impact of var-
ious channel parameters. We find that of all the parameters in the IEEE
802.15.4a channel, the inter-cluster arrival rate A has the most significant
impact on the BER performance. We also observe that the BER can be low-
ered due to the increase on the inter-cluster arrival rate A, the inter-cluster
decay constant ', the ray arrival parameters Ay, Ao, and 5. We also find
that increasing the intra-cluster decay constant -, causes the BER to first
increase and then remain the same or even decrease.

In general, the time-domain parameters in the IEEE 802.15.4a UWB
channel affect BER performance quite significantly. This reflects the com-
ment in [94], that time-of-arrival characteristics are more important than am-
plitude characteristics for MIM@=UWRB, systems. In the future, it would be
worth extending the suggéested analyti¢al miethod to other multipath chan-
nel models with any givenyfading distribution, PDP, and cluster and ray

inter-arrival time distribttions.
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Figure 3.1: The distributions of £ by simulation and £ by analysis for a
RAKE receiver with 10 fingers in the IEEE 802.15.3a UWB channels CM1,
where the standard deviations of lognormal fading and shadowing are o = 4.8

dB and o, = 3 dB, respectively. (a) PDFs. (b) CDFs.
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Figure 3.4: BER v.s. E, /Ny for the 10-finger RAKE receiver in the IEEE
802.15.3a UWB channels CM2, CM3, and CM4 with shadowing standard

deviation o, = 6 dB, where the analytical BER is obtained from the charac-

teristic function based approach, i.e. (3.28).
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Figure 3.5: BER v.s. E}, /Ny for the 10-finger RAKE receiver in the IEEE
802.15.3a UWB channels CM2, CM3, and CM4 with shadowing standard
deviation o, = 6 dB, where the analytical BER is obtained from the MGF-

based approach, i.e. (3.29).
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Figure 3.6: The PDF fz(x) of the received energy £ of a RAKE receiver
with number of fingers L = 10,20, 30,40, and 50 in the IEEE 802.15.3a
UWB channel CM1.

61



10 T
I —— CM1 (analysis) ||
— — — CM2 (analysis) |-
CMS3 (analysis) |
— — - CM4 (analysis) | |
BN
N
N
N
N N
N . i\
N N
\ ~
o _1 N ) N
g 10 N < . o i
10-2 ! ! ! ! ! ! !
0 10 20 30 40 50 60 70 80
L

Figure 3.7: BER v.s. the number of fingers of the RAKE receiver (L) for

CM1, CM2, CM3, and CM4, where Ey, /Ny =5 dB.
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Figure 3.8: The BER v.s. Ey, /Ny for the CM1 model without shadowing and
CM1 model with shadowing standard deviation o, = 3 and 6 dB in the IEEE
802.15.4a standard by simulation and analysis. In CM1, the default value of
o, 1s 2.22 dB.

63



I
CM1 (analysis)
+  CMT1 (simulation)

BER
-

10 20 30 40 50 60 70 80 90 100
Figure 3.9: The BER v.s. L (number of fingers of the RAKE receiver) for

the CM1 model in the IEEE 802.15.4a standard by simulation and analysis.
The SNR is Ey, /Ny = 0 dB. The shadowing standard deviation o, is 2.22 dB.
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Figure 3.10: The BER v.s. F}, /N, for various inter-cluster arrival rates A =
0.01, 0.1, 0.5, and 1 under the CM1 model of the IEEE 802.15.4a UWB
channel. In CM1, the default value of A is 0.047. The shadowing standard
deviation o, is 2.22 dB.

65



107°% 3

-0.6

10°7 L |

BER

108k |

107%°H —— A, =0.01

—e—k1=0.1

+}\‘1=

+k1=10
1 | | | | | | | |

0 1 2 3 4 5 6 7 8 9 10
E/N, (dB)

Figure 3.11: The effects of different values of ray-arrival parameter \; =
0.01, 0.1, 1, and 10 on the BER v.s. E}, /Ny, where Ay = 0.15 and 5 = 0.095
according to the CM1 model of the IEEE 802.15.4a channel. In CM1, the
default value of A\; is 1.54. The shadowing standard deviation o, is 2.22 dB.
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Figure 3.12: The impacts of various values of Ay on the BER v.s. E}, /N, for
the case \; = 1.54 and = 0.095 in the CM1 model of the IEEE 802.15.4a
UWB channel. In CM1, the default value of Ay is 0.15. The shadowing
standard deviation o, is 2.22 dB.
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Figure 3.13: The effect of various # on the BER v.s. Ey/Ny for A\; = 1.54
and Ay = 0.15 in the CM1 model of the IEEE 802.15.4a UWB channel. In
CM1, the default value of 3 if 0.095. The shadowing standard deviation o,
is 2.22 dB.
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Figure 3.14: The effect of the inter-cluster decay constant I' = 0.1, 1, 10,

and 100 in the IEEE 802.15.4a UWB channel for various of E},/Ny, where a

10-finger RAKE receiver is adopted in the CM1 model. In CM1, the default
value of I' is 22.61. The shadowing standard deviation o, is 2.22 dB.
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Figure 3.15: The effect of intra-cluster decay constant v, in the IEEE
802.15.4a UWB channel for various values of F}, /Ny, where a 10-finger RAKE
receiver is adopted in the CM1 model. The shadowing standard deviation

o, 1s 2.22 dB.
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Chapter 4

On the Performance of Using
Multiple Transmit and Receive
Antennas in Pulse-Based

Ultrawideband Systems

This chapter presents an analytical expression for the signal-to-noise ratio
(SNR) of the pulse position modulated (PPM) signal in an ultra-wideband
(UWB) channel with multiple transmit and receive antennas. We consider
a generalized fading channel model that can capture the cluster property
and the highly dense multipath effect of the UWB channel. Through sim-
ulations, we demonstrate that the derived analytical model can accurately
estimate the mean and variance properties of the pulse based UWB signals
in a frequency selective fading channel. Furthermore, we investigate to what
extent the performance of the PPM based UWB system can be further en-
hanced by exploiting the advantage of multiple transmit antennas or receive

antennas. Our numerical results show that using multiple transmit antennas
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in the UWB channel can improve the system performance in the manner
of reducing signal variations. However, because of already possessing rich
diversity inherently in the UWB channel, using multiple transmit antennas
does not provide diversity gain in the strict sense (i.e., improving the slope of
bit error rate (BER) v.s. SNR), but can possibly reduce the required fingers
of the Rake receiver for the UWB channel. Furthermore, because multiple
receive antennas can provide higher antenna array combining gain, multiple
receive antennas technique can be used to improve the coverage performance
for the UWB system, which is crucial for a UWB system due to the low

transmission power operation.

4.1 Motivation

Wireless systems continue to pursue evenihigher data rates and better quality.
The ultra-wideband (UWB) techniqué and space time processing techniques
are two promising techniques torachieve this objective. However, how to
merge these two techniques together to further increase the data rates is
not an easy task. This chapter investigates how multiple transmit/receive
antennas and the UWB system can function together to exploit the synergy

of marrying these two advanced techniques.

4.2 Channel Model

To evaluate the performance of a UWB system with multipath fading, the

following discrete impulse response of the channel is considered:

L.—1

h(t) = GA(t—IT.), (4.1)
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where L. is the number of resolvable multipath components, T, is the chip
duration or the length of the time bin, A(¢) is the Dirac delta function. In
(4.1), the amplitude fading factor on path [ (denoted as ;) can be expressed

as

& = by, (4.2)

where b; is equiprobable to take on the value +/— 1, and q; is the Nakagami
fading term. The term b; is used to account for the random pulse inversion
that can occur due to reflections, as observed in the measurements [16].

In this chapter, we consider a UWB channel characterized by the following

three major properties [9]:
e Gamma distribution to describe each resolvable path power;

e A modified Poisson process t0 charaeterize the clustering property of

the UWB channel and the number of the simultaneous arrival paths;

e Exponential decay to model-the~average-resolvable path power in the

time domain.

4.2.1 The PDF of the Received Signal Power

For the [-th path with path gain & and n; simultaneous arrival paths, the
probability density function (PDF) of the received signal power y = & = a?

can be characterized by a Gamma distributed random variable as [14]:

1
fr(y) = )y"l/“ey/%? , (4.3)

012m/2T (3

where (o) = [;7 ¢ Pexp(—t)dt, and 67 = =E[a}]. In the following, we

n

discuss the way to calculate the terms n; and E[a?].
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4.2.2 The Number of Simultaneous Arrival Paths

The clustering property in the UWB channel can be characterized by a mod-
ified Poisson process driven through a two-state Markov chain [11]. If a
resolvable path appears in the previous time bin, a Poisson arrival process
will be in the high state with ug average simultaneous arrival paths; other-
wise, it will be in the low state with u; average simultaneous arrival paths,
where py > pr. Let n; denote the simultaneous arrival paths in the [-th

time bin. Then,

k
Bi-e~## when n;_; # 0;

Prob[n, = k] = (4.4)

k
Eb-e7#t when ny_; = 0.

Note that the transition probability ofra Poisson process with a mean of
1y changing to that withfa mean-of uz.can.be calculated by o = e ™##; or
similarly, # = 1 — e #L Tepresents the transition probability from the low

state to the high state.

4.2.3 Average Resolvable Path Power

We apply the exponential decay model to characterize the received signal
power a? in the time domain [14]. Obviously, if n; = 0, E[q;] = 0. When
n 7é 07

| 2] 1, when [ = 0; (4.5)
a; | = .
v - e =2 when [ > 1,

where 7 is the decay constant, and ~ is the power adjustment factor except

the first path.
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4.3 Signal Model and Detection Scheme

4.3.1 Signal Model

Consider a single user employing binary PPM in the UWB channel. Let T
and T, be the frame time and the chip time of the PPM signal, respectively.
With the transmitted pulse waveform wy,(t), the transmitted signal for the
i-th message bit d¥) is written as [40]:
Np—1
s =Y wy(t—jTy — T, — dDsT,), (4.6)
j=0
where N, is the repetition number for one information bit, {c§i)} is a time-
hopping sequence, and ¢ is the modulation index associated with the message
bit which is an integer multiple of the'chip timie,7.. The frame time T} is
assumed to be much larger than .. Inrthis chapter, we assume that the

transmitted pulse waveform wy, (t) is

1, 0<t<1;
0, otherwise

With the channel response h(t) and the noise n(t), the received PPM

data for the i-th information bit is written as

stee(t)

= sgf,) x h(t) + n(t)
Np—1

=3 a(t — jTy — T, — dDOT,) + n(t), (4.8)
j=0

where the received pulse waveform z(t) = wy,.(t) * h(t). Since the goal of

this work is focused on the impact of the UWB channel on the PPM signal
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detection in the single user case, we ignore the time hopping code. When
x(t) is sampled at t = (T, denote x; = x(IT..). Then, we can have

Le—1Np—1

v=Y_ Y &uu((l—k)T. - jTy — d)6T,) (4.9)

k=0 j=0
where & and wy, are defined in (4.1) and (4.6).
For the message bit d? = 0 in the channel response with a length of L.,

the received data ry can be expressed as

ro=Xo+n (4.10)
§'s0
7 ‘]T T
where xg = [zg, %1, ..., Zr,-1,0...0]" andn = [ng,ny,...,np, 1,0y, L 46-1) -

Similarly, for the message bit d® = 1,

r; = X1 4n, (4.11)

§'s0

where x; = [0...0, 20, 2p5...; @0, 1] -

4.3.2 Signal Detection

Similar to [18,40,95], we consider a template-based detection scheme for the
PPM signals. It is assumed that perfect channel knowledge is available at
the receiver. Having two possible output waveforms x, and x; for message
bit d? = 0 and d? = 1 defined in (4.10) and (4.11), respectively, we can
choose p, = x¢ and p; = x; and represent a template signal p for the binary

PPM case as

P = —DPy T P;- (4-12)

Now we take r; as an example. Consider a Rake receiver with L fingers and

denote the processed data z;,; as the inner product of the received data ry of
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(4.11) and the template p of (4.12). Then we have

Zpl1 = PTrl = (_poT + P1T)r1

L-1 L—5—1 L-1 L-1
= g Tyl — E TiTiys + E NiysTi — g N T
i=0 i=0 i=0 i=0
= Sp1 + Tp1 + Np1 + npo, (413)
h = St lga; is the signal part = Sl s s th
where sy = > .7 x;x; is the signal part, rp; = i—o  TiTiys is the

redundancy part, ny; = Zf;ol niisx; is the noise part of the processed data
Zp1 from py, and nyy = — Zf:_ol n;x; is the noise part of the processed data
Zp1 from py. From (4.13), we can use the sum of the pulse correlator outputs
as the test statistics to detect the transmitted symbol. Specifically, if the
processed data zp; is larger than zero, theitransmitted message bit d® = 0;

otherwise, we take the transmittedsinessage bitnd® = 1.

4.4 Analysis of PPM UWB Signals

4.4.1 The State Probabilities of the Modified Poisson

Process

Consider a two-state Markov chain of (4.4) with the probability o = e ##
changing from the high state to the low state, and the probability g =
1 —e7#& changing from the low state to the high state. Then, the transition

probability matrix P is represented as

P = . (4.14)



According to [96], the i-step transition probability matrix P’ can be expressed

as
i 1 | Ba] (l-a=p"| a —a
Ple i s ol (4.15)

Denote (1) and 71, (I) = 1 —7g(l) as the probability of the I-th time bin in
the high state of the Markov chain and that in the low state of the Markov

chain, respectively. Clearly, my(l) can be expressed as

1 ifl=0
11—« ifl=1
() =< (1 —a)?+af ifl=2 (4.16)
(1—a)®+2aB(1 —a)+ap(l—p) ifl=3
B .
| o5 ifl >4

Note that the steady staté probabilitiés 7g(1) and 7 (l) are my(4) = -2
and 7, (4) = ;35

4.4.2 Mean and Variance of the Processed Data for

PPM based UWB Signals

In the following, we describe the mean and the variance of the processed
data z (defined in (4.13)) for the PPM signal under the UWB channel model
described in Section II. Without loss of generality, we take the processed data

Zp1 as an example.

Proposition 1 The average energy of the processed data z,; can be calcu-

lated as

/8 767377 — fyef(Lfl)n
1—e™

E[z,] = ( + A, (4.17)
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where

A=1+1-a)y+[(1—a)*+ aBlye ™"

+[(1—a)* +205(1 — o) + af(l — B)lye™". (4.18)

Proof: See Appendix G.

Proposition 2 The variance of the processed data z,; can be calculated as

var{z,;]
L-1 oo
1 B ue®
=9 = (E[a,])? PH —pur
zzo;k( la’]) (a+ﬁ J!
k
o pL
+oz+ﬂ K )

+2) (rp(4)rr(3) — mu()rn (L + 3))Elaf]Elaf 4]

+ > 7)o Ela?, (4.19)

where wy(+) is defined in (4.16), Ela;?] is described in (4.5), L is the number
of fingers in the Rake receiver, § is the modulation index associated with

binary PPM, and o, is the standard deviation of the Gaussian noise.
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Proof: From (4.13), we can express the variance of the processed data z,; as

follows:

var|zp|
= var[sp1| + var[rp1] + var[ny ] + var[nyo) +
2cov[Sp1, Tp1] + 2€0V[Sp1, Np1]| + 2€0V[Sp1, Npo] +

2¢ov[rp1, Np1] + 2¢OV [Tp1, Npo] 4+ 2€0V[Np1, Tpo]- (4.20)

First, we can calculate the signal part var[sy | as follows:

var[sp|
L-1
= var Z 1]
1=0
L1 LML
=Y varla]] +2 Z Z covla?,, a’]
=0 m=0n=m+1
L1

— Zvar[aﬁ[nl = kj(mg (I)Probn, = k,n,_; # 0]

?l)Prob[nl = k,n;_1 =0}

L-2 E=3

2 2 2 2

+2 g covia;”, aj41°] + 2 g cov]a;”, ajo”]
1=0 1=0

L4
+ QZCOV[CLZQ,al+32]. (4.21)

=0

Applying the method of [97] to (4.16) and (4.4), the first term of (4.21)

can be computed as

L—1 fe'e)
1 pk
> varlef] =23 3 4 () (D)t
=0 1=0 k=1 ’
PL



From (4.27), the second term of (4.21) can be obtained as

~
(V]

2 covia;?, ar1?]

N o~
P
NS

(E[G12al+12] - E[G‘IQ]E[“HIQ])

I
N

TT
b o

2

1

([ma(4)(1 = )* + 7 (4)5(1 — @) |E[af|E[af, ]

a(DE[a?)ma (1 + 1)E[a1%])

N

~
(V]

=2 (rp(Yru(1) — mp()my (1 + 1) Ela;|Ela,,]. (4.23)

~
o

Similarly, we can derive the third-and the fourth terms of (4.21) as follows:

L-3
2 Z cova;?, ajo”]
1=0

— 23" (Elaar?) — Bl Elaa?)
=2 - ([ (4)(1 — @)’ + 7 (4)(1 — a)af

+ 7_TL(4)ﬂ(1 — a)? + 7,(4)aB|E[af]E[a, ]
— mu(DE[a’|mu (I + 2)Elai?])

=23 (mu(W)7u(2) — 7 (Oma(l + 2)E[Ela, ] (4.24)
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and
L—4
2 2
2 E cov]a”, a3
1=0

= 23 Bla?Eled) {ma (01 - @)' + (1 — s
+la) —a)aB(l—a)+ (1 —a)a(l - B)5)
+m(4) 81— a)’ + B(1 — a)af
+ Ba(l — B)B + Bap(l — a)]}

_ 7TIZ(1)1[-41‘,[a12]7rH(l + 3)E[ar13%]

~

=2 (rg(D)7ru3) — g7 (l+ 3))E[a]E[af, ). (4.25)
1=

[en]

From (4.22) to (4.25), we cani¢onipute var[sy| of (4.19). The remaining
terms of (4.19) will be derived in Appendix H.

4.4.3 SNR for PPM;signal in the UWB channel

With the mean and the varianee.of.the processed data z, we can compute

the energy of a PPM signal in the UWB channel as

Sp1 = E[s2)] = E[sp1]? + var[sp], (4.26)
where .
Elsn] = > m(DEL) (4.27)

=1

E[a}] is given in (4.5), and var[sy;| can be obtained from (4.21). As for the

noise energy Vi, it can be calculated by

Np1 = var[rp1] + var[npi] + var[npy]
+ E[T’pl]2 + E[np1]2 + E[np0]2, (428)
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where E[rp1], E[np1], E[npol, var[rpi], var[n,;], and var[ny] are given in (G.5),
(G.6), (G.7), (H.1), (H.3), and (H.4), respectively. According to the results
obtained (4.26) and (4.28), we can estimate the SNR,; of the processed data

Zpl by

SNR,; = % (4.29)

pl
We will perform simulations to validate the accuracy of the proposed analyt-

ical method in Section 4.6.

4.5 Effect of Multiple Transmit and Receive

Antennas

4.5.1 Repetition Codes

Figure 4.1 (a) shows the scenario, of using repetition. code with no diversity

(Tx1-Rx1) in the case N, = 2. First, we define the prdcessed data z&%l and

2) .
zI(JI)Tl in frames 1 and 2 as:

Z;(fll,)Tl = Sp1,T1 + Tp1T1 i ’I"Ll()fll) + n;%) (430)
and
f: f f:
Zr(ﬂz,)Tl = Sp1,T1 + Tp1,T1 + néf) + nég), (4.31)

where s, r, and n represent the signal part, the redundancy part, and the
noise part of the processed data z, the superscript (fi) means the i-th frame,
the subscript pl means the message bit d”) = 1, and the subscript T4 means
the ¢-th transmit antenna. Denote the processed data for the no diversity

scheme as szlD. Then, we have

f1 2
Zng = 21(31,)’1‘1 + 21(31,)’1‘1
= 28p1,11 + 2rp1m1 + ngll) + ngol) + nglz) + ngg). (4.32)
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From (4.17), (4.19), and (4.32), the mean and variance of the processed data

zng can be computed respectively by
Elzp1] = 2E[sp1,11] + 2E[rp1,7i]
+E[nY] + E[nly)] + Elny] + E[nie)]. (4.33)
and
var[z)’] = var[2 - spi 1] + var[2 - rp ] + Var[ngll)]
+ Var[ngé)] + Var[ngf)] + Var[ngg)]. (4.34)

Represent SHP and NP as the signal energy and the noise energy of the

ND

o1 » respectively. Then, we have

processed data z
S = 4E[sp1]? + 4var(syy], (4.35)

where var[sp;] and E[sp;] can be:obtained.from (4.21) and (4.27), respectively.

Furthermore, the noise energy NII)\IlD canybe derived as

T
Ny = 200" > (B[,
1=0

=0

Thus, by substituting related channel information of ¢; and 7 (1) into (4.36),
NP can be also obtained analytically. From (4.35) and (4.36), we show how

to calculate SNRglD analytically.

4.5.2 Receive Diversity

Consider the receive diversity scheme (Tx1-Rx2) having repetition codes with

N, = 2 as shown in Fig. 4.1 (b). We express the processed data z5° for the

p
receive diversity scheme as follows:
RD _ _ND ND
Zp1 = Zp1m1 T Zp1T2 (4.37)
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where the superscript RD means receive diversity. Clearly, we can use the
same method of obtaining E[z){] in (4.33) to compute the mean of the

processed data zII}ID, which is defined as

E[Z;D] = E[szll,jTl] + E[Zpr?m]' (4.38)

Likewise, the variance of the processed data zng can be calculated by

RD

var[zp] = var[zpi ] + var[z o). (4.39)

Denote SHP and NJ\P as the signal energy and the noise energy of the pro-

cessed data zng, respectively and recall that the (Tx1-Rx2) receive diversity

scheme and repetition length IV, = 2 is considered. Then we have
SEP = 16E[sm]” + Svar[syi] (4.40)

and

NAA—SNNE (4.41)

4.5.3 Transmit Diversity

Now we consider a time-switched transmit diversity (TSTD) (Tx2-Rx1) scheme
as shown in Fig. 4.1 (¢). For the case with repetition length N, = 2, one can

express the processed data zng for the transmit diversity scheme as follows:

f1 £2
Zng = Z;()L)Tl + Z;()1,)T2' (4.42)

Since
E[2p1] = Elzp1,11] + Elzp1,m2] = 2E[231], (4.43)
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we can calculate E[z]"] by following the procedures of evaluating E[z] in
(4.17). Define p as the correlation coefficient between the two transmit an-

tennas. Then the variance of the processed data zng is

TD]

var(z,

= var[zp1,11] + var[z,1 2] + 2cov[2p1 11, Zp1,12]

= 2var[zp1] + 2p (\/Var[SpLTl]var[Spl,TQ]

+ Va,I'[T’pLTl]VaI'[TpLTQ]) (444)

where var[z,;] is defined in (4.19) of Proposition 2. Thus, we can compute

SNR™ from

Sa = 4E[sp1]” + 2(1 + p)var[sp] (4.45)
and
N g 2N (4.46)

where E[sy1], var[sp] andt NP are given i (4:27), (4.21), and (4.36), respec-

tively.

4.6 Numerical Results

4.6.1 The UWB Channel Response

Figure 4.2 shows an example of the UWB channel response using the channel
model described in Section 4.2 with parameters listed in Table 4.1. In the
considered model, the channel response time is set to 225 nanoseconds as
in [9], the average number of the resolvable paths is 80.72. Let N be the
total time bin number during the channel response time, Ty the first path
arrival time, and ¢; is the arrival time of each resolvable path. Then, in our

_ YR (ti—Ta)a,?

simulations, the mean excess delay T,, = SNz = 34.61 nanoseconds,
1=1%
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ZZI\;l(tl_Tm_TA)Qal2 — 3798

Zzlil ar?

and the root mean square delay spread Trys = \/

nanoseconds.

4.6.2 Average SNR and Variance of the Pulse Based
UWRB Signals

Figure 4.3 compares the SNR of PPM signals for no diversity, receive diver-
sity, and transmit diversity schemes. Through simulations, we validate the
analytical results obtained by (4.35), (4.36), (4.40), (4.41), (4.45), and (4.46)
in Section 4.4. From Fig. 4.3, one can find that the SNR of the receive diver-
sity is the highest, while the no diversity scheiie and the transmit diversity

have the similar SNR.

Figure 4.4 shows the variance of PPM signals with no diversity, receive
diversity, and transmit diversity schemes in the UW B.channel by analysis and
simulations. From the viewpoint of the signal variance, transmit diversity is
the best, no diversity ranks second, and receive diversity is the worst. Here,
we assume that the antennas of both receive diversity and transmit diversity

are mutually independent.

Figure 4.5 shows the effect of spatial correlation p of transmit diversity
on the variance of the PPM signals over the UWB channel. As shown in
the figure, the variance of the PPM signals increases as the correlation of
transmit diversity increases. From the results, it is implied that the diversity
gain of transmit diversity may not be significant in the UWB channel. In the
following, we will quantify the performance difference between no diversity

and having antenna diversity in terms of BER performance.
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4.6.3 Comparison for Different Diversity Schemes for

the PPM UWB System

Figure 4.6 shows the BER performances of different diversity schemes for the
binary PPM signals in the UWB channel. In the figure, the numbers adjacent
to Tx and Rx represent the numbers of the transmit and receive antennas; L
represents the finger number in the RAKE receiver; f represents the frame
number; and 0 represents the modulation index associated with the message
bit which is an integer multiple of the chip time 7.. From Fig. 4.6, we have

the following observations:

e Comparing the no diversity (Tx1-Rx1) scheme to the time switched
transmit diversity (Tx2-Rx1) scheme, one can find that the TSTD
scheme can improve BER:perforfnance by about 2 dB at BER = 10~
As shown in Fig. 4.4 sthe signal of the transmit diversity scheme is more
stable than that of the no diversity scheme, which can explain the BER
performance improvement of-the-transmit diversity scheme over the no
diversity scheme even'theugh the SNRs of these two diversity schemes

are about the same in Fig. 4.3.

e Recall that he diversity order can be roughly viewed as the slope of BER
v.s. SNR in the region with high SNRs where the slope does not increase
any more. The higher the diversity order, the steeper will be the slope
of the performance curve for BER v.s. SNR. As shown in the figure, the
(Tx2-Rx1) TSTD scheme indeed achieves the same diversity order as
the (Tx1-Rx2) receive diversity scheme. Furthermore, comparing the
Tx2-Rx2 and the Tx1-Rx4 schemes, we find that the Tx2-Rx2 scheme
can achieve about the same diversity order as the Tx1-Rx4 scheme but

at the cost of about 3 dB E}, /Ny loss. In this figure, it is demonstrated
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that employing multiple time switched transmit diversity or multiple
receive antennas can improve the UWB performance even though the

UWB channel possesses inherently rich diversity.

Note that because the UWB MIMO channel may perform differently from
the narrowband MIMO channel. For example, severe correlation between
channel paths may exist in a UWB channel. Thus, the above results should
be used cautiously as an upper bound that quantifies the extent to which
transmit or receive antenna combining techniques can improve the perfor-
mance for the PPM based UWB system. In the following, we will examine
how to exploit transmit diversity in the UWB channel from a different per-

spective — reducing the complexity of Rake receiver.

4.6.4 Effect of RAKE Finger Numbers

Figure 4.7 shows the BER performance of the PPM UWB system with dif-

ferent RAKE finger numbers. Two major-temarks ar€ given below:

e The transmit diversity scheme (Tx2-Rx1) with L = 30 (with the squared
legend) has the similar performance to the scheme (Tx1-Rx1) with
L =50 (with the triangle legend). It is implied that the complexity of
Rake receiver can be alleviated at the cost of increasing the transmit

antennas by using time-switched transmit diversity.

e Because of inherit large path diversity, adding more transmit antennas
in the UWB system cannot increase the diversity order significantly. In
the figure, the slope of BER v.s. SNR for the cases of L > 50 with single
antenna (with the triangle legend) and that of L > 30 with two transmit
antennas (with the squared legend) are about the same. Nevertheless,

transmit diversity can slightly improve the BER performance for the
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PPM UWB system from the signal variance perspective as explained

in Fig. 4.4.

4.7 Conclusions

In this chapter, we have derived an analytical expression for the PPM signal
in an UWB channel characterized by the cluster effect and highly dense
frequency selective fading. Furthermore, we have demonstrated that the
time-switched transmit diversity combined with the template-based pulse
detection can improve the performance of the PPM based UWB system.
Through analysis and simulations, we have the following two major re-

marks:

e Although multiple transmit or redeive antennas cannot deliver diver-
sity gain for the UWB system-in the strict sense (i.e., improving the
slope of BER v.s. SNR), multiple transmit antennas can improve the
system performancein the manner of reducing signal variations. Thus,
transmit antennas can bheérused. to reduce receiver complexity since the
number of fingers of a Rake receiver in the UWB system can be very

high.

e Multiple receive antennas can provide higher antenna array combining
gain. Because the transmitted power in the UWB system is extremely
low, multiple receive antennas techniques can be an effective approach

to improve the performance from the view point of coverage extension.
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Table 4.1: System Parameters

The UWB pulse width 1 ns
The sampling time (time bin) 1 ns
Simultaneous arrival path number n A modified Poisson process.
1% 2/3
L 1/3
Average resolvable path power Exponential decay.
¥ -5 dB
B 0.025
The PDF of the received signal power Gamma distribution.

1) no diversity, Tx1-Rx1,
The diversity schemes 2) receive diversity, Tx1-Rx2,
3) transmit diversity, Tx2-Rx1,
4) transmit diversity, Tx1-Rx4,

5) MIMO, Tx2-Rx2.

The modulation schemes PPM
The frame number f 2
The RAKE finger number L 10, 30, 50, 100, or 200
The delay time 0 associated with PPM 1 ns
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Chapter 5

BER-Minimized
Space-Time-Frequency Codes
for MIMO Highly

Frequency-Selective

Block-Fading Channels

In this chapter, we present bit error rate (BER)-minimized space-time-frequency
(STF) block codes for multi-input multi-output (MIMO) highly frequency-
selective block-fading channels. We consider the IEEE 802.15.3a ultra-wide
band (UWB) channel models (CM) 1-4. Based on a new STF block codes
design criterion with the objective of minimizing BER, we develop an ef-
ficient searching algorithm for the design of the optimal STF block codes
which maximize the coding gain. For 128 subcarriers with two subcarriers

jointly encoding with 2—4 transmitting antennas, we find that the optimal

STF block codes for all the IEEE 802.15.3a UWB channel models CM 1-
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4 can be found. Furthermore, the designed STF block codes outperform
the recently published high-rate full-diversity STF codes [1] by 1 dB. Last,
the proposed STF codes can be decoded by maximum likelihood decoding

approach, which is simpler than the sphere decoding principle used in [1].

5.1 Motivation

The space-time-frequency (STF) coding is a technique which provides error
control ability in multi-input multi-output (MIMO) systems, which are usu-
ally combined with the orthogonal frequency-division multiplexing (OFDM)
technology. The main purpose of using the STF coding is to achieve the full
diversity gain. For example, in [1], the authors proposed STF codes which
achieve the diversity gain of Ny N, K L, where N, is the number of transmit
antennas, NN, is the number of receive antennas, K is the number of indepen-
dent fading blocks in one codeword; and L issthe number of taps of channel
impulse response (CIR) betwéen ‘any pair of transmit and receive antennas.
The space diversity, time diversity,and frequency diversity are N;N,., K, and
L, respectively.

However, in a highly frequency-selective fading channel, the number of
taps of CIR could be very large. For example, in the IEEE 802.15.3a UWB
channel model [98], the number of taps of CIR is infinity theoretically and
about 1000 to 2000 practically. Thus, it is difficult to achieve the full fre-
quency diversity under the highly frequency-selective fading channel. Thus,
it motivates us to turn to a more fundamental problem: How to design
BER-minimized STF codes for MIMO highly frequency-selective block-fading
channels? Here the block-fading channel is defined as follows: The channel

remains the same within one fading block and is independent from one block
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to another one [1].

The difficulties of design BER-minimized STF block codes for the MIMO
highly frequency-selective block-fading channels can be discussed in three
aspects. Note that we take the IEEE 802.15.3a UWB channel model as an

example in this chapter.

1. First, the IEEE 802.15.3a channel model has four different sets of pa-
rameters, named CM1, CM2, CM3, and CM4. For different channels,
we have to design different codes to reflect the channel characteristics.
One challenging issue arises: Is there a universal code which is opti-
mal for all the four channel models CM 1 ~ 4 for given numbers of

subcarriers and transmit antennas?

2. As the numbers of subcarriers and_transmit antennas increase, the num-
ber of all possible codes becomes astronomical. Thus, the second chal-

lenge is to search the optimal codes efficiently.

3. Because traditional STF coding methods focus on linear codes, it will
be challenging to examine if there exist nonlinear optimal STF block

codes.

To our best knowledge, the design of STF block codes for the MIMO-
OFDM systems under the IEEE 802.15.3a channel models considering all

the three aforementioned challenges has not been seen in the literature.

5.2 System Model

Figure 5.1 shows our system block diagram. First, we divide the information
bits into groups. Each group has two bits. Then we pass the bits to our

STF block encoder. For example, if we want to encode across two transmit
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antennas and two subcarriers, then the codeword can be expressed as a ma-
trix. Then we use an OFDM modulator to allocate every elements in the
codeword to corresponding subcarriers and transmit antennas. That is, d;;
is allocated on the ¢-th subcarrier and j-th antenna, for : = 1,2 and j = 1, 2.
The transmitted signals pass the IEEE 802.15.3a UWB channel. The receiver
recovers the original information bits via inverse operations as in the trans-
mitter: We first use an OFDM demodulator to find the codewords. Then
we use a maximum likelihood (ML) STF block decoder to find the original

information bits.

5.3 BER Performance

In [19], the authors approximated sthe average pairwise error probability

(PEP) of MIMO-OFDM system munder. the IEEE 802.15.3a UWB channel

1 [ peig, (S6 Ry )\
P~ - 1 n o, 5.1
7r/0 l_Il ( + 4N sin* 0 ) (5.1)

model as

where M is the number of OFBDM subearriers jointly encoded, p = E;/Ny is
the average signal-to-noise ratio (SNR), E; is the average transmitted energy

per symbol, eig,,(A) is the n-th largest eigenvalues of the matrix A,
S = (D - D)(D - D)", (5.2)

where D and D are two distinct STF block codes codewords. o denotes the

Hadamard product [99], R, is the auto-covariance matrix of the channel:

1 RO . RWM-—1)
Ry | RO Lo BT -2y 53
R(M-DR(M-2)... 1 |




where

A+ g(g,m)A +9(%am)

oEm) g(Lm)

and

gla,m) = a+ j2rmAf. (5.5)

Af is the frequency separation between two adjacent subcarriers, INV; is the
number of transmit antennas jointly encoded, K is the number of OFDM

blocks jointly encoded, and N, is the number of receive antennas.

At high SNR, the PEP in (5.1) can be upper bounded as

T — KN,
P .
P S H (4—Melgn(s © RM)) ) (56)
n=1

where 7 denotes the rank of matrix’So Ry,. (5:6).implies a diversity order

of rK'N, and the coding gain is
1 b 1/
CG= 1w b;[l eig (S RM)} . (5.7)

From the numerical results in [19] we observe that although (5.6) is an ap-

proximated upper bound of PEP, it is close to the simulated symbol error

rate (SER).

5.4 The Universally Optimal STF Block Codes

design

In this section, we describe a criterion and a efficient searching algorithm of

the BER-minimized STF block codes.
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5.4.1 The Optimum Criterion

Our goal is to design the STF block codes to minimize P, in (5.6). For given

p, Ny, N,., K, and M, it is equivalent to maximize the term

g =[] eig.(SoRu) (5.8)

n=1
by designing the matrix S. Similar to the rank and determinant criteria of
the space-time block coding (STBC) [100], we have to maximize the minimal
q along the pairs of distinct codewords.

We first consider the simplest case. Let N; be the number of input infor-
mation bits for each codeword D. Let M = N, = N; = 2. Let by, by € {0, 1}
be the two input bits. We use the binary phase shift keying (BPSK) modu-
lation. Let s; and sy be the two gorresponding symbols, then s; = mod (b;)
for 1 =1, 2, where

e B — 1
mod (z) = (5.9)

=1, ‘if x = 0.
The codeword D is a 2 x 2 magrix with €ach element being 1 or —1, i.e., D €
{1,—1}**2. Then there are 2*? = 16 different codewords. Since there are
two input bits, there are 22 = 4 possible inputs, i.e., bjby € {00,01,10,11}.
Hence, we have to choose four distinct codewords for these four different
inputs.
For the convenience of expression, let us define the demodulation function

dem(z) £ mod ~'(z) and the multiple digits version of dem(-) is defined as
dem(x) £ [dem(z;),dem(xs), - -+ ,dem(z,,)], (5.10)

where the vector x stands for an m-digit number and the i-th digit is x; for

1< <m.
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The following equation gives each codeword D a unique positive integer

n as its subscript:

dirdia
D, = :bd(dem(d) +1) =n (5.11)
da1dan

where the function bd(z) is to transform a binary number x into its decimal
form and d = [dy1, d12, da1, dos]. Now, the set that contains all the codewords
is C = {Dy,D,,...,Dis}. Let B be a subset of C' and B contains four
codewords. Now, our problem can be mathematically described as finding a
set B* such that

B*=arg max ‘min
BCC,|B|=4 D,DeB,D#£D

[ ¢ig.((D —D)(D — D)™)o Ryy), (5.12)

where |B| is the number of elements of B!

5.4.2 An Efficient Searching Algorithm for the Opti-
mal STF Block Codes

In order to simplify the representation of our problem and provide more
insight, we introduce a graph representation to our code space. We represent
each codeword as a vertex with number n, and between any two distinct
vertices there is an undirected edge with metric q. Then, for the M = N, =
N; = 2 case, we can use a complete graph [101] with 16 vertices which is
denoted by Kig to represent our code space. Then our problem becomes to
find the optimal K} in K4 such that the minimal metric in K7 is the largest
one among that of all K, in Kj4. There are (146) = 1820 distinct K, in Kyg.

To find the minimal metric within each K; we need to search for (;1) =6

metrics. Thus, we need to do 1820 -6 = 10920 times of searching to find K7.
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For general M, N,, and Nj;, there are 2™ vertices for the BPSK case.

The complexity of the complete search becomes

MN, N;

0 ((22% ) (22 )) | (5.13)
The complexity grows rapidly as M, N;, and /V; increase. Thus, it is necessary
to find a more efficient algorithm to search for the optimal STF block codes.

For the case M = N; = N; = 2 and CM1, we find that the metric ¢ takes
only on eight different values. Sorting these values in the decreasing order,
we then have ¢ € {64, 16.3314, 16, 8, 4, 1.32562, 0.331406, 0}. We find
that it will save many searching steps if we search K4 subject to the largest m
metrics form = 1,2, ..., until we find all K for a certain value of m. Let use
take the M = N; = N; = 2 case as an example. Please see Fig. 5.2. In this
figure, we show the graph representation of the code space. In Fig. 5.2(a),
we only consider the edges with the largest-metric 64. Obviously, it does not
contain any Kj. In Fig. 5.2(b), we consider the edges with the largest two
metrics: 64 and 16.33145 After searching, we also find that there is no Ky
in this graph. In Fig. 5.2{¢), we consider the edges with the largest three
metrics: 64, 16.3314, and 16. 'We find that there are totally eight K, in this
graph, they are: {1, 7, 12, 14}, {1, 8, 10, 15}, {2, 8, 9, 15}, {2, 8, 11, 13},
{3, 5, 12, 14}, {3, 6, 12, 13}, {4, 5, 11, 14}, and {4, 6, 9, 15}. Note that we
do not need to search for the case m > 3, because we already find that the
max-min value of ¢ is 16.

We use the same method to search the optimal STF block codes for CM2,
CM3, and CM4. CM2 and CM3 both have the same optimal STF block codes
as CM1 does, but there are nine optimal STF block codes for CM4. These
nine codes contains the eight optimal codes which are the same as that of
CM1 and an additional codes {4, 6, 11, 13}. This is an interesting discovery

that for different channel model, the optimal codes may be different. Thus,
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in order to design the optimal codes, we have to take the channel model into
account.

In order to design the codes that are optimal for all channel model, we
choose the eight optimal STF block codes for CM1 out of (212) = 1820
candidates. The next step is to transform these codes to a code structure.
Take the code {3, 5, 12, 14} as an example, which corresponds to the K,
with bold edges in Fig. 5.2(c). According to the matrix-indexing procedure
we defined in Section 5.4.1, we find these four integers correspond to the

following codewords:

—-1-1 -11
3= 5 = ’
1 -1 —-1-1
1-1 11
D12 == ,D14 e . (514)
11 =g

We assign these four codewords to the information bits 00, 01, 10, and 11,
respectively. Note that we can =«choose another assignment and the max-
min value of ¢ will not change. To discover the.code structure from these
codewords, we first consider the element in‘the first row and first column of
them. They are D;[1,1] = {—1,—1,1,1}, where ¢ € {3,5,12,14}. Since each
position can take values on —1 or 1, there are totally 2* = 16 possibilities.
We establish a truth table of these 16 values, as a function of s; and sy. For
some cases, we find it is more convenient to express the function in terms of
b; and by. The truth table is listed in Table 5.1. Use this table to check the
function f(s,b) for all the elements of D;, we finally find the code structure
is

oo (5.15)

—5281

It is the Alamouti coding scheme [102]. The other seven optimal code struc-
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tures are

51 82 51 S92 51 852 S1 52
) bl ) bl
—S515281 S2—5152 S2—S51 —S5152—S51
S1 S2 S1 82 51 S2
: , and . (5.16)
—S82—5152 —8525152 5152—51

The pseudo code of our proposed searching algorithm for the optimal STF
block codes can be found in Algorithm 1. Note that in the ninth line we only
consider the vertices with degree being at least three because any vertex in

a K, must satisfy this condition.

5.4.3 Optimal STF Block Codes for the Other Cases

We use the algorithm described in Section 5.4.2 to find the optimal STF
block codes for the case M =[N;i= 2.and Ni.= 3. We find that there are 54
different optimal STF block codes for-all the four CM out of (212) = 635376
candidates. In order to simplify therexpression of the code matrix, we define

4

A . A
S3 = 5182, Sy = —s; for i =71,2;3, and8,;5x = [s; s; si]. Then, among these

54 optimal STF block codes, 28 of them have the form of

S /
1 (5.17)
sa
and the other 26 codes have the form of
S
e (5.18)
Sp

where a € {3°12, 23’1, 13'2’, 312, 23°1", 3'21", 132, 231, 21’3, 3’1’2, 231",
3217, 21’3, 3'1'2’, 312, 2'13’, 321, 2’3’1, 312", 2°13, 2'3'1", 1'3'2, 32’1, 231,
312, 1732, 231, 312’} and b € {132, 3'12, 23’1, 3'21, 312", 23'1’, 32’1,
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Algorithm 1: The searching algorithm for the optimal STF block

codes.

input : M, Ny, N;, and CM.
output: B*.

1 B* 0

2 G — Kymun,

3 found « False

4 foreach 1 <i,j < 2MM do

S « (D; — D;)(D; — D;)"

E(G)ij Lz €ign(S o Ry (GM))

ot

=]

7 metric < list of distinct values of B(G) in decreasing order
8 for m « 1 to Length(metric)"do
9 F — ({e: e € E(G), e Zmetricimigr{vs v € V(G), deg(v) >

3})
10 | foreach B,{B C F,|V(B)| =2"} do

11 if B is K,~; then
12 found «— True
13 B* — B*U{B}

14 if found then

15 return B*
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Table 5.1: The truth table for discovering the code structure from the optimal

codewords. The operator ~ is bitwise NOT, & is bitwise AND, and | is bitwise

OR.

D;[1,1]

f(s,0)

{-1,-1,-1,-1}

—1

{—1,-1,—-1,1}  (=1)~(n&b2)
{—1,-1,1,—-1}  (=1)(~bole2
{-1,-1,1,1} 81
{-1,1,-1,—-1}  (=1)l(~b2)
{—1 iy 5
=1L L1 =1 —5159
{1, 11710 (=)~ ule2)
{1, 2051, -1} (—1)blo2
{1, -1, 1,1} 5152
{1,-1,1,-1} —59
{1,-1,1,1} (—1)(~bo)&b
{1,1,-1,-1} s
{1,1,-1,1} (_1)b1&(~b2)
{1,1,1,-1} (—1)brteb
{1,1,1,1} |
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21'3’, 3’1’2, 132°, 2317, 21’3, 3’1’2’, 2’137, 2’3’1, 1’3’2, 312’, 2’13, 3217, 2'3’1’,
2’31, 31°2, 321", 2’317, 31°2’, 1’32’}. For the case M = N; = 2 and N; = 4,
we find 5148 different optimal STF block codes for all the four CM out of
(222) = 174792640 candidates. Due to the space limit, we do not list all
codes here. One of the optimal STF block codes is

S1 S1 S2—5152

(5.19)

§59—851592S51 S2
For the case M = 3 and N; = N; = 2, there is an interesting fact. We
find that there does not exist any optimal STF block codes for all the four
CM out of (213) = 635376 candidates. For CM1, there are 0 linear code and

80 nonlinear codes. One of the nonlinear codes is

Sui51
=S51525152

For CM2, there are 48 linear codes arid 144 nomnlinear codes. One of the

linear codes and one of the nonlinear codes-are

51 S1 S1 51
S1 So and -1 s , (5.21)
S2—S52 —51525152

respectively. For CM3, there are 0 linear code and 16 nonlinear codes. One

of the nonlinear codes is

51 S1
Sy —81S9] - (5.22)
—S5152 —S2

For CM4, there are 0 linear code and 16 nonlinear codes. One of the nonlinear
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codes is

S1 S1
52 —8152 . (523)
—S5182 —S2

Due to the space limit, we do not list all optimal codes here.

For the case M = N; = 3 and N; = 2, we find that there does not exist
any optimal STF block codes for all the four CM out of (213) = 2829877120
candidates. For CM1, there are 0 linear code and 96 nonlinear codes. One

of the nonlinear codes is

51 S22 81
—S8152 -1 S182| - (524)
S2 —S81 S2

For CM2, there are 0 linear code and 192 nonlinear codes. One of the non-

linear codes is

51| 82 151
=S5 gi=s, . (5.25)
S5 515152
For CM3, there are 0 linear‘¢ode and 288 monlinear codes. One of the non-

linear codes is

S1 So 81
—$18281 —S2 | - (5.26)

S9  S1—S1S92
For CM4, there are 0 linear code and 48 nonlinear codes. One of the nonlinear

codes is

S1 Sy —S189
—8182 8o —81 | - (5.27)

51 —S2—8189
For the case M = 3, N; = 4, and N; = 2, we find that the set of optimal
STF block codes for all the four CM are the same. There are totally 1464
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optimal codes out of (213) = 11710951848960 candidates and they are all

nonlinear. One of the optimal codes is

S1 52 S1 S2
S —8152—5152 —S1 (5'28)
—S8182 81 —S2 —85152

For the case M = 4 and N; = N; = 2, we find that there does not exist
any optimal STF block codes for all the four CM out of (214) = 174792640
candidates. For CM1, there are 0 linear code and 18 nonlinear codes. One

of the nonlinear codes is

S1 S1 |
—S81 51
So So
— 81595152

(5.29)

For CM2, there are 10 linear code§ and 18 nonlinear codes. One of the linear

codes and one of the nonlinear cédes are

S1 51
—S51 81

S22 S2

S2 —S89

and

51 51
=51 851
59 59

—S51525159

: (5.30)

respectively. For CM3, there are 32 linear codes and 64 nonlinear codes. One

of the linear codes and one of the nonlinear codes are

51 81

$1—51

S2 S92

S2—3582

and

S1 S1

S1 —$S1

So So
—815251S59

: (5.31)

respectively. For CM4, there are 0 linear codes and 160 nonlinear codes. One
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of the nonlinear codes is

_ . . -
So —S81S2
—S81S2  S2
S92 5152

(5.32)

For the case M = 4,N; = 2, and N; = 3, we find that there does

not exist any optimal STF block codes for all the four CM out of (214) =
11710951848960 candidates. For CM1, there are 0 linear code and 2112 non-

linear codes. One of the nonlinear codes is

For CM2, there are 0 linear code and 4608"nonlinear codes.

nonlinear codes is

S1 81 51
S2  S2 —S52
—1—8182—8182

S1 7515245152

S1 S9..7785159
—S8152 S1 82
S9 -1 5152

—S8182—81 52

(5.33)

One of the

(5.34)

For CM3, there are 0 linear code and 384 nonlinear codes. One of the non-

linear codes is

S1 S22 —S8152
S2 —8182 —82
S1 S2 5152

—S5182 —S2 81

(5.35)

For CM4, there are 0 linear code and 96 nonlinear codes. One of the nonlinear
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Table 5.2: The coding gain of the optimal codes we have found in Section

5.4.

Coding Gain (dB) CM1 CM2 CM3 CM4

Ny =2 0 0 0 0
Ny =3 0.64 066 071 084
Ny =4 0.49 050 054 0.61

codes is

S1 S2 —S8152

—S81S2 S92 —S51
(5.36)

S1 —S2—5152

—S81852— 821 =51

5.5 Properties of the Optimal S’TF Block Codes

5.5.1 Coding Gain

The coding gain of a code can be computed via (5.7). In Table 5.2 we list
the coding gain of the optimal codes we have found in Section 5.4. For the
N; = 2 case, the optimal STF block code is Alamouti code. Its coding gain
is one [100]. For the N; = 3 and N; = 4 cases, we find that the coding gain
is greater than 0 dB by a little amount. Thus, we can predict that the BER

performance of these three codes will be very close.

5.5.2 The Linearity

In Table 5.1, we observe that some elements only associate with linear op-

erations, they are —1,sq, $9, —S9, —s1, and 1. The other ten elements use
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nonlinear operations. In the STBC cases, we usually consider the code struc-
ture that only use the linear operations for the simplicity. Some examples
are given in [100, Chapter 3]. Using the complete search, we find that al-
most all optimal STF block codes in Section 5.4 use nonlinear operations.
Thus, our searching algorithm can find the codes use linear operations as
well as nonlinear operations. The story also tell us that it is necessary to
consider the codes which use nonlinear operations and is much different from

the traditional STBC which only use linear operations.

5.5.3 Diversity Order

The diversity order of a code is r K N,. The optimal codes we found above
all have the same value of## for the same values of M, N;, N;, and CM
and the same modulation. Thus; for the same values of K and N,, the
optimal codes achieves the same diversity order under the same condition.
The values of r for different. kinds-ef-optimal codes are listed in Table 5.3.
From this table, we find a interesting fact. Sometimes the optimal codes
achieve different diversity order for different values of CM. For example,
when M = 3, N; = 2, N; = 2, and the modulation is BPSK, the diversity
order is two for CM1 and CM2 and three for CM3 and CM4.

5.6 Numerical Results

Our simulation environment is a multiband UWB MIMO system. The num-
ber of total subcarriers is 128 and the sub-band bandwidth is 528 MHz. We
apply the IEEE 802.15.3a UWB channel model CM 1 ~ 4 [98].
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Table 5.3: The values of » which is the rank of matrix S o R, for different
kinds of optimal STF block codes.

M N; N, CM modulation r

2 2 2 14 BPSK 2

2 2 2 14 QPSK 2

2 2 3 14 BPSK 2

2 2 4 14 BPSK 2

3 2 2 12 _.BPSK 2

3 2 2 84 WBBSK . 3

3 2 3 1 BPSK 2

3 2 3 24 BPSK 3

3 2 4 14 BPSK 3

4 2 2 1 BPSK 3

4 2 2 23 BPSK 2

4 2 2 4 BPSK 4

4 2 3 1 BPSK 3

4 2 3 24 BPSK 4
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5.6.1 Impact of Number of Transmit Antennas Jointly
Encoded (V;) for Two Subcarriers Jointly En-
coded (M = 2)

Figure 5.3 shows the impact of number of transmit antennas jointly encoded
on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes
for the M = N; = 2 case. Figs. 5.3(a), 5.3(b), and 5.3(c) are for the cases
N, = 2,3,4, respectively. For each sub-figure, the BER decreases as CM
increases. This phenomenon can be explained by the coding gain. In Table
5.2, the coding gain increases as CM increases for the cases V; = 34, thus
the BER decreases.

Moreover, we find a surprising fact. The BER in Figs. 5.3(a), 5.3(b), and
5.3(c) are almost the same for theisame CM. In other words, the BER for a
certain CM does not change as themmumber of transmit antennas increases.
This result is quite differentefrom the STBC tase. In STBC, increasing the
number of transmit antertas will'decrease the BER performance [100]. Thus,
we may conclude that in the MIMO-UWB systems, using multiple transmit
antennas does not provide significant improvement to the BER performance,
because the UWB channels already possess rich diversity inherently. In the
uncoded UWB systems using multiple antennas, there exists the same phe-

nomenon [103].

5.6.2 Effect of Number of Receive Antennas

Figure 5.4 shows the effect of number of receive antennas on the BER for
CM1, CM2, CM3, and CM4 for the optimal STF block codes for the M =
N, = N; = 2, N, = 12 cases. We find that the BER decreases as CM

increases. Thus we can conclude that our optimal STF block codes can
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exploit the channel fading to improve the performance. On the other hand,
increasing the number of receive antennas can significantly decrease the BER
because N, is proportional to the diversity order. In the uncoded UWB
systems using multiple antennas, there exists the same phenomenon again

[103].

5.6.3 Effect of Number of Transmit Antennas Jointly
Encoded (V;) for Three Subcarriers Jointly En-
coded (M = 3)

Figure 5.5 shows the effect of numhper of transmit antennas jointly encoded
on the BER for CM1, CM2, CM3zand CM4 for.the optimal STF block codes
for the M = 3 and N; = 2 case. “The modulation is BPSK. The sub-figures
(a), (b), and (c) correspond to the eases"N; =2, 3,vand 4, respectively. As
the same in the M = 2 case, when the number of channel model increases,
the BER decreases. However, unlike the M = 2 case which has diversity
order of 2, the M = 3 case has diversity order of 2 for the N; = 2 and CM
=1, 2, N; =3 and CM = 1 cases. The diversity order equals to 3 for other
cases. This can be seen both from Fig. 5.5 and Table 5.3. Moreover, as
the number of transmit antennas /N, increase, the BER decreases. Thus, the
optimal STF block codes in the M = 3 case improve the BER performance
when N, increases. In the M = 2 case, this phenomenon does not occur. On
the other hand, compared with the M = 2 case, the M = 3 case has better
BER performance. Hence, increasing the number of subcarriers which are

jointly encoded also improves the BER performance.
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5.6.4 Effect of Number of Transmit Antennas Jointly
Encoded (N;) for Four Subcarriers Jointly En-
coded (M =4)

Figure 5.6 shows the effect of number of transmit antennas jointly encoded
on the BER for CM 1 ~ 4 for the optimal STF block codes for M = 4 and
N; = 2. Figs. 5.6(a) and 5.6(b) show the BER for N; = 23, respectively.
Like the M = 3 case, the BER decreases as CM or N; increase. Different
CM have different diversity orders. The M = 4 case also has better BER

performance than the M = 3 case does.

5.6.5 BER Comparison with STF Codes in [1] and [2]

Figure 5.7 shows the BER ,dmparison of-our code with Chusing’s code [2]
and Zhang’s code [1] for the M- =4, N; =2, N, = 1, N; = 2 case in the IEEE
802.15.3a UWB channel imodel, CM4. We can:see that the diversity gains of
the three codes are the same, but our‘éode has better BER performance than
Chusing’s and Zhang’s codes do.»At:BER = 10~%, the coding gain between
our code and Chusing’s code is about 8 dB and the coding gain between our

code and Zhang’s code is about 1 dB.

5.7 Conclusions

In this chapter, we study the BER-minimized STF block codes design for
the MIMO highly frequency-selective block fading channels. We consider
the IEEE 802.15.3a UWB channel model. Based on the BER analysis under
the aforementioned environment in [19], we provide a BER-minimized design

criterion, an efficient searching algorithm for the optimal STF block codes,
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and optimal BER performance curves. Among our proposed optimal STF
block codes, we find that almost all of them need nonlinear operations in the
encoder. Thus it is necessary to consider nonlinear codes when we design
the optimal STF block codes for the MIMO-OFDM systems under the IEEE
802.15.3a UWB channel model. When the number of subcarriers M which
are jointly encoded is equal to two and the number of transmit antennas
Nyis 2 ~ 4 or M = 3, N, = 4, the optimal STF block codes for all the
IEEE 802.15.3a UWB channel models CM 1 ~ 4 can be found according to
the proposed code search algorithm in the above considered cases. When 1)
M =3 N,=2~3, and 2) M =4, N; = 2 ~ 3, there does not exist optimal
STF block codes for all the four UWB channel models. We also find that the
BER decreases as CM increases, i.e., our optimal STF block codes provide
better BER performance when the channel'fading is more severe. On the
other hand, increasing the number'of transmitiantehnas does NOT improve
the BER performance for the MIMO-UWB systems swhen M = 2. This is
similar to the case of the uncoded MIMO-UWRB-systeis but opposite to the
STBC case. However, increasing the number of received antennas improves
the BER performance for the MIMO-UWB systems. This is similar to the
STBC case. We also find that the diversity order is different for different CM
in the M =3 ~ 4, N; =2 ~ 3 cases. Compared with other STF codes [1, 2]
for multiband UWB-MIMO communication systems, our code has about 1

and 8 dB coding gain at BER = 107, respectively.
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Figure 5.1: The system block diagram.
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Figure 5.2: Tllustration of our proposed efficient searching algorithm for the
optimal STF block codes for two subcarriers jointly encoded, two transmit
antennas jointly encoded, and two input information bits for each codeword.

We search complete graphs with four vertices subject to the largest m metrics.

(a) m=1. (b) m=2. (c) m=3.
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Figure 5.3: The effect of different number of transmit antennas jointly en-
coded (N;) on the BER for CM1, CM2, CM3, and CM4 for the optimal STF
block codes for two subcarriers jointly encoded and two input information
bits for each codeword. The modulation is BPSK. (a) NV; = 2. (b) N; = 3.
(¢) Ny =4.
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Figure 5.4: The effect of number of receive antennas (N,) on the BER for
CM1, CM2, CM3, and CM4 for the optimal STF block codes for two sub-
carriers jointly encoded, two input information bits for each codeword, and
two transmit antennas jointly encoded. N, = 1 and 2. The modulation is

BPSK.
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Figure 5.5: The effect of number of transmit antennas jointly encoded (INV;)
on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes
for three subcarriers jointly encoded and two input information bits for each

codeword. The modulation is BPSK. (a) N, =2. (b) N; =3. (¢) Ny = 4.
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Figure 5.6: The effect of number of transmit antennas jointly encoded (INV;)
on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes
for four subcarriers jointly encoded and two input information bits for each

codeword. The modulation is BPSK. (a) N; = 2. (b) N, = 3.
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Figure 5.7: The BER comparison of our code versus Zhang’s code [1] and
Chusing’s code [2] for three subcarriers jointly encoded, two input informa-
tion bits for each codeword, one receive antenna, and three transmit antennas
jointly encoded in the IEEE 802.15.3a UWB channel model CM4. The mod-
ulation is BPSK.
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Chapter 6

Statistical Analysis of A
Mobile-to-Mobile Rician Fading
Channel Model

Mobile-to-mobile communication:is one ‘of the important applications for the
intelligent transport systems and mobile ad hoc networks. In these systems,
both the transmitter and receiver are in motion, subjecting to the signals to
Rician fading and different scattering effects. In this chapter, we present a
double-ring with a LOS component scattering model and a sum-of-sinusoids
simulation method to characterize the mobile-to-mobile Rician fading chan-
nel. The developed model can facilitate the physical layer simulation for a
mobile ad hoc communication systems. We also derive the autocorrelation
function, level crossing rate (LCR), and average fade duration (AFD) of the
mobile-to-mobile Rician fading channel and verify the accuracy by simula-

tions.
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6.1 Motivation

Mobility affects wireless networks significantly. In traditional cellular sys-
tems, the base station is stationary and only mobile terminals are in motion.
However, in many new wireless systems, such as intelligent transport systems
(ITS) and mobile ad hoc networks, a mobile connects directly to another
mobile without the help of fixed base stations. Thus, how mobility affects a
system of which both the transmitter and the receiver move simultaneously

becomes an interesting problem.

6.2 Scattering Environment

This section describes a double-ring withy @ LQS.component scattering model
for the mobile-to-mobile Rician fading chamnel.«For comparison purpose, the
independent double-ring scattering model for the mobile-to-mobile Rayleigh

fading channel is also presented.

6.2.1 Traditional Double-Ring Scattering Model

In a mobile-to-mobile communication channel, the antenna heights of both
the transmitter and the receiver are below the surrounding objects, it is thus
likely that both the transmitter and the receiver experience rich scattering
effect in the propagation paths. [20] showed an independent two-ring scat-
tering environment for characterizing the mobile-to-mobile Rayleigh fading
channel. According to this scattering model, a sum-of-sinusoids method was
suggested to approximate the mobile-to-mobile Rayleigh fading channel. The
scatterers are assumed to be uniformly distributed. Let the transmitter and

receiver move at the speeds of vi and vs, respectively. For all M N indepen-
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dent paths, the amplitude of the normalized complex signal received in the

mobile-to-mobile Rayleigh fading channel can be expressed as

Y(t) = \/ﬁ Z Zexp[j(%rflt COS (v,

m=1 n=1

+27 fot €08 By + Grm)] (6.1)

where f; = |v—)\1‘ and fy = @ are the maximum Doppler frequencies resulted
from the motion of TX and RX, respectively. |v| denotes the length of a

vector v while A is the carrier wavelength. In (6.1),

_ 2nm =7+ 0,
N AN

Qn

(6.2)

and

2(2mm — 7 + i)

B = Wi , (6.3)

where the angles of departure in_each scattering path (,) and the angle of
arrival (¢,,,) and ¢, in ¥ (¢) are all independent uniform random variables
over [—m, 7). It was proved iny[54}-‘and 20| that the autocorrelation function
of the complex envelope Y{#).is equal to

Jo(2m f17) Jo (27 for)
2 bl

Ryy(T) = (64)

where Jy(+) is the zeroth-order Bessel function of the first kind.

6.2.2 Double-Ring with a LOS Component Scattering
Model

In some situations, certain LOS components exist between the transmitter
and the receiver. Figure 6.1 shows the proposed “double-ring with a LOS
component” scattering model. In addition to the two scattering rings, a LOS

component is added between the transmitter and the receiver. It is complex
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to present the LOS component by a mathematical formula, especially when
both the transmitter and the receiver are in motion. Therefore, we use the
concept of relative motion to simplify the problem. Figure 6.2 shows the
relative velocity (v3) of the transmitter to the receiver if the velocity of the
receiver is set to be zero. In the figure, #3 is the angle between v3 and the
LOS component. The relative velocity of the transmitter v can be derived

as follows:

|vs| = \/(\Vl\ cos b1y — |Va|)” + ([va] sin 615)” (6.5)
(93 = (91 + (913 , (66)

where 65 is the angle between vectors vy and vy; 6; is the angle between

vector v; and LOS component and the angle between vectors v; and v is

1 (Vi wdwslier va|?
0 = (! . 6.7
13 = €08 ( BTvil|vs] (6.7)

Thus, the LOS component of the mobile-to-base station case can be expressed
as

LOS = VK exp[j(2nfst cos 05 4 ¢o)] (6.8)

where K is the ratio of the specular power to the scattering power, f3 is
the Doppler frequency caused by vz and the initial phase ¢ is uniformly

distributed over [—m, ).

6.3 Sum-of-Sinusoids Rician Fading Simula-
tor

According to the “double-ring with a LOS component” scattering model
shown in Fig. 6.1, a new sum-of-sinusoids Rician fading simulator for the

mobile-to-mobile communication is developed.
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6.3.1 Signal Model for Double-Ring with a LOS com-

ponent Scattering

Because Rayleigh fading is a special case of Rician fading without the spec-
ular component, the received complex signal of the mobile-to-mobile Rician
fading channel is equivalent to the sum of the scattering signal and a LOS
component. Therefore, with reference to (6.1) and (6.8) the received complex

envelope of the mobile-to-mobile Rician fading channel can be written as

2(t) = Y (t) + VK exp[j(27 f3t cos 03 + ¢o)] ‘

Ve (6.9)

The complex signal Z(t) is decomposed into the in-phase component Z.(t)
and the quadrature components Z¢(t). Then it follows that

Z(t) = Zt) + 7 Zs(t) (6.10)

where
Z,(t) = T \/Kcosf(iﬂﬁt cosbstd0) | (6.11)
Z(t) = Yi(t) + \/Esml(i”;t cos B3 + ¢p) 7 (6.12)
Ye(t) = R{Y (1)}, (6.13)
and
Yo(t) = 3{Y(®)} . (6.14)



6.3.2 Second-Order Statistics

The second-order statistical properties of Z(t) are then derived. The auto-

correlation function of Z.(t) can be calculated as

Rz.2.(T)
=E[Z.(t)Z:(t + T)]

! 1
14 MN

Z cos(2m( f1 cos v, + fo 08 Bt + Gnm)

m=1 n=1
N M

Z cos(2m( f1 cos ay, + f2cos By)(t +T) + dpq)

&=

Mw

+K [COS(27Tf3t cos O34 ¢ ) cos(2m f5(t + 7) cos b5

%M

K <

where E is the statistical expectation operator,

M N
A=E Z Z cos(2m( f1 cos o, + foc08 Bt + Gnm)
m=1 n=1
cos(27 f3(t 4+ 7) cos O3 + ¢o)] = 0 (6.16)
and
M N
B =E |cos(27 fst cos O3 + ¢q) Z Z cos(2m( f1 cos ay,
m=1 n=1
+foc08 B)(t+T) + dum)] =0 . (6.17)
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Because ¢y, 0,, ¥m, and ¢y are mutually independent random variables,

Rz, 7. (7) can be further simplified as

Rz,7.(7)

1 1
1+ K |2NM

N M
E Z cos(2m f17 cos ay,) Z cos(2m fo1 cos Br,)
n=1 m=1

— g: sin(27 f17 cos ay,) i sin(27 fo7 cos ()
+[g£ [cos (2 f5t cos O3 +m;01)
cos(27 f3(t 4 7) cos O3 + ¢o)]}

L 12 / * cos(2n i cosa)da

1+

l/ cos(2m fazcos 3)d

s
2 = =
——/ sin (27 f47 cos a)da— / sm(27rfg7'cosﬁ)dﬁ]
T T Jo
—f-m COS(Q?ngT COS 03) 3 (618)
Consequently,
Jo(2m f17)Jo (27 foT) + K cos(27 f37 cos O
Ry () — DTV IOmSr) + K cos(mfyreosts) 1o

2(1+ K)
is obtained. Similarly, other time-correlation functions of Z(t) can be ob-

tained as follows:

J0(27Tf1T)J0(27Tf2T) + K COS(27Tf3T COS 93)

Ry,z2.(1) = ) ; (6.20)
Ry.z. (1) = KSiHQ((fo’%OS%) : (6.21)
Ry,z.(7) = —KSinz((fo;c)OS ) . (6.22)
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and

Jo(2m f17) Jo (2 for) + K exp(j2m f37 cos 3)

Rzz(7) = 1+ K

(6.23)

Similar derivation and results for mobile-to-base Rician fading channels can

be found in [25,104,105].

6.3.3 Signal Model with Single-Ring Scattering

For comparison purpose, the Rician fading channel model developed from the
single-ring scattering model is shown [56]. Note that the single-ring model
developed for mobile-to-base channels may not be directly used for mobile-
to-mobile channels. In Fig. 6.3, scatterers are distributed around the mobile
terminal and there exists a LOS component between the TX and the RX.

In this model, the received signal is the sum of'signals from each scattering
path with a LOS component. Itiwas shown in, [105] that the theoretical
autocorrelation function of the complex envelope of fading signal Z(t) for
the single-ring model is

9 .
RZZ(T) _ Jo( 7Tf17') 3 lijiqf)éj2ﬂ'f37' COS 03) ' (624)

We will see later in the numerical results that the new double-ring with a
LOS component scattering model is more accurate then the single-ring model

through the simulation.

6.4 Higher-Order Statistics

6.4.1 Level Crossing Rate

The fading envelope is denoted as a(t), the derivative of the fading envelope

as a(t), the PDF of the fading envelope as p,(a), and the PDF of the slope of
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the fading envelope as p;(@). Then the level crossing rate (Lg) of the fading
envelope |Z(t)| with respect to a specified level R can be calculated by [106]

LR = / C.Lpa@(R, CL)dCL (625)
0

where p,q(a,a) is the joint distribution function of @ and a. Now, the key
issue is to find the joint distribution p,(a, ).
From [107] and [108], we know that the joint distribution of the fading

envelope and envelope slope of a Rician fading signal can be expressed as [109]

(a,d) = 1 a?
pa,a “a)= 27Tb2 oXp 262

a a® + s? as
— - Iy | — 6.26
bo P ( 2bO ) ’ (bO) ( )

where

S = FZ. O~ E[Z{))? ; (6.27)

Op = Ela®] = 8% + 2by=;

KQ Q
2: ) L 2b 2 P .
T KLl ST K1

where [,,(-) is the modified nth-order Bessel function of the first kind. €2,

2 is the power of the specular

is the square mean of the fading envelope; s
component and 2by is the scattered power. Note that (6.26) holds only when
the frequency of the specular component (fs) equals the carrier frequency
(f.)- This means that the Doppler shift of the specular component is zero.
This situation occurs only when the impinging angle 65 is fixed at 90 or 270

degrees.

From (6.26), it is implied that a and @ are mutually independent. Thus,

pa(a) = \/;lbexp (—;—;) (6.28)
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and

a a® + s as
pa(a) = b—oexp (— T ) I (b_0> . (6.29)

= pa(R) a9 (630)

where by = —d?Ryz7(7)/dT?|,—0 [108]. Recall that the auto-correlation func-
tion Rzz(7) of the faded signal Z(t) is derived in (6.23). After derivation, by

can be expressed as

272 (f2 + f2 + 2K cos® 05 f2)
by = ) 31
? K+1 (6.31)

Note that by here is different from gliat in [105}, which is by = 27%b f3(1 +
2 cos® 03). Because we consider thé mobile-tosmobile double-ring model here,
by here is a function of fi, fo, ard f3, but by in [105]-only associates with a
single Doppler frequency fs.

When 65 is 90 or 270 degrees, substituting (6.27) and (6.31) into (6.30)

yields
2K +1)R [by (K +1)R?
Lp=2"m 100 2 K-
i Q, or P ( Q,
K(K +1
Iy (23 g) . (6.32)
QP

For the general case where 03 can take a random value, the LCR has no closed
form solution. In [105], the LCR with uniform impinging angles was shown
for the mobile-to-base Rician channels. For the special case of the single-ring
model (that is, fi = f3, fo = 0) with 63 being 90 or 270 degrees, by can be
simplified as that in [105] and (6.32) can be simplified to (16) in [105].
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From (15a) in [105] with an assumption that 5 is uniform distributed on

0, 27), we can also have

21+ K 1+ K)R?
Lp= Mng,-exp l_K_ Hi)]

i, Q,
/ﬂ_1+2 QK00820

: = - cos o
0 RV1+K ’

KO+ K
-exp 2R % cosa — 2K cos? f3 - sin a] dao. (6.33)
P

When 65 is 90 or 270 degrees, (6.33) can be simplified to (6.32).

6.4.2 Average Fade Duration

According to the definition in [106], the average fade duration (7g) for a

specified level R is

Pla < R)

— (6.34)

Tr =
Since the envelope of the signals Rician distributed, 7z can be expressed as

7_'R— <\/—LR 2(K+1 ) ’ (6.35)

where the Marcum’s () function is defined as

Qa,b) = /b T rexp (-"’”2 ‘; “2) To(az)dz . (6.36)

6.5 Numerical Results

This section first validates the proposed sum-of-sinusoids mobile-to-mobile
Rician fading simulator, and then compare the correlation functions, PDF

and the LCR and AFD of the proposed model with the theoretical values.
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Consider that the maximum Doppler frequency for TX and RX is 100Hz and
20Hz, respectively, and 0; = 7/3, 615 = w/5. From these values we can find

that 03 = 1.1865.

6.5.1 Effects of Rician Factor

Figure 6.4 shows the correlation properties of the proposed sum-of-sinusoids
mobile-to-mobile simulator. The solid line in the figure represents the the-
oretical value and the dashed line represents the simulation results of the
proposed channel model. Clearly, the two values match quite well for differ-
ent Rician factors. Furthermore, for the same delay time 7, the magnitude
of the channel correlation (Rzz(7)) is proportional to the magnitude of the
Rician factor (K). With reference to (6.23), it can be seen that for a large
enough delay time 7, Jo(27f17)Jo(27fo7) ~ O and Jo(27f17)Jo(27 for) <
K exp(2m f37 cosfs). Thus, it follows that

R{Rzz(T)} ~ R { ; fK exp (127 f37 €os 03)}

“1To K cos(2mfsreosbs) . (6.37)

Therefore, the maximum amplitude of the autocorrelation function Rzz(7)

_K

i pecause —1 < cos(27 f37 cosf3) < 1. As K increases,

is proportional to

the peaks of Rzz(7) are close to one.

6.5.2 Comparison of Double-Ring with a LOS Compo-
nent Model and Single-Ring Model

This part compares the proposed mobile-to-mobile Rician channel model
developed from the double-ring with a LOS component scattering model

with that developed from the single-ring scattering model [25] for different
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Rician factors and different numbers of scatterers. The main purpose of the
comparison is to demonstrate that it is more suitable to employ the double-
ring scattering model to characterize the mobile-to-mobile communication
channel, i.e., the single-ring model developed for mobile-to-base channels
may not be directly used for mobile-to-mobile channels. Figure 6.5 show
the correlation of the double-ring model with eight scatterers, the single-
ring model with eight scatterers, the single-ring model with 64 scatterers
and the theoretical correlation functions for K = 1. Obviously, the double-
ring model matches the ideal curve for R[Rzz(7)] perfectly and yields better
performance than the single-ring model even when 64 scatterers are used in
the single-ring model. The difference between the two scattering models is

significant.

6.5.3 LCR and AFD

Figure 6.6 shows the LCR of a mobile-to-mobile Rician channel fading enve-
lope obtained using the sum-o6fzsinusoids method and that from theoretical
analysis. As can be seen, LCR decreases with increase in the Rician fac-
tor. This phenomenon can be explained by the fact that channel fading
has greater correlation with larger amount of LOS components. Once the
correlation arises, the change in channel fading decreases.

Figure 6.7 shows the analytical and simulated values of the normalized
AFD for different Rician factors. As shown in the figure, the larger the Rician
factor, the larger the AFD is. This property is caused by higher correlation
of fading envelope for a larger Rician factor. Thus, if the signal envelope
fades below a specified level, it is less likely that it will exceed the level.

The numerical results for LCR and AFD show some deviation of the

simulation from the theoretical values, especially for small K (1 and 3). The
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simulation curves consistently fall below the analytical curves, which do not
occur for the larger values of K. This is because when K is small, the
scatterers term will dominate the double-ring model. The simulation can
only produce finite scatterers which cannot approach the ideal case enough,
thus the deviation occurs. When K is large, the LOS term dominates the
double-ring model, hence the problem of finite number of scatterers is not so

significant compared to the cases of small values of K.

6.6 Conclusions

In this chapter, a sum-of-sinusoids-based mobile-to-mobile Rician fading sim-
ulator is developed. The double-ring scattering model is proposed for char-
acterizing the mobile-to-mobile communigeation environment with LOS com-
ponents. Furthermore, the theoretical correlation functions of the mobile-to-
mobile Rician channel are derived-and its accuracyis verified by simulations.
The LCR and AFD of the mobile-to-mehilé Rician fading channel are derived.
Finally, it is proved that the proposed sum-of-sinugoids approximation devel-
oped from the double-ring with a LOS component model can approach the
theoretical value more closely than the single-ring model at a slightly higher

cost of computation loads.
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Figure 6.4: The real part of the autocorrelation of the complex envelope Z (),
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Chapter 7

Modeling and Capacity Fades
Analysis of MIMO Rician
Channels in Mobile Ad Hoc
Networks

Multiple-input multiple-output (MIMO) mobile ad hoc networks have been
receiving increasing attention in both commercial and military applications.
Just as in cellular networks, MIMO technologies can benefit ad hoc networks
by providing the diversity and capacity advantages as well as the spatial
degree of freedom in designing the media access control (MAC) protocol.
However, one fundamental issue of MIMO mobile ad hoc networks is how to
accurately model the impact of spatial/temporal channel correlation in the
mobile-to-mobile communication environment. In such a channel, a line-of-
sight (LOS) component and different scattering environments will affect both
ergodic capacity and average capacity fade duration of the MIMO system.

In this chapter, based on the correlated double-ring scattering model we sug-
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gest a sum-of-sinusoids MIMO mobile-to-mobile channel simulation method,
which can characterize the spatial /temporal channel correlation and Rician
fading effect. We examine how often the MIMO capacity experiences the

fades and relate this to the Rician factor.

7.1 Motivation

Multiple-input multiple-output (MIMO) antenna technique has recently emerged
as one of the most significant breakthroughs in communications. The fourth
generation (4G) cellular system [110] and the next generation high-speed
IEEE 802.11n [111] wireless local area network (WLAN) all adopt the MIMO
technique to deliver capacity and diversity gains.

Meanwhile, another communication paradigm — ad hoc networks — has
become an important alternativel/for next generation wireless systems. In
contrast to conventional eellular systems with a master-slave relation between
the base station and mobile users; nodes‘in ad hoc networks adopt peer-
to-peer communications. Specifically; this communication is supported by
direct connection or multiple hop relays without fixed wireless infrastructure.
Ad hoc networks have been enabled in many standards such as Bluetooth
and TEEE 802.11 WLAN. Ad hoc networking is considered the key enabling
technique of many future wireless systems, such as wireless mesh networks
[112] and cognitive radio [113].

Unlike conventional mobile-to-fixed base station systems that have been
benefited from the MIMO technique, how and to what extent the ad hoc
networks can benefit from the MIMO technique is still an open research
area. One fundamental issue is how to accurately model the impact of

spatial /temporal correlation on MIMO capacity from the viewpoint of the
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mobile-to-mobile communication. Scattering model and the line-of-sight
(LOS) component are two important factors that need to be considered.
First, in a mobile-to-mobile environment, the antenna heights of both the
transmitter and the receiver are lower than the surrounding objects. Thus,
the signal in a mobile-to-mobile environment will experience a richer scat-
tering effect than in a mobile-to-base environment [20,26,114]. Second, an
LOS component may more likely exist in a short distance mobile-to-mobile
application than in a long-distance mobile-to-base environment. In [115], the
distribution of the Rician K factor was modeled as lognormal, with the me-
dian as a function of distance: K o< (distance) ™. Implicitly, the K factor
increases as the distance decreases. Thus, the Rician fading effect cannot be

neglected in a short-distance mobile-to-mobile communication environment.

7.2 Scattering Model

In this section, we introduce the corfrelated-double-ring scattering model
[114]. This model can be used to capture theseattering effect and the LOS ef-
fect in a mobile-to-mobile environment as shown in Fig. 7.1. In the figure, the
transmitter and the receiver moving at a speed of v; and v, m/sec, are sur-
rounded by I and N scatterers, respectively. The angles of departure (AOD)
between vector v; and scattering paths, denoted by 6 (i = 1,2,...,1) and
Orn (n =1,2,...,N), are the angles of arrival between vector vy and the
scattering paths. We assume that 6;; and 6,,, are independent and uniformly
distributed over [—m, 7). Note that there exist LOS components between the
transmitter TX and the receiver RX, where both TX and RX are equipped

with multiple antennas.

Consider that the multiple antennas are separated by a distance d. In the
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case where transmission distance from the scatterers to the receive antenna is
much longer than d, then the angle of arrival (AOA) from the n-th scatterer
to each receive antenna will be about the same. Thus, as shown in Fig. 7.2,
for the case with two receive antennas, the transmission distance from the
n-th scatterer to the second receive antenna is d cos6,,, longer than that to

the first receive antenna.

7.3 Sum-of-Sinusoids MIMO Rician Fading

Simulator

7.3.1 LOS Component Model

To begin with, we discuss the apptéachitio model the LOS component between
each pair of moving transmit_and receive antennas. For simplicity, we first
consider the single anteniia case. Referring'to-Fig. 7.3(a), let the transmitter
TX move at a speed of v; towatd the direction of the angle 03 relative to
the direction of velocity v, ©f receiver RX. where 6, is the angle between v,
and the transmission direction of the LOS component. Using the concept
of relative motion [116], let the velocity of RX be zero and denote vj the
relative velocity from TX to RX, as shown in Fig. 7.3(b). In the figure, 8’ is
the angle between v3 and LOS component. The relative velocity v can be

derived as follows:

Vsl = /(1] cos B — [val)? + (jva sinf)? . (7.1)
0 =21 0,0, . (7.2)
and
2t |vs]? — |va]?
6., = cos™? (|V1‘ ) , 7.3
i vallva (73)



where |v| is the length of a vector v, 6, is the angle between velocity vectors

vz and vy. Thus the LOS component can be expressed as
LOS = VK explj(2n ft — 2 fst cos )] | (7.4)

where the Rician K factor is defined as the ratio of the specular power to
scattering power [25], f. is the carrier frequency, f3 = |vs|/A is the relative
maximum Doppler frequency between TX and RX, and A is the wavelength.

Now, we consider the scenario with multiple antennas. Define H,,; as the
complex channel gain between the [-th transmit antenna and m-th receive
antenna. From Fig. 7.3(c), the LOS components for Hy; and Hy; can be

respectively expressed as

LOSH = 1/ K11 exp[j(?wfct — 27Tf3t COS 9/11>] (75)
and
LOSg; = v/ Koy exply (2m fet==27 f3t cos 05,)] , (7.6)

where K, is the Rician factor defined”as the ratio of specular power to
the scattering power of the channel H,, [117];.0}; and 05, are the angles
between the LOS components LOS;; and LOSy; to the velocity vector vs,
respectively. Assume that the transmission distance between the two mobiles
is much longer than the antenna separation d. Then, the angles 6, and 65,
are about the same. Likewise, 05, = 6, = 0], = 6;,. To ease notation for all

m and [, let

p=2nfd — 27w fstcosb , . (7.7)

7.3.2 Sum-of-Sinusoids Simulation Method

Based on the correlated double-ring scattering model and the LOS compo-

nent model which was proposed in [118], we suggest the sum-of-sinusoids
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simulation method for a mobile-to-mobile MIMO channel model with LOS
components. Consider narrowband signals in a flat Rician fading channel.
The MIMO channel is expressed as an M x L matrix H, where M and L are
the numbers of antennas at the receiver and transmitter, respectively. H,,
is the element of the m-th row and [-th column. With this notation, we have

1

Hll Am €Xp ]¢m + Kll eXp(jp) ) (78)
1

\/HT\/_Nzl

n=1 i=

where
Gin =27 fo(t — Tin) — 27 fo(t — Tin) €08 O,y — 27 f1(t — Tyn) cOSOy ,  (7.9)

A and ¢y, are the amplitude and phase of the in-th scattering path, respec-
tively, fi = |vi|/A and fy = |vq|/A are the maximum Doppler frequencies
resulted from the motion of EX and RXj respectively, I and N are the num-
bers of the scatterers arouid TX and RX; respectively. 7;, is the transmission
delay of the in-th scattering path.

For Hy;, we further consider theradded transmission delay because of the

antenna separation d. Thus; it follows that

1
i i exp(jbin t
o \/T[\/_ ZZ e

JjBd(2 — 1) cosb,,) + /Ko exp(jp)] , (7.10)

where § = 27/ is the wave number. Thus, the general form of the channel

H,,; can be computed by

1
Hml - Am exXp ]¢2n +]5d( - ]-) COS ‘grn
T S

1iBd(1 — 1) cos 0) + /Eom exp(jp)} , (7.11)
forevery m=1,2,.... M and [ =1,2,..., L.
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7.4 Capacity Evaluation

Consider an M x L MIMO channel matrix, and assume that the knowledge
of a frequency flat faded signal can be known perfectly at the receiver. Let
n be an M x 1 zero mean complex AWGN vector, of which the covariance
matrix is equal to o2I,;, where I,; stands for an M x M identity matrix.

The M x 1 received signal vector y can be expressed as [119]
y=Hx+n, (7.12)

where x is an L x 1 transmitted signal vector.

7.4.1 Ergodic Capacity

The instantaneous capacity of an MIMO,¢hannel can be written as [120-122]

log, [det (Iy + ENB CHHT)] " 6f M < L,

cty=4 " [det ( = ) (7.13)
log, [det (I + & - HIH)| it M > L,

where SNR is the signal-to-noise ratio and { denotes transpose conjugate.

In this part, we derive the channel correlation and find its channel capac-

ity. The channel correlation between Hy; and Hyy is [26]
A11,21 - E[Hlngl] y (714)

where * is the complex conjugate. Assume that the number of scatterers
around the transmitter and receiver equals N; A;, is a zero mean unit vari-
ance normal random variable because of the central limit theorem for many
scatterers; #;; and 6,, are uniform random variables. All the above random

variables are mutually independent. Then, we have

Apigr = Holfd) + vEnvEa : (7.15)

V1+ K1+ Ky
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The general form of the channel correlation between H,, and H,, should be

expressed as

Jo(Bd(m — p))Jo(Bd(l — q)) + v ml\/ Kyq
mlpg — \/1+Kml\/1+qu

where Jy(+) is the zeroth-order Bessel function of the first kind.

A (7.16)

From (7.13), the average capacity of the MIMO channel can be expressed

as

Cp=F {ng (det (IM+SNTR HHT)H : (7.17)

By using Jensen’s inequality, we conclude that the average capacity is bounded

by
N

Let R denote the correlation channel-matrix E[HH'], where

U5 Lol §) + VEu /K
_Z I+ K, /1+ K, (719

L
Rij - Z HwH*
v=1

v=1
Thus, we can derive the enfire correlation channel matrix R and channel
capacity from (7.19). Substituting R into (7.18), we can find an upper bound
for the mobile-to-mobile MIMO channel capacity.

7.4.2 Level Crossing Rate and Average Fade Duration

To examine the temporal behavior of the MIMO capacity, we first study the
level crossing rate (LCR) and average fade duration (AFD). Denote L. and 7.
the LCR across a specified level € of the instantaneous capacity ¢(t), and the

AFD below the level ¢, respectively. Based on the definition of LCR [106],

we have

L.= / (peo(e, ¢)dé (7.20)
0
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. A de(t
where ¢ = Cd(t)

is the derivative of the instantaneous channel capacity with
respect to time ¢; p.s(c, ¢) is the joint probability density function (pdf) of
the instantaneous channel capacity and its derivative. Obviously, how to ob-
tain the joint pdf p..(c, ¢) is the key issue to calculate L.. From [27,123,124],
we know that the instantaneous capacity distribution for MIMO systems in
the independent Rayleigh fading channel can be estimated by Gaussian dis-
tribution. Whether the Gaussian approximation of the instantaneous MIMO
capacity is accurate for the Rician fading channel is less well-known. Further,
it is worthwhile examining if a Gaussian sequence can match the tempo-
rally correlated sequence of instantaneous MIMO capacity in a Rician fading
channel. To this end, we first hypothesize that the instantaneous capac-
ity distribution of the mobile-to-mobile MIMO Rician channel is Gaussian.
In Section 7.5, we will perform simulations based on the proposed sum-of-
sinusoids method to confirm this theory. Iftheinstantaneous MIMO capacity
¢(t) in the mobile-to-mobile Rician fading chamnel is accurately estimated by
a Gaussian process, the LCR problemican be solved By using Rice’s formula

of stochastic processes [23]. Specifically, we can have

L.= %exp (—g) : (7.21)

where p.(7) is the autocorrelation function of ¢(¢) and

—50) = var (52

Since the analytical formula of p.(7) is not available [125], we adopt a semi-

(7.22)

t=0

analytical method. That is, we obtain —p.(0) from simulation data and then

substitute it into (7.21). Once L. is known, it follows that

Fe(e)
.= —, 7.23
n= = (723
where F,(-) is the cumulative density function (cdf) of instantaneous channel

capacity ¢(t). Note that F.(-) can be obtained by pure simulation or the cdf
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of a Gaussian random variable with a mean and variance from the simulation

data.

7.5 Numerical Results

In our simulations, we randomly generate the mobile-to-mobile MIMO chan-
nel matrix H and calculate the instantaneous and average channel capacity of
H according to (7.13) and (7.17), respectively. The purposes of simulations
are the following. First, we want to prove the ergodicity of our MIMO chan-
nel capacity model by examining time and ensemble averages. Second, we
evaluate the capacity of MIMO Rician fading channel with different Doppler
frequencies. Third, we vary the antenna separations and the Rician factors
to explore the relationship between spatial channel correlation and channel
capacity. Then, we vary the numbers of scatterers to inspect the scattering
effect to the MIMO channel capacity. Finally, we compare the pdf of the
channel capacity with Gaussiansdistribution to verify the correctness of the
hypothesis used in Section 7.4 Wewill present the LCR and AFD of MIMO

capacity for various Rician factor and number of antennas.

7.5.1 Channel Correlation

To check the correctness of (7.16), we calculate the analytical and simulation
values of the channel correlations of a 3 x 3 MIMO channel with SNR = 20
dB, d = %, and K = 4.77 dB, which are listed in Table 7.1. We can see
the analytical and simulation values are very close. Note that the analytical

value for A, ,, in (7.16) is a real number. In Table 7.1, the simulation values

have a small or zero imaginary part, which agrees with (7.16).
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Table 7.1: The simulation and analytical values of the channel correlation of

a 3 x 3 MIMO channel.

A ANER? Aqr23
analysis 0.6739 0.7731 0.7332
simulation | 0.6751 4+ 70.0792 | 0.7676 — 70.0227 | 0.7360 — 50.0273
JANPRE! A
analysis 0.8051 1
simulation | 0.7966 — 70.0532 | 1.0182

7.5.2 Impacts of Doppler Frequencies

Figure 7.4 shows the impact of various Doppler frequencies on the instanta-
neous capacity ¢(t) defined in (7.13) of a 33 MIMO channel with SNR = 20
dB, d =2

5, and K = 4.77 dB. From the'simulations; we note that the LCR

of the capacity is proportional to the Daoppler:frequency. The mean of the
capacity under f; = 10 Hz, 50 Hz, and 100 Hz are 10.9876 bps/Hz, 11.7725
bps/Hz, and 10.8143 bps/Hz, respectively. The corresponding variances are
1.7242, 2.4615, and 2.3634, respectively. This result tells us that in a mobile-
to-mobile MIMO communication environment the speed of the mobilities
will not affect the average channel capacity but will influence the accuracy
of channel estimation. This property has not been shown in [26] because ¢,
is assumed to be uniformly distributed over [—m, 7) in (7.9). In our model,
we relax this assumption and produce the time function ¢;,(¢). Thus, the

temporal behaviors of the channel capacity based on the sum-of-sinusoids

method can be observed.
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7.5.3 Effect of Spatial Correlation

Figure 7.5 shows the capacity of a 3 x 3 mobile-to-mobile MIMO channel for
different Rician K factors and antenna separation d. The capacity obtained
by the simulation is lower than its upper bound. In general, we find that
the MIMO capacity grows with the increase of the antenna separations when
d > %, and it reaches the maximum when d > % We also find that the
capacity vibrates when d becomes very large. This phenomenon results from
the Bessel function in (7.16). Recall that the tail of the Bessel function is
cosine vibration and its amplitude is exponentially decreased. For the fixed
antenna separation, the other source of channel correlation is from the Rician
factor. Based on (7.16), if the channel correlation arises, the capacity reduced

at the same time. Therefore, the capacity with K = 4.77 dB shown in the
figure is lower than that with /= —c0.dB and K =0 dB.

7.5.4 Impact of Numbers of Antennas

Figure 7.6 shows the effect of various numbers of antennas on the channel
capacity and the capacity per antenna of a MIMO channel, respectively, when
d =% and K = —oo dB, 4.77 dB, 6.99 dB. It is well known that MIMO
channel capacity is proportional to the number of antennas [120-122]. From
the figure, however, we note that the capacity will no longer linearly increase
as the number of antennas increases. The total channel capacity increases

slowly when the number of antennas exceeds about 20. Thus, it is not a good

idea to increase the number of antennas without limit.
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7.5.5 Impact of Numbers of Scatterers

Figure 7.7 shows the effect of various numbers of scatterers on the total chan-
nel capacity of an MIMO system when d = % and K = —oo dB. We examine
the effect of the number of scatterers on channel capacity with various num-
ber of scatterers (denoted by I and N). One can see that the total capacity
is linearly proportional to the number of antennas when I = N = 40. When
I =N =20and [ = N = 8, due to less richness of the scatterers the total
capacity of the MIMO channel is saturated as the number of antenna in-
creases. Thus, if we want to obtain higher channel capacity by increasing the

number of antennas, it is important to consider the scattering environment.

7.5.6 Capacity Distribution

Figure 7.8 shows the pdf of the 2 x.2 MIMO)capacity.in mobile-to-mobile Ri-
cian fading channels. In the figure, we see thatthe pdf-of the MIMO capacity
in Rician fading channels can be approximated by Gaussian pdf. As the Ri-
cian factor K increases, the MIMO“capacity decreases and varying capacity
is also reduced. We also check the accuracy of Gaussian approximation for
the MIMO capacity in a mobile-to-mobile Rician fading channel by changing

different Doppler frequencies and reach the same conclusion.

7.5.7 LCR and AFD

Figures 7.9 and 7.10 show the LCR and AFD of the MIMO capacity in a
mobile-to-mobile Rician fading channel. We confirm the accuracy of Gaus-
sian approximation used in the proposed semi-analytical model by simu-
lations. In Fig. 7.9, we find that the range of the capacity crossing level

decreases when K increases. This is mainly because the capacity correla-
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tion is proportional to the extent of the LOS component. Also, the extent
of the capacity variation decreases when K increases. In Fig. 7.10, we find
that the rate of rising of the AFD will rapidly increase when Rician factor
increases. This phenomenon comes from that the variance of the channel

capacity decreasing as K increasing, as we noted in Fig. 7.8.

7.6 Conclusions

In this chapter, we have developed a sum-of-sinusoids simulation method
for the MIMO system in a mobile-to-mobile fading channel. Based on the
“correlated double-ring” scattering model [114], we incorporate the effect
of Doppler effects, antenna separation, and LOS components for the MIMO
system in a mobile-to-mobile environment. We have also derived the capacity
upper bound of the mobile-to-mobile MIMO Rician channel. The channel
capacity has been confirmed.through simulations. We find that for MIMO
systems with constant number 'of‘scatterers; increasing number of antennas
cannot linearly increase thé capacity. The eapacity per antenna is decreased
as Rician factor increases. We ‘also find that the total channel capacity is
related to the richness of the scattering environment. We looked into the
temporal behavior of the capacity of the mobile-to-mobile MIMO Rician
channel. Besides, we proposed a “semi-analytical” model for computing the
LCR and AFD of the MIMO channel capacity. From those simulation results,
we noted the influence of the LOS component, Doppler frequency, and other

parameters on the temporal behavior of the MIMO channel capacity.
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Figure 7.1: Correlated double-ring scattering model with LOS components
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Figure 7.2: Received signals at multiple antennas with an AOA 6,, and
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Figure 7.4: MIMO Rician capacity with different Doppler frequencies where
SNR =20dB, d = \/2, K =4.77 dB.
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Chapter 8

Network Coding for
Cooperative Multiplexing in

Relay Channels

In this chapter we consider a relay channel and decode-and-forward (DF)
cooperative communications system: combined with'the network coding. We
derive the outage probability and diversity-multiplexing tradeoff (DMT) for
the proposed cooperative network coding (CNC) protocol. Our results show
that the relay nodes not only can provide cooperative diversity gain, but also

cooperative multiplexing gain.

8.1 Motivation

Cooperative communication attracts a great deal of interests recently. Relay
terminals in a cooperative communication system can help the transmitter
send information to the receiver. This is similar to a virtual multiple-input

multiple-output (MIMO) system because the terminals in a cooperative net-
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work form a virtual antenna array. Clearly, cooperative communication sys-

tems can provide diversity gains similar to the MIMO techniques.

Many cooperative communication protocols were proposed to improve di-
versity gain, such as orthogonal amplify and forward (OAF) [67], nonorthog-
onal amplify and forward (NAF) [68], space-time coded (STC) cooperative
diversity protocols [69-71], dynamic decode-and-forward (DDF) [68], en-
hanced static decode-and-forward (ESDF), and enhanced dynamic decode-
and-forward (EDDF) [72].

However, how to provide multiplexing gain by taking advantage of relays
has not received much attention so far. Combining the network coding with
the cooperative communications, or:called the cooperative network coding
(CNC) [73-84], have a potential to exploit the multiplexing gain in many
relay nodes (virtual antennas)* The outage probability and the diversity-
multiplexing tradeoff (DMT) are/fwo common measures of the performance
of cooperative protocols. The DMT analysis of CNC has not been seen in the
literature. Through the analysis of DMT, we can observe that if exploiting
the “XOR in the air” approach onto cooperative protocols could improve the
multiplexing gain or diversity gain or both compared with the traditional
cooperative protocols. Moreover, the DMT can give more insights than the
capacity results because the capacity is only a quantity while DMT is a
tradeoff curve. The capacity is the upper bound of the error-free transmis-
sion rate, but the DMT gives us the tradeoff between transmission rate and
the error rate. Thus, it motivates us to derive the outage probability and

diversity-multiplexing tradeoff of the cooperative network coding.
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8.2 System Model and CNC Protocol

Figure 8.1 shows the system model for the cooperative network coding with
one relay node. Terminals A and B transmit and receive users’ data, and
relay R forward data. Denote the channel gains between nodes X and Y
as hxy, where X,Y € {A, B, R}. In addition to additive white Gaussian
noise, the radio channel effect hyy experienced at each terminal is assumed
to be independent and identically distributed (i.i.d.) complex normal random

variables with zero mean and unit variance.

Consider the half-duplex terminals; which cannot' transmit and receive
data simultaneously. As shown in the figure, terminals A and B can directly

communicate with each other.

In the figure the cooperative network coding protocols are illustrated for
the case with one relay node. In phase (1) and (2), A and B transmit
information a and b, respectively. Then R decodes out a and b in the binary
form and compute a @b, where @ is the bitwise exclusive or (XOR) operator.
In phase (3), terminal R broadcasts the mixed information a & b to A and
B. Then A can obtain information b via the operation (a @ b) ® a = b and
terminal B can obtain information a via the operation (a ® b) ® b = a. Thus

the relay node here play a decode-and-forward (DF) [67] role.
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8.3 Diversity-Multiplexing Tradeoff of CNC

Protocol

8.3.1 Equivalent Signal Models

To begin with, the signals received by B and R in the first phase are modeled

as
yp1[n] = hapza|n] + zp1[n] (8.1)
and
Yr1[n] = harz.[n] + 2p1[n], (8.2)
respectively, where z,[n] is the transmitted signal which contains information

a from A. Similarly, in the second phase, the received signals at A and R is

represented as

Yz [} = Al ay[n| +242(n] (8.3)

and
ypeln] = hprxy[n] + zpo[n] (8.4)

respectively, where x;[n] is the transmitted signal which contains information

b from B. In the third phase, the received signals at A and B are

Yas[n] = harze[n] + z43[n] (8.5)

and
yps[n] = hprae[n] + zg3[n], (8.6)
respectively, where x.[n| is the signal which contains information ¢ = a & b

from R. We model zx;[n| as zero-mean mutually independent, circularly

symmetric, complex Gaussian random sequences with variance Ny, where

X € {A,B,R} and i € {1,2,3}.
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8.3.2 Parameterizations

In this subsection, we define signal to noise ratio (SNR), multiplexing gain
r, and diversity gain d for the proposed cooperative network coding system.

The SNR is defined as
E{|zx[n]*}

NR =
SNR Ny ,

(8.7)

where k € {a,b,c}. E{Z} is the expectation of a random variable Z.

Denote R as the data rate on each channel, where R can be a function of
SNR if the communication system applies the channel-driven rate adaptation
scheme. The multiplexing gain r is defined as

. R(SNR)
= lim .
SNR—oo log SNR

T (8.8)

Note that the base of the log function.isie'in this chapter.
Let P,,(SNR) be the system outage probability: as a function of SNR,
which is defined as the probability of the maxitmum average mutual informa-

tion I between input and outputbeing.less than the data rate R, i.e.,
P, (SNR) :=P[I'<R], (8.9)

where P[E] denotes the probability of an event E. The diversity gain d is

then defined as
. log[Pyut(SNR)]
d:=— 1 .
SNR oo log SNR

(8.10)

8.3.3 Diversity-Multiplexing Tradeoff Analysis

The analysis of the outage probability of the cooperative network coding
protocol with one relay node at high SNR regime is given by the following

theorem and proof:
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Theorem 6 The outage probability of the CNC' protocol with one relay node
at high SNR regime is characterized by

1 1
o= 510, 5)8* = Ka(2s)s = ge (s + 1) 41, (811)

out

where s = €3/2/SNR, T(a,z) = [*t*te~"dt is the plica function, K(z) is
the modified Bessel function of the second kind and the first order.

Proof: First, the maximum average mutual information of the CNC pro-
tocol with one relay node can be seen as the sum of that of two different

decode-and-forward protocols [67]:

1
Iene = 3 min{log(1 + SNR|hzz|?),
log[1 +.SNR(|har|® + |has|?)]}
1
—|—§ minflog(d +SNR|har|?),

10g[1+SNR(|hBR|2+ ’hABP)]} (8.12)

To ease the notation, let x.= Thiugl* y= |hgr|?, and z = |hap|?>. Then x,y,
and z are i.i.d. exponential random’variables with unit mean. The outage

probability can be computed as

PCNC

out

= P[Icne < R

=Pllone <Rly <x+2z,x<y+2zPly <x+2z,x<y+7]
+P[lene <Rly >x+2z,x <y+z]Ply > x+z,x <y +Z|
+P[Iene <Rly <x+2z,x>y+z]Ply <x+2z,x >y+Z]

+P[Icne <Rly > x+2z,x >y +2z]Ply > x+z,x >y + 2]

4
1=1
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Then

pr=P %log(l + SNRy) + % log(1 + SNRx) <R
= P[log[(1 4+ SNRy)(1 + SNRx)] < 3R]
= P[(1 + SNRy)(1 + SNRx) < €F]. (8.14)

When SNR is high, 1 + SNRy and 1 + SNRx can be approximated as SNRy
and SNRXx, respectively. Then

= P[SNR?xy < e*¥]
= Plxy < ¢*®/SNR?|

/ / Lyyes2 - € Ydady

=1—2sK;(2s), (8.15)

where

1, if the expression F is true,
g = (8.16)
0, if the expressionrF is false.

On the other hand,

o0 o o0 1
G = / / / Ly<otzao<y+s-€ Y dedydz = —. (8.17)
o Jo Jo 2

Similarly, we have

pr=p3=1—(1+3s)e*+sT(0,s), (8.18)
1
©=4= 7 (8.19)
and
42 =0. (8.20)

Combining the above equations into (8.13), we get the desired result.
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According to the definition of the diversity gain in (8.10), we can find
that the diversity-multiplexing tradeoff achieved by the cooperative network

coding protocol with one relay node is characterized by
dCNC(T) =2-—3r (8.21)

for0<7“<§.

8.4 Numerical Results

Figure 8.2 illustrates the diversity-multiplexing tradeoff comparison of the
upper bound (UB), the CNC protocol for one relay node, selection decode-
and-forward (SDF') [67], and DF. The upper bound is for a 2x1 MISO system,
which is the best situation that,an. one-relay cooperative communications
system could achieve.

From this figure, we can_see that the CNC protocol improves both diver-
sity gain and multiplexing gain cempared with the DF protocol. The max-
imum diversity and multiplexing gain that- the CNC protocol can achieve
are 2 and 2/3, respectively, while'the maximum diversity and multiplexing
gain of the DF protocol are 1 and 1/2, respectively. Furthermore, the CNC
protocol also outperforms the SDF protocol, which is an enhanced version
of DF. Hence, we can conclude that using network coding at the relay node

can improve not only diversity gain but also multiplexing gain.

8.5 Conclusions

In this chapter, we investigate the diversity-multiplexing tradeoff for the co-
operative network coding protocol which integrates the concept of DF relay

transmission of cooperative communications with the information mixing of
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network coding in relay channels. The proposed CNC protocol is suitable for
two users which can transmit information to each other. We give a theorem
to show our outage probability analytical result with proof and DMT com-
parison for our CNC protocol with upper bound, SDF, and DF. We find that
the CNC protocol improves both diversity and multiplexing gain compared

with the DF protocol.

&
Sy 5
3V w®,

(1) a
(2) b
Figure 8.1: The system model andsproposéd CNC protocol, where phase (1):

A sends a to B and R; phase (2): B sends b to' Aand R; phase (3): R
broadcasts a @ b to A and B.
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Figure 8.2: Diversity-multiplexing tradeoff comparison of the upper bound
(UB), cooperative network coding (CNC), selection decode-and-forward

(SDF), and decode-and-forward (DF).
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Chapter 9

Conclusions

In this dissertation, we have investigated the analysis and design for the
MIMO wireless systems under three kinds of channels: UWB channels, mobile-
to-mobile channels, and relay channels: For the/first issue, we analyzed the
performance and designed BER-minimized STE. codes for MIMO systems
in UWB channels. Then, we analyzed some statistical characteristics for a
MIMO mobile-to-mobile ad hoc channel.7At last; we-designed a cooperative
network coding protocol and analyzeéd its perforinance in relay channels.

This dissertation includes the following research topics.

e Bit Error Rate Analysis in IEEE 802.15.3a and 802.15.4a UWB Chan-

nels

e On the Performance of Using Multiple Transmit and Receive Antennas

in Pulse-Based Ultrawideband Systems

e BER-Minimized Space-Time-Frequency Codes for MIMO Highly Frequency-
Selective Block-Fading Channels

e Statistical Analysis of A Mobile-to-Mobile Rician Fading Channel Model
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e Modeling and Capacity Fades Analysis of MIMO Rician Channels in
Mobile Ad Hoc Networks

e Network Coding for Cooperative Multiplexing in Relay Channels

The contribution from these research works are list as follows.

1. Provide analytical BER formula for RAKE receivers in IEEE 802.15.3a
and 802.15.4a UWB channel with shadowing effect.

2. Present an analytical expression for the SNR of the PPM signal in an

UWB channel with multiple transmit and receive antennas.

3. Design BER-minimized STF block codes for MIMO highly frequency-

selective block-fading channels.

4. Suggest a sum-of-sihusoids MIM©® mobile-to-mobile channel simulation
method, which can;characterize the spatial /temporal channel correla-

tion and Rician fading effect.

5. Derive the autocorrelation function, level crossing rate, and average

fade duration of the mobile-to-mobile Rician fading channel

6. Analyze the temporal behavior of the capacity of the mobile-to-mobile
MIMO Rician channel and proposed a “semi-analytical” model for com-

puting the LCR and AFD of the MIMO channel capacity.

7. Analyze the outage probability and diversity-multiplexing tradeoff for

the cooperative network coding protocol in relay channels.

In the following, we summarize the results from the above contributions.
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9.1 Bit Error Rate Analysis in IEEE 802.15.3a
and 802.15.4a UWB Channels

First, we have derived the computable BER formula for a RAKE receiver in
the complete IEEE 802.15.3a UWB channel models. In particular, we find
that deriving a BER formula taking account of RAKE finger numbers and
shadowing is quite challenging for the IEEE 802.15.3a UWB channel. This is
mainly because the jointly two-dimension lognormal and doubly-stochastic
Poisson random variables yield infinite number of rays. We propose an ap-
proximation technique for the collected energy at an L-finger RAKE receiver.
We find that the proposed BER computation method can save a significant
amount of computer simulation time. Furthermore, we propose a character-
istic function based BER formula te%evercome the convergence problem of
MGPF-based BER formula when shadowing lis;included. The accuracy of the
proposed technique is verified by simulations: Our results quantitatively indi-
cate the effect of shadowing and RAKE fingernumbers on BER performance
in the IEEE 802.15.3a UWB channel:

Second, we have derived the BER analytical formula for a coherent RAKE
receiver under the IEEE 802.15.4a UWB channel model. Our proposed an-
alytical method can accurately and quickly compute the BER values for the
sophisticated IEEE 802.15.4a UWB channel, and evaluate the impact of var-
ious channel parameters. We find that of all the parameters in the IEEE
802.15.4a channel, the inter-cluster arrival rate A has the most significant
impact on the BER performance. We also observe that the BER can be low-
ered due to the increase on the inter-cluster arrival rate A, the inter-cluster
decay constant I', the ray arrival parameters A\;, Ao, and . We also find

that increasing the intra-cluster decay constant v, causes the BER to first
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increase and then remain the same or even decrease.

In general, the time-domain parameters in the IEEE 802.15.4a UWDB
channel affect BER performance quite significantly. This reflects the com-
ment in [94], that time-of-arrival characteristics are more important than am-
plitude characteristics for MIMO-UWB systems. In the future, it would be
worth extending the suggested analytical method to other multipath chan-
nel models with any given fading distribution, PDP, and cluster and ray

inter-arrival time distributions.

9.2 On the Performance of Using Multiple
Transmit and Receive Antennas in Pulse-

Based Ultrawideband Systems

In this part, we have derivedian analytical expression for the PPM signal in an
UWB channel characterized by the-cluster effect and highly dense frequency
selective fading. Furthermote, we have demonstrated that the time-switched
transmit diversity combined with the template-based pulse detection can
improve the performance of the PPM based UWB system.

Through analysis and simulations, we have the following two major re-

marks:

e Although multiple transmit or receive antennas cannot deliver diver-
sity gain for the UWB system in the strict sense (i.e., improving the
slope of BER v.s. SNR), multiple transmit antennas can improve the
system performance in the manner of reducing signal variations. Thus,
transmit antennas can be used to reduce receiver complexity since the

number of fingers of a Rake receiver in the UWB system can be very
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high.

e Multiple receive antennas can provide higher antenna array combining
gain. Because the transmitted power in the UWB system is extremely
low, multiple receive antennas techniques can be an effective approach

to improve the performance from the view point of coverage extension.

9.3 BER-Minimized Space-Time-Frequency Codes
for MIMO Highly Frequency-Selective Block-

Fading Channels

In this part, we study the BER-minimized STF block codes design for the
MIMO highly frequency-selective block fading channels. We consider the
IEEE 802.15.3a UWB channel model. Based:on the BER analysis under the
aforementioned environment in {19], we provide a BER-minimized design
criterion, an efficient searching algerithm for the optimal STF block codes,
and optimal BER performance curves:Among our proposed optimal STF
block codes, we find that almost all of them need nonlinear operations in the
encoder. Thus it is necessary to consider nonlinear codes when we design
the optimal STF block codes for the MIMO-OFDM systems under the IEEE
802.15.3a UWB channel model. When the number of subcarriers M which
are jointly encoded is equal to two and the number of transmit antennas
Nyis 2 ~ 4 or M = 3, Ny, = 4, the optimal STF block codes for all the
IEEE 802.15.3a UWB channel models CM 1 ~ 4 can be found according to
the proposed code search algorithm in the above considered cases. When 1)
M =3,N,=2~3,and 2) M =4, N, = 2 ~ 3, there does not exist optimal
STF block codes for all the four UWB channel models. We also find that the
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BER decreases as CM increases, i.e., our optimal STF block codes provide
better BER performance when the channel fading is more severe. On the
other hand, increasing the number of transmit antennas does NOT improve
the BER performance for the MIMO-UWB systems when M = 2. This is
similar to the case of the uncoded MIMO-UWB systems but opposite to the
STBC case. However, increasing the number of received antennas improves
the BER performance for the MIMO-UWB systems. This is similar to the
STBC case. We also find that the diversity order is different for different CM
in the M =3 ~ 4, N, = 2 ~ 3 cases. Compared with other space-frequency-
time codes [1,2] for multiband UWB-MIMO communication systems, our

code has about 1 and 8 dB coding gain at BER = 10~%, respectively.

9.4 Statistical Amalysis of A Mobile-to-Mobile
Rician Fading Channel Model

In this part, a sum-of-sinusoids-based mobile-to-mobile Rician fading simu-
lator is developed. The double-ring scattering model is proposed for char-
acterizing the mobile-to-mobile communication environment with LOS com-
ponents. Furthermore, the theoretical correlation functions of the mobile-to-
mobile Rician channel are derived and its accuracy is verified by simulations.
The LCR and AFD of the mobile-to-mobile Rician fading channel are derived.
Finally, it is proved that the proposed sum-of-sinusoids approximation devel-
oped from the double-ring with a LOS component model can approach the
theoretical value more closely than the single-ring model at a slightly higher

cost of computation loads.
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9.5 Modeling and Capacity Fades Analysis

of MIMO Rician Channels in Mobile Ad
Hoc Networks

In this part, we have developed a sum-of-sinusoids simulation method for the
MIMO system in a mobile-to-mobile fading channel. Based on the “correlated
double-ring” scattering model [114], we incorporate the effect of Doppler ef-
fects, antenna separation, and LOS components for the MIMO system in
a mobile-to-mobile environment. We have also derived the capacity upper
bound of the mobile-to-mobile MIMO Rician channel. The channel capacity
has been confirmed through simulations. We find that for MIMO systems
with constant number of scatterers, increasing number of antennas cannot
linearly increase the capacity. The eapacity per antenna is decreased as Ri-
cian factor increases. We also find that the total channel capacity is related
to the richness of the scattering:environment. We looked into the tempo-
ral behavior of the capacity of thé:mobile-to-mobile MIMO Rician channel.
Besides, we proposed a “semi-analytical? imodel for computing the LCR and
AFD of the MIMO channel capacity. From those simulation results, we noted
the influence of the LOS component, Doppler frequency, and other parame-

ters on the temporal behavior of the MIMO channel capacity.

9.6 Network Coding for Cooperative Multi-

plexing in Relay Channels

In this part, we investigate the diversity-multiplexing tradeoff for the coop-

erative network coding protocol which integrates the concept of DF relay
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transmission of cooperative communications with the information mixing of
network coding in relay channels. The proposed CNC protocol is suitable for
two users which can transmit information to each other. We give a theorem
to show our outage probability analytical result with proof and DMT com-
parison for our CNC protocol with upper bound, SDF, and DF. We find that
the CNC protocol improves both diversity and multiplexing gain compared
with the DF protocol.

9.7 Suggestions for Future Research

In this dissertation, we have discussed some preliminary issues for cooperative
MIMO wireless systems. Other possible interesting research topics that can

be extended from this dissertatioh arérlisted as follows:

e MIMO systems in UWB channels:

1. Consider the frequency-dependent, pathloss and M-ary modulation
in the BER analysisifor IEEE 802.15.3a and 802.15.4a channel.

2. Design a faster searching algorithm for the BER-minimized STF
codes for MIMO-UWB channels.

¢ MIMO systems in mobile-to-mobile channels:

1. Take the interference of other mobile terminals into account in ad

hoc networks.

2. Find a more accurate analytical capacity formula instead of the

proposed upper bound.

¢ MIMO systems in relay channels:
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1. Generalize the CNC protocol, e.g., more than two users, each user
has multiple transmit and receive antennas, using advanced coop-

eration protocols and network coding techniques in relay channels.

2. Consider adding the dirty paper coding into the cooperative net-

work coding in relay channels.

MIMO is a powerful technique, but its performance gains depend on chan-
nel characteristics. The insights obtained from this thesis can help exploit
the MIMO’s potentials in different wireless channels. A famous slogan by a
worldwide communication company is said, “human technology.” Through
the MIMO wireless communications technique, we believe that the dream of
freely connecting people anywhere anytime is no longer an impossible mis-
sion but will be come true in the near future. After all, the development of

technology is to satisfy the need that people.want.
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Appendix A

Derivation of the PDF of &£

The objective in this part is to find the PDF of £, where

L
£=X" 2yt (A1)
m=1
With the characteristic function 6f A, in=(8.7), we tan obtain the PDF of
A, as
1ol [
fan(y) = ﬂ/ e (w)du. (A.2)

Given fa, (y), the PDF of A% can be obtained as

1
= - . A.
fA%(y) Qﬂ[fAm(\/@ + fan( \/@] (A.3)
The derivation of (A.3) can be referred to [126, Example 7b]. Then, the

characteristic function of A2 can be computed as

g2 (V) = /OO e’ faz2 (x)dx. (A.4)

Recall that B = Zﬁm:l A% | Then, the characteristic function of the random

variable B can be found via
L
Up(v) = ] v 0). (A5)
m=1
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Note that we have made an assumption that A, As, ..., Ay are independent,
since Up(v) is difficult to find for dependent Ay, Ao, ..., Ar. Combining (A.2)-
(A.5) and

Folz) = — / T ey (), (A6)

= % N
we can get (3.10). The remaining task is to find the PDF of X2. Since X is
a lognormal random variable satisfying 20 log;, X o Normal(0, ¢2), its PDF

can be expressed as

2
10\/§exp {—200 (1%;—03”> ]
fx(z) = xo, In 10  @>0, (A.7)

0, z < 0.

Again using the result in [126, Example 7b], we can find that the PDF of X?
is as in (3.9).

Finally, from Example:3.3:1 in-{127],;,we know that for two random vari-
ables X’ and Y’ with a joint PDF fxry+(z, y), the PDF of the new random
variable Z = X'Y” is

O (Qy) ay (A8)

Since X? and B are independent, fx2 p(x,y) = fx2(z)fs(y). Applying this
relation to (A.8), we can obtain (3.8).
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Appendix B

Proof of Theorem 1

Let foiri(x) be the PDF of the path gain G = oy, arriving at time ¢ with a
cluster that starting at time 7. According to [86], it follows that

forrlw) = 5 fgihn @ifigy il 2) (B.1)

because the path gain is positivé or negative with equal probability of 0.5.

Note that figr(z) is lognormally distributed;-i.e.,

20 exlf>[—2(+2(20 log1g fE—NT,t)Q} 0
o V2roxIn10 =0,
ficima(z) = (B-2)
0, otherwise,

where 7, given in (3.15) and o = /07 + 03 are the mean and the standard
deviation of the random variable 20 log;, |G|, respectively. Note that (3.15)
is the continuous-time representation of (2.8) because the discrete indices k
and [ are changed to continuous arrival time ¢ and 7', respectively. Thus, it

follows that

201og,, G*=2(201log,, |G])

ocNormal(2pr, (20)?) . (B.3)
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Then the PDF of the squared path gain arriving at time ¢ in a cluster starting

at time 71" can be written as

10 exp [7 20%2 (10 logq I*HT,t)Q]
V2roxIn10 y T > 0’
fra(z) = (B.4)
0, otherwise.

Denote L,(v) as the characteristic function of f7,(z). We can obtain (3.14),

ie.,
o0

/jTyt(l/) = ETﬁt[ej”GQ] = / ej”“"nyt(x)dx. (B.5)

—00
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Appendix C

Proof of Theorem 2

In [86] the authors obtained the characteristic function of the sum of path

gains in the time window [a, b], but did not take the lognormal shadowing

into account. The method in [86] can hémodified and extended to determine

the characteristic function of £. Consider an L-finget RAKE receiver in the

time window [0, LT¢], where T, is'the chip dutation between two fingers.
Defined

B b 1= Lm)dt, T <o,
(T, L) = ooy [P ANT< (C.1)

0, T >0,

and
a ~ b B _
J(v,L) = / (1 — e M0 + / (1= Lpp()e X TD)ar.  (C.2)
0 a

By setting a = 0 and b = LT, we can transform the above equations to

(3.18) and (3.20), respectively.
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Appendix D

Proof of Lemma 1

According to [4, (18)], the PDF of interarrival time of ray is

A -\ T _ A — AT
£y = 4P iy, P2 720 (D.1)

0, T < 0.

The cumulative distribution-function (CDF') is

F(r) = / oo b

_ 1 — ﬂe_’\” AL (1 _ ﬂ)e—kzr’ T > O, (D2)

0, T < 0.

The ray arrival rate A is the intensity function [128] of the interarrival time

of rays:
f(7)
AMNT) = ——
O =1Fm
BA1e™MT4H(1—B)Age 27
_ ) Tierape e 0 720, (D3)
0, T <0.

The ray arrival is indeed a nonhomogeneous Poisson process. The ray arrival

rate is a function of time 7. Note that when § = 1, the PDF in (D.1) reduces
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to the exponential PDF and the intensity function reduces to the constant

A1. This case corresponds to a homogeneous Poisson process.
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Appendix E

Proof of Theorem 4

Denote fy7,(y) as the PDF of squared amplitude Y corresponding to the
cluster arrival time 7" and ray arrival time t. Because ®,( is a shot-noise
random variable driven by a two-dimensional Poisson process with intensity

function A(t) fyjo,:(v), the funetion R(#, L) can be calculated as [129]

R(v,L)=E [¢"*]

—exp{ / / fer i 1 ] /\(t)fyo,t(y)dydt}

—exp{ / / — e¥lio.Lte) ()] fyo,t(y)dyA(t)dt}
—exp {— /0 L) /\(t)dt}
—exp [~ 1, (0, L)]. (E.1)

The derivation of the function J(v, L) is similar to the derivation of the
function J(v, L) in [93]. The only difference is that we have to delete the
term A in (66) in [93] because the ray arrival rate is already considered in

the function v, (T, L) here. Thus,

J(v,L) = /O . [1— Lrr(v)e D] dT. (E.2)
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Appendix F

Proof of Theorem 5

From [93], we know that the PDF of X? is

. 2
5\/gexp {—50 (_OilgcoéE) }
fx2(x) = zo, In 10  #>0, (F.1)

0, xz < 0.

From Example 3.3-1 in [127], we know-that for two random variables X’
and Y’ with the known joint PDF " fxiy/(z,y), the PDF of the new random
variable Z = X'Y" is

fa(2) = / N %‘fy,y, (gy) dy. (F.2)

Because X2 and € are independent, fx2£(x,y) = fx2(x) fz(y). Applying this

relation to (F.2), we have, for z > 0,

o z
s \2) = — 2 | — 5 d
o= [ e (2) etwpa
Oo z 1 (H) _ 2
~ —fx2 | =] — 1\ Tyv ey
/_oo !y!fX (y) 2m Z::w’“ e e
1 N2 ©
(H) z —Jjyv V2
= — w \IJZ// —fz(—)(a]ydye
2 2 V) [ e
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Since € > 0, fe(y) =0 for y < 0 and

[ (2 e
|y]
l 1ogm<z/y>)2}
=1 exp
ijvd
/ \/7 (2/y)o1n 10 ¢ 4

2
— \/7 / exp —50 loglo 2 loglo Y e—jyydy.
mzo, In10 J, Oy

Let
w— V50(logyy z — logygy)
Oy ’
then
Y=z 107%
and
dy 1 cw
— = 2 L800() Ve 22 1n 10.
T G 5v2o,.zIn

The above equation (F.4)becomes

1 /OO 9 : orw _ozw
— exp w4z 10 Vﬁ)lo V50 dw
\/_

N
\/_ Z wl exp ( 2107 \/_> w:ach)
Hence, the PDF fg () can be approximated as
N(H)
i w0y
N(H)
Z wl(H) exp <—jxu107 fﬁ) 10~ Vo ’ - e’
— w= ZEZ Vix(H)
7k

N (H)
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Appendix G

Proof of Proposition 1

From (4.13) and (4.2), we can express the mean of the processed data z,; as

El2p1] = Elsp1] + E[rpuitiElng] + Elnpol,

where the signal part E[sp]

L—-1

E[sp] = E[i S E LR[S,

=0

From (4.5) and (4.16), we can have

B= (re(1 — a) + 71.8) Ela,?]
1=4
L—-1 5 « 9
- <a+ﬁ(1—a)+a+ﬁﬁ)E[az]

=4
/8 76737) — /yef(L*l)n
(a + 5) 1—em '
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Recalling that b; in (4.2) is +/— 1 equiprobable, we can calculate the redun-

dancy part E[r,;] of the processed data mean E[z,] from (4.13) as follows:

L—6—1 L—6—1
Elrp] = Z T1T145] = Z abia 1 sbiys))
=0 =0
L—6—-1
— Y Elaas] - El(bibiys)] = 0. (G.5)
=0

Note that n; is a Gaussian random variable with zero mean, and x; and
n; are mutually independent. Thus from (4.13), we can express the p; noise

part E[np;] of the processed data mean E[z,;] as follows:

L—1
E[np] = Znuéfﬂz > Elys) - Elw] =0, (G.6)
=0

Similar to (G.6), the p, noise part E[ny o] of the processed data mean E[z,]

can be calculated as

Elnyo) = ]E[i TS iE[nl]E[ml] =0. (G.7)

Form (G.1), we prove Proposition'1.
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Appendix H

Proof of Proposition 2

In this appendix, we derive the remaining terms of the right hand side of
(4.19) except var[sp]. For the redundancy part var[rp;] of the processed
data, we first consider the ideal pulse in the worst case of 6 = 1. Since ¥

is equiprobable to take on the value +/— 1, it is obvious that E[b] = 0.
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Recalling (4.2), (4.9), and (4.13), we can obtain

var(rp |

L-2

= VaI‘ E .Tll'prl
=0
L—

2
= var[= > §&]
1=0

= Var[alblal+1 bl+1]

Ela,*afy ,bi*b7y] = Bldyaig bibis)?

T
RS

E[al2@l2+1]E[lebl2+1]

N o~
[l
o O

mi (1) (2)ElarElar, ] (H.1)

~

For the more general case d # 1, one can derive

L—-6—-1

5—
var[rp] = Z ()70 + 1E[a}|Elaf, . (H.2)
1=0

Next, we derive the noise part var[ny | of the processed data variance
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var|[zp]. For the Gaussian noise with zero mean and the variance of o2 /2,

var|np|

L-1
= Var[z N1
1=0

-1 L-2 L-1
Var[an:I:l]—i-QZ Z COV[Mp 1Ty M1

m=0n=m-+1

~

~
o

~
[y

7 (l)o,?

ZEla/’). (H.3)

1=

o

Similar to derive (H.3), we can obtain
var[np] =
and

COV[Sp1, Tp1]

= E[s1rp1] — Efsy]Efry]

= " w0y (Vo # OB .
=0

=0. (H.5)
Last, it is easy to show that

COV[Sp1, Tp1] = COV[Sp1, Np1] = COV[Sp1, Mpo)
= COV[Ip1, Np1| = COV[Irp1, Npo| = COV[Np1, Mo

= 0. (H.6)

Hence, from (4.22) to (4.25) and (H.1) to (H.6), we proved Proposition 2.
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