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摘要 

在近年來，多重天線系統在無線通訊領域中是一個很熱門的研究課題。然

而，如何有效的使用多重天線技術取決於如何精確的捕捉無線通道的特性。在

這篇論文中，我們進行了在超寬頻，車對車，以及中繼通道下，使用多重天線

的無線通訊系統的分析與設計。 
 

在第一個部份中，我們分析了在IEEE 802.15.3a和 802.15.4a超寬頻通道模型

下，考慮遮蔽效應並使用耙式接收器的位元錯誤率。接著，我們展示了在超寬

頻通道中，使用多重傳送與接收天線以及脈衝位置調變的訊號-雜訊比的分析表

示式。最後，我們轉向於設計一個在使用多重天線的高度頻率選擇性區塊衰減

通道下，使得位元錯誤率為最小的空間-時間-頻率碼。我們的結果定量的指出

在IEEE 802.15.3a和 802.15.4a超寬頻通道下，遮蔽效應和耙式接收器的手指數目

對於位元錯誤率的影響。再者，傳送天線可以用來降低超寬頻接收器的複雜

度，因為在一個超寬頻系統中，耙式接收器的手指數目可以非常的高。因為在

超寬頻系統中傳送的功率非常的低，我們建議採用多重接收天線改善涵蓋的範

圍。最後，和其他的多頻帶超寬頻多重天線系統的空間-時間-頻率碼比較，我

們的編碼在位元錯誤率為 10-4時，分別有 1 和 8 dB的編碼增益。 
 
在第二個部份中，我們推導了車對車萊式衰減通道的自我相關函數、幅度

穿越率、以及平均衰落時間。然後，我們建議了一個弦波加總的多重天線車對

車通道模擬方法，可以用來描述空間和時間上通道的相關性和萊氏衰減的效

應。我們也考察了多重天線的通道容量經歷衰減的頻繁程度以及和萊氏因子的

關係。我們證明了我們所提出的使用弦波加總的雙環加上可目視元件的近似模



型比單環模型更接近理論值，而且只需要稍微增加一些計算量。更進一步的

說，我們發現了對於一個具有固定數目的散射體的多重天線系統，增加天線的

數目並不能使得容量呈現線性的增加。當萊氏因子增加時，每一根天線的容量

會減少。我們也發現了全部的通道容量和散射環境的豐富程度是有關係的。 
 
在第三個部份中，我們考慮了在中繼通道下，使用解碼轉送結合網路編碼

的合作式通訊系統。我們推導了合作式網路編碼協定的中斷機率和分集-多工權

衡。我們的結果顯示，中繼節點不但能夠提供合作式的分集增益，也可以提供

合作式的多工增益。 
 
總而言之，在這篇論文中我們解決了三個重要，具有挑戰性，而且有趣的

問題：(1) 使用多重天線的超寬頻系統下的效能分析和空間-時間-頻率碼的設

計；(2) 使用多重天線的車對車隨意萊氏通道下的通道模擬模型的建立，自我

相關函數、幅度穿越率、平均衰落時間、以及容量的分析；(3) 在中繼通道

下，合作式網路編碼的中斷機率分析，以及分集-多工權衡分析。 
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Abstract

Multiple-input multiple-output (MIMO) systems are hot research topics re-

cent years. However, how to apply MIMO antenna techniques effectively

is related to how to accurately capture the characteristics of wireless chan-

nels. In this dissertation, we perform analysis and design for MIMO wire-

less systems in ultra-wideband (UWB), mobile-to-mobile channels, and relay

channels.

In the first part, we analyze the bit error rate (BER) performance in the

IEEE 802.15.3a and 802.15.4a UWB channel models with Rake receiver and

shadowing effects. Next, we present an analytical expression for the signal-to-

noise ratio (SNR) of the pulse position modulated (PPM) signal in an UWB

channel with multiple transmit and receive antennas. Finally, we turn to

design BER-minimized space-time-frequency (STF) codes for MIMO highly

frequency-selective block-fading channels. Our results quantitatively indicate

the effect of shadowing and Rake finger numbers on the BER performance in

the IEEE 802.15.3a and 802.15.4a UWB channels. Moreover, we suggest to

utilize transmit antennas to reduce the UWB receiver’s complexity since the

number of fingers of a Rake receiver in the UWB system can be very high.

Furthermore, due to low transmit power in the UWB system, we suggest to

adopt multiple receive antennas to improve the performance from the view

point of coverage extension. Finally, compared with other STF codes for

i



multiband UWB-MIMO communication systems, our code has about 1 and

8 dB coding gain at BER = 10−4, respectively.

In the second part, we derive the autocorrelation function (ACF), level

crossing rate (LCR), and average fade duration (AFD) of the mobile-to-

mobile Rician fading channel. We suggest a sum-of-sinusoid MIMO mobile-

to-mobile channel simulation method, which can characterize the spatial/temporal

channel correlation and Rician fading effect. We examine how often the

MIMO capacity experiences the fades and relate this to the Rician factor. It

is proved that the proposed sum-of-sinusoids approximation developed from

the double-ring with a LOS component model can approach the theoretical

value more closely than the single-ring model at a slightly higher cost of

computation loads. Furthermore, we find that for MIMO systems with con-

stant number of scatterers, increasing number of antennas cannot linearly

increase the capacity. The capacity per antenna is decreased as Rician fac-

tor increases. We also find that the total channel capacity is related to the

richness of the scattering environment.

In the third part, we consider a relay channel and explore a decode-

and-forward (DF) cooperative communications system combined with the

network coding. We derive the outage probability and diversity-multiplexing

tradeoff (DMT) for the proposed cooperative network coding (CNC) proto-

col. Our results show that the relay nodes not only can provide cooperative

diversity gain, but also cooperative multiplexing gain.

In summary, we have solved three important, challenging, and interesting

problems in this dissertation: (1) performance analysis and STF codes design

in MIMO-UWB systems; (2) channel simulation model, ACF, LCR, AFD,

and capacity analysis for MIMO mobile-to-mobile ad hoc Rician channels;

and (3) analysis of outage probability as well as DMT for cooperative network

ii



coding in relay channels.
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Chapter 1

Introduction

The Bible says, “Two are better than one because they have a good re-

ward for their labor. For if they fall, one will lift up his companion.” The

above words briefly and simply describe the concept of diversity, which is a

technique widely used in wireless communications systems of today. There

are many forms of diversity. For example, we use multiple-input multiple-

output (MIMO) systems to obtain the spatial diversity. Thanks to the help

from relays, we can have cooperative diversity. Channel coding gives us time

diversity. Multicarrier communication systems provide frequency diversity.

Scheduling in the multiuser MIMO systems can benefit from user diversity.

Through these diversity techniques, we can improve reliability, capacity, and

coverage and suppress the interference in wireless communications systems.

In our dissertation, we focus on two kinds of diversity techniques. They

are MIMO and cooperative communications systems. The two subjects are

hot research topics on wireless communications in recent years. A MIMO

system is a multi-antenna wireless communications system. MIMO systems

transmit signals via its multiple transmit antennas and receive and recover

the original signals at the receiver using multiple receive antennas. The
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MIMO technique is first proposed by Marconi in 1908. He used multiple

antennas to restrain channel fading. According to the number of antennas

in the transmitter and receiver, the MIMO technique or called the “smart

antenna” technique includes the single-input multiple-output (SIMO) and

multiple-input single-output (MISO) systems.

Because MIMO can increase data throughput and transmission distance

extremely without extra bandwidth or total transmit power expenditure,

MIMO technique has attracted much attention in recent years. The core

concept of MIMO is to exploit the spatial degree of freedom provided by

multiple transmit and receive antennas to improve the spectrum efficiency,

transmission data rate, and communications quality of wireless communica-

tions systems.

Cooperative communication is another novel communications technique

proposed in recent years. Many nodes equipped with single transmit/receive

antenna form a wireless network. By the cooperation between the transmit-

ters, relays, and receivers, a virtual antenna array can be established. Thus,

cooperative wireless networks can be viewed as another form of MIMO sys-

tems. Cooperative communications can increase system capacity and save

power. Compared with the single hop transmission which is widely discussed

and understood, cooperative communications network consisting of multiple

nodes is still an open research issue.

We will investigate several interesting issues about MIMO systems in

three different channels, including: (1) ultra-wideband (UWB) channels, (2)

mobile-to-mobile channels, and (3) relay channel. In the first part of this

dissertation, we analyze the performance and design bit error rate (BER)-

minimized space-time-frequency (STF) codes in MIMO-UWB systems. In

the second part of this dissertation, we construct the channel model and an-

2



alyze the autocorrelation function (ACF), level crossing rate (LCR), average

fade duration (AFD), and capacity for MIMO mobile-to-mobile ad hoc Ri-

cian channels. Last, we propose a cooperative network coding protocol and

analyze its outage probability and diversity-multiplexing tradeoff (DMT). In

the following, we discuss the problems and the solutions regarding the above

issues.

1.1 Problems and Solutions

In this section, we will briefly describe our problem formulations and the cor-

responding solutions, including BER analysis in IEEE 802.15.3a and 802.15.4a

UWB channels, performance of using multiple transmit and receive antennas

in pulse-based ultrawideband systems, BER-minimized space-time-frequency

codes for MIMO highly frequency-selective block-fading channels, statistical

analysis of a mobile-to-mobile Rician fading channel model, modeling and

capacity fades analysis of MIMO Rician channels in mobile ad hoc networks,

and network coding for cooperative multiplexing in relay channels.

1.1.1 BER Analysis in IEEE 802.15.3a and 802.15.4a

UWB Channels

UWB is a promising wireless communications technique for high data rate

transmission. The UWB channel characteristics are very different from con-

ventional narrowband channels. Recently, the IEEE 802.15.3a [3] and 802.15.4a

[4] UWB channel models are specified and widely adopted in the industry.

However, UWB systems based on the IEEE 802.15.3a and 802.15.4a models

are only evaluated by simulations or by analysis with simplified conditions.

Hence, a fundamental question arises: how can a UWB system be ana-
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lyzed in the complete IEEE 802.15.3a and 802.15.4a channel models? These

UWB channels have two significant properties. First, because the UWB sig-

nal bandwidth is much wider than the channel coherence bandwidth, highly

frequency selective fading exists. Second, UWB signals usually yield many

clusters of non-Rayleigh faded rays because the extremely large bandwidth

leads to high-resolution arrival time after being reflected by objects. The

challenges of analyzing UWB signals in the IEEE 802.15.3a and 802.15.4a

channels can be summarized into four types:

• Instead of fixed-number arrival rays within one cluster for narrowband

channel, the UWB signal may arrive in many clusters with a random

number of rays. The arrival processes of clusters and rays are modeled

by a doubly stochastic Poisson process in the IEEE 802.15.3a model.

For the IEEE 802.15.4a UWB signals, the number of clusters is modeled

by a Poisson random variable and the inter-arrival time of rays within

a cluster is modeled by a hyper-exponential random variable. Due to

the unknown number of rays and clusters, it is difficult to compute the

total collected signal energy at RAKE receivers.

• The multipath fading in UWB channels is not modeled as a traditional

Rayleigh random variable because the central limit theorem is not ap-

plicable for insufficient arrival rays in a very narrow time bin. From

measurement results [5,6], a lognormal multipath fading as well as shad-

owing is adopted in the IEEE 802.15.3a UWB channel. Conditioned on

the given number of rays as well as clusters, and the average amplitude,

a UWB signal amplitude in the IEEE 802.15.3a channel is modeled as

a two-dimensional lognormal random variable. Because the mean of

signal amplitude is related to the Erlang-distributed inter-arrival time

for clusters and rays, such a random signal is difficult to be analyzed.
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• The multipath fading signal in the IEEE 802.15.4a UWB channel is

characterized by a joint lognormal Nakagami-m random variable. A

Nakagami (non-Rayleigh) UWB signal amplitude is adopted because

the central limit theorem is no longer applicable for UWB signals due

to the limited number of arrival rays in a very narrow time bin (or chip

duration). The fading parameter m is a log-normal random variable

and is related to the ray arrival time. Unlike the traditional fading

signal amplitude characterized by only one random variable, the fading

signal amplitude in the IEEE 802.15.4a channel model is characterized

by two random variables and also depends on the ray arrival time.

Hence, analyzing the statistical characteristics of fading in the IEEE

802.15.4a channel model is much more complicated than that in the

conventional channel model.

• In the IEEE 802.15.4a UWB channel, the shadowing component is

turned off for the purpose of comparing different proposals. To evalu-

ate the actual BER, it is necessary to add the shadowing effect back.

However, when shadowing is incorporated into the computable formula

for BER in the IEEE 802.15.3a UWB channel [7] the simulation re-

sults cannot match the analytical results very well. We find that this

mismatch is due to the divergence property of the moment generating

function (MGF) of the log-normal random variable [8]. Thus, we be-

lieve that taking account of shadowing into the BER analysis in the

IEEE 802.15.4a channel is very important and not a trivial task.

Characterized by a joint two-dimensional lognormal and doubly stochastic

Poisson random variable, the key parameters in the IEEE 802.15.3a UWB

channel model include the cluster/ray arrival rates, the cluster/ray decay

factors, and the standard deviations of the lognormal multipath fading and
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shadowing. To our knowledge, the complete effects with all the key param-

eters in the IEEE 802.15.3a channel on the BER performance of a UWB

system has not been reported as an analytical formula in the literature. The

first objective of this part is to develop an analytical method to compute the

error performance in the complete IEEE 802.15.3a channel. We will present

an explicit BER analytical computation method incorporating the impacts

of the number of fingers at the RAKE receiver, the effects of shadowing and

all the UWB channel parameters based on the IEEE 802.15.3a model. Com-

paring with [7], we examine the effect of the number of fingers (L) at the

RAKE receiver, instead of the window size. However, it is very challenging

to obtain the distribution of the sum of the collected signal energy from L

fingers at the RAKE receiver in the IEEE 802.15.3a UWB channel because

in each time bin of L fingers both the numbers of clusters and rays are ran-

dom variables. The distribution of signal energy collected from L fingers will

involve a computationally intractable (6L + 4)-dimension integration. We

develop a fast BER computation approach requiring only an integration of

six dimensions instead of (6L+4) dimensions for an L-finger RAKE receiver.

Additionally, we suggest using Hermite and Legendre polynomial approach

to further simplify the four integrations into weighted summation. Thus, it

turns out that only two-dimension integration is required for our approach.

Furthermore, according to the convergence property of MGF in [8], we

explain the divergence phenomenon of the MGF-based approach [7] when

the shadowing component of the IEEE 802.15.3a channel is included in the

BER computation. Thus, we believe that taking account of shadowing into

the BER analysis in the IEEE 802.15.3a channel is not a trivial extension.

We suggest a characteristic function-based approach to avoid the divergence

problem of the MGF-based approach in BER calculation in IEEE 802.15.3a
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UWB channel models. With the aforementioned advantages, the proposed

computable formula can easily analyze the effects of various UWB channel

parameters in the IEEE 802.15.3a channel model without time consuming

simulations.

The second objective of this part is to develop a BER computable for-

mula to include the complete effects of the and 802.15.4a UWB channel

model, shadowing, as well as RAKE receiver. Mathematically, UWB signals

in the IEEE 802.15.4a channel model are characterized by a multi-dimension

random variable consisting of Nakagami-m fading amplitude, Poisson dis-

tributed number of clusters, and a hyper-exponential inter-ray arrival time.

To our knowledge, a BER analytical model to include all the effects of chan-

nel parameters specified in the IEEE 802.15.4a model and also shadowing has

not seen in the literature. Secondly, by applying the newly developed ana-

lytical model we evaluate the impacts of different UWB channel parameters

to obtain the insights into the design of UWB systems.

1.1.2 Performance of Using Multiple Transmit and Re-

ceive Antennas in Pulse-Based Ultrawideband

Systems

To our best knowledge, it has not been seen many reports in the literature

to evaluate the performance of the PPM based UWB system using multi-

ple transmit and receive antennas in a frequency selective multipath fading

environment. The objective of this part is to investigate to what extent

transmit/receive diversity can further improve the performance for the PPM

based UWB system.

Toward this end, we first analyze the statistical properties of the PPM
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signals in a generalized frequency selective fading model proposed for the

UWB system [9]. To accurately evaluate the UWB system performance,

choosing an appropriate channel model is very crucial. In the literature, many

models have been reported to characterize the UWB channel, such as [10–16].

In particular, according to the measurement results of [11, 14], the authors

in [9] proposed a generalized fading channel model for the UWB application,

which can possess two major properties of the UWB channel - clustering

property and highly frequency selective fading. Through simulations, we

demonstrate that the derived analytical model can accurately estimate the

first-order and the second-order statistics of the pulse based UWB signals in

the considered UWB channel model.

Secondly, we investigate the effect of applying the transmit/receive an-

tenna diversity techniques in the UWB system. Specifically, we consider

a time-switched transmit diversity (TSTD) scheme [17] at the transmitter

end, and the template-based pulse detection using antenna diversity at the

receiver end [18]. Through simulations, we show that using multiple trans-

mit antennas in the UWB channel can improve the system performance in

the manner of reducing signal variations. Because of already possessing rich

diversity inherently, using multiple transmit antennas does not provide diver-

sity gain in the strict sense (i.e., the slope of BER v.s. SNR), but can reduce

the complexity of the Rake receiver. As for the effect of receive diversity, we

demonstrate that the multiple receive antennas can improve the performance

of the UWB system by providing higher antenna array combining gain even

without providing the diversity gain in the strict sense.
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1.1.3 BER-Minimized Space-Time-Frequency Codes for

MIMO Highly Frequency-Selective Block-Fading

Channels

The objective of this part is to design the BER-minimized STF block codes

for the MIMO systems under four kinds of IEEE 802.15.3a UWB channel

models, i.e., CM 1 ∼ 4. Based on the BER analysis under the aforemen-

tioned environment in [19], we provide a BER-minimized design criterion, an

efficient searching algorithm for the optimal STF block codes, and optimal

BER performance curves.

1.1.4 Statistical Analysis of A Mobile-to-Mobile Ri-

cian Fading Channel Model

This part develops a sum-of-sinusoids mobile-to-mobile Rician fading sim-

ulator. First, the “double-ring with a LOS component” model is proposed

to incorporate both the LOS effect and the scattering effect. The double-

ring scattering model was originally put forward [20], where the scatterers

around the transmitter and the receiver were modeled by two independent

rings. Second, the theoretical statistical property of the mobile-to-mobile

Rayleigh channel is extended to the Rician fading case. The derived theoret-

ical properties of the mobile-to-mobile Rician fading channel are employed to

validate the accuracy of the proposed mobile-to-mobile Rician fading channel

simulator involving sum-of-sinusoids. Furthermore, the higher-order statis-

tics of the mobile-to-mobile Rician fading simulator, such as the LCR and

AFD, is discussed. Compared with references [21] and [22], this study pro-

vides, in addition, the simulation and the theoretical comparisons for the

autocorrelation function of the fading envelope, the comparison between the
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fading envelope of double-ring and single-ring scattering models for different

K factors, and the difference in the fading envelope of both the double-ring

and single-ring scattering models for different K factors.

1.1.5 Modeling and Capacity Fades Analysis of MIMO

Rician Channels in Mobile Ad Hoc Networks

The objective of this part is two-fold. First, we aim to develop a simple

sum-of-sinusoids MIMO channel simulation method that can characterize the

spatial/temporal correlation and Rician fading effect. The sum-of-sinusoids

channel simulation method, or ‘Jake’s model’, has been widely used to evalu-

ate the performance of conventional single-input single-output (SISO) mobile

systems [23–25]. Jake’s model can capture the time behavior of a mobile-

to-base channel. Recently, in [26], a mobile-to-mobile MIMO channel sim-

ulator was developed to incorporate the spatial correlation in a Rayleigh

fading environment. We will further incorporate the Rician fading effect in

the mobile-to-mobile MIMO channel simulator based on a correlated double-

ring scattering model (described in Section 7.3). The second objective of this

part is to research the capacity of the mobile-to-mobile MIMO Rician fading

channel. To this end, we will derive the upper bound of the ergodic capacity

of the mobile-to-mobile MIMO Rician channel. The MIMO capacity bound

can be used to confirm the accuracy of the proposed sum-of-sinusoids sim-

ulation method and explore the impact of spatial correlation. Further, we

evaluate the LCR and AFD of the MIMO mobile-to-mobile Rician channel.

The LCR and AFD of MIMO capacity was researched in [27, 28], but not

in a mobile-to-mobile and not in a Rician fading channel, either. We will

relate the LCR and capacity fade of MIMO mobile-to-mobile systems with

the Rician K factor.
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1.1.6 Network Coding for Cooperative Multiplexing in

Relay Channels

In this part, we investigate the diversity-multiplexing tradeoff for the co-

operative network coding protocol which integrates the concept of decode-

and-forward (DF) relay transmission of cooperative communications with the

information mixing of network coding in relay channels. The proposed CNC

protocol is suitable for two users which can transmit information to each

other. We give a theorem to show our outage probability analytical result

with proof and DMT comparison for our CNC protocol with upper bound,

selection decode-and-forward (SDF), and DF. We find that the CNC pro-

tocol improves both diversity and multiplexing gain compared with the DF

protocol.

1.2 Dissertation Outline

This dissertation consists of three themes. The first part is to investigate

the performance issue and STF codes design for MIMO-UWB systems. The

second part aims to investigate the two-ring channel model with a LOS com-

ponent of MIMO Rician channels in mobile-to-mobile ad hoc networks. We

analyze the ACF, LCR, AFD, and capacity of the proposed channel model.

The third part contains a cooperative network coding protocol and the anal-

ysis of its outage probability and DMT.

The remaining chapters of this dissertation are organized as follows.

Chapter 2 reviews some pivotal subjects for UWB, e.g., the IEEE 802.15.3a

and 802.15.4a channel models. Then we introduce the Gauss-Hermite for-

mula. Literature surveys of some related works are also provided. In Chapter

3, we analyze the BER performance in the IEEE 802.15.3a and 802.15.4a
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UWB channel models with Rake receiver and shadowing effect. In Chapter

4, we present an analytical expression for the SNR of the PPM signal in an

UWB channel with multiple transmit and receive antennas. In Chapter 5,

we turn to design a BER-minimized STF codes for MIMO highly frequency-

selective block-fading channels. In Chapter 6, we derive the ACF, LCR, and

AFD of the mobile-to-mobile Rician fading channel and verify the accuracy

by simulations. Then, in Chapter 7, we suggest a sum-of-sinusoids MIMO

mobile-to-mobile channel simulation method, which can characterize the spa-

tial/temporal channel correlation and Rician fading effect. We examine how

often the MIMO capacity experiences the fades and relate this to the Rician

factor. In Chapter 8, we consider a relay channel and DF cooperative com-

munications system combined with the network coding. We derive the outage

probability and DMT for the proposed CNC protocol. At last, Chapter 9

provides the concluding remarks and some suggestions for future works.
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Chapter 2

Background and Literature

Survey

In this chapter, we survey related works to the performance analysis and STF

code design for MIMO-UWB systems, channel modeling and statistical anal-

ysis for MIMO Rician channels in mobile ad hoc networks, and the network

coding for cooperative multiplexing. We also introduce the background for

IEEE 802.15.3a and 802.15.4a UWB channel models. Then, we compares the

two channel models. Finally, we review the Gauss-Hermite formula which is

used for the BER analysis in IEEE 802.15.3a and 802.15.4a UWB channel

models in our dissertation.
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2.1 Literature Survey

2.1.1 Bit Error Rate Analysis in IEEE 802.15.3a and

802.15.4a UWB Channels

In the literature the current research related to the performance analysis of

UWB systems can be categorized into two folds. Firstly, the UWB system

has been investigated based on simpler channel models [29–32]. In [29], the

authors derived the BER formula for the M-ary UWB signals under the

AWGN channel and multiple access interference. In [30], the UWB systems

was investigated in the presence of the interference from the wideband code

division multiple access (WCDMA). [31] derived the BER performance of the

UWB system under dispersive Rayleigh fading channels with timing jitter. In

[32] a moment-generating function (MGF) approach was proposed to analyze

the performance of a transmit-reference (TR) UWB system under a slowly

fading channel.

Secondly, [7,33–37] investigated the performance of UWB systems based

on more sophisticated UWB channels, such as the IEEE 802.15.3a model. It

is challenging to derive the distribution of the collected signal energy in the

IEEE 802.15.3a channel model because the numbers of clusters and rays are

random. In [7], the authors applied the techniques of counting integrals and

shot noise to derive the computation BER formula in the IEEE 802.15.3a

channel assuming the received waveform can be observed over a finite-length

window. In [33], the output SNR statistics at the RAKE receiver in the IEEE

802.15.3a channel was presented, but the explicit BER formula for RAKE

receivers taking account of shadowing was not presented. [34] analyzed the

pairwise error probability (PEP) and outage probability of multiband orthog-

onal frequency-division multiplexing (OFDM) systems in the IEEE 802.15.3a
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channel model, but ignore the effect of the lognormal shadowing. [35] ana-

lyzed the effect of multiple antennas on the UWB system under a general-

ized UWB channel. In [36], the error performance of a multi-antenna RAKE

receiver was analyzed over the frequency-selective UWB lognormal fading

channels. [37] analyzed the signal-to-interference-plus-noise ratio (SINR) of

direct sequence (DS) UWB systems in generalized Saleh–Valenzuela channels

based on the theory of renewal process.

2.1.2 On the Performance of Using Multiple Transmit

and Receive Antennas in Pulse-Based Ultrawide-

band Systems

In general, the UWB system can be classified into three kinds: the first one

is the multiband orthogonal frequency division multiplexing approach, the

second kind is the time hopping ultra-wideband (TH-UWB) system, and the

third kind is the DS-UWB [38]. In this part, we focus on the TH-UWB system

with pulse position modulation (PPM). Through modulating an information

bit over extremely large bandwidth of several gigahertz, the TH-UWB system

can possess many nice properties, including: high path resolution in the dense

multipath fading environment [39–41], smooth noise-like frequency-domain

characteristics [39]; carrierless transmission [40] and low transmission power

operation [10, 39, 40].

Besides UWB, space-time processing transmit diversity techniques, such

as space-time block codes (STBC) or space-time trellis codes (STTC), is

another important research area recently [42–45]. It is noteworthy that these

space-time processing transmit diversity schemes are originally designed for

signals with information bits modulated by the amplitude or phase of a signal,
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rather than the occurrence time of a signal. Since a PPM signal represents

its data information bit according to the pulse displacement from a specified

time reference. Thus, directly applying STTC or STBC in the PPM based

UWB system may not be easy, especially in a highly dense frequency selective

fading channel [46].

In spite of numerous advantages for the UWB system, it is crucial to make

the best use of the radiation power because of its extremely low transmitted

power. Consequently, although fading may not be serious in the pulsed

mode UWB system, receive antenna diversity is suggested for the UWB

system to improve energy capture [18, 47]. In the literature, fewer papers

have been reported to address the issue of employing transmit diversity for

the pulsed-UWB system, except [48] and [49]. In [48], the authors evaluated

the performance of the pulse-amplitude modulation (PAM) signals in the

UWB MIMO channel. In [49], the authors proposed a space-time block code

scheme for the PPM based UWB system in the flat fading real channel, where

the received pulses through the radio channel are assumed to be orthogonal

with each other.

2.1.3 BER-Minimized Space-Time-Frequency Codes for

MIMO Highly Frequency-Selective Block-Fading

Channels

Here, we introduce some related works about space-time-frequency codes

(STFC) for the MIMO-OFDM systems. In [50], the authors investigated

STFC for MIMO-OFDM and found an equivalence between antennas and

subcarriers. The authors then suggested a complexity-reduced scheme with

coding across subcarriers only. In [51], the authors proposed an adaptive
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STFC scheme according to the space-frequency water-filling procedure for

MIMO-OFDM systems. In [52], the authors considered STFC over MIMO-

OFDM block-fading channels and derived a sphere packing lower bound on

the average word error probability and an upper bound for pairwise word

error probability, but they did not show how to design the optimal codes to

achieve these bounds. In [1], authors proposed a systematic design method

for high-rate full-diversity STF codes for broadband MIMO block-fading

channels. In [2], authors presented rate-two STF block codes for multiband

UWB-MIMO communication systems using rotated multidimensional modu-

lation. We will show by simulation that our proposed STF codes have better

BER performance than the codes in [1] and [2] do.

2.1.4 Statistical Analysis of A Mobile-to-Mobile Ri-

cian Fading Channel Model

In the literature, most channel models for wireless communications were

mainly developed for the conventional base-to-mobile cellular radio systems

[23, 53–55]. Whether these mobile-to-base channel models are applicable to

the mobile-to-mobile communication systems remains unclear. Some, but

not many, channel models had been previously studied. In [56], the the-

oretical performance of the mobile-to-mobile channel was developed. The

authors in [57] introduced the discrete line spectrum method for modeling

the mobile-to-mobile channel. However, the accuracy of this method was

assured only for short-duration waveforms as discussed in [58]. A simple but

accurate sum-of-sinusoids method was proposed for modeling the mobile-to-

mobile Rayleigh fading channel in [58]. The inverse fast Fourier transform

(IFFT)-based mobile-to-mobile channel model was also proposed in [59]. Al-

though most accurate compared with the discrete line spectrum and the
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sum-of-sinusoids methods, the IFFT-based method requires a complex ellip-

tic integration. In [60], the authors presented an analysis of measured radio

channel statistics and their possible influence on the system performances

in outdoor-to-indoor mobile-to-mobile communication channels. However,

in [20, 56–60], the effects of the line-of-sight (LOS) are all ignored.

To evaluate the performance of the physical layer, a simple channel sim-

ulator, such as Jake’s method in conventional cellular systems, is necessary.

Related works on the mobile-to-mobile Rician fading channel include the

following. In [21], a statistical model for a mobile-to-mobile Rician fading

channel with Doppler shifts is presented. In [22], the model in [21] is em-

ployed to obtain the probability density function (PDF) of the received signal

envelope, the time-correlation function and radio frequency (RF) spectrum

of the received signal, LCR, and AFD.

2.1.5 Modeling and Capacity Fades Analysis of MIMO

Rician Channels in Mobile Ad Hoc Networks

In the literatures, some MIMO channel models have been reported. In [61],

the authors described the capacity behavior of outdoor MIMO channels as

a function of scattering radii, antenna beamwidths, antenna spacing, and

the distance between the transmit and receive arrays. We only consider the

antenna spacing for simplicity, but we consider Rician fading, LCR, AFD,

and the impact of the number of scatterers. In [62], the author derived a

general model for the MIMO wireless channel which considered the inter-

dependency of directions-of-arrival and directions-of-departure, angle disper-

sion by far clusters, and rank reduction of the transfer function matrix. This

MIMO wireless channel model based on several physical phenomena such as

scattering by far clusters, diffraction, waveguiding effects, and the interde-
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pendency of the directions-of-arrival and the directions-of-departure. Our

proposed MIMO channel is an extension of Jake’s model, which can help

channel simulation by only considering the channel correlation in both the

spatial and time domain. In [63], the authors derived the MIMO capacity,

LCR, and AFD considering the impact of spatial/temporal channel corre-

lation. However, the model in [63] considered the one-ring model which is

more suitable for the mobile to base station scenario. In this chapter, the

two-ring scattering model is adopted to capture the channel characteristics

of the mobile-to-mobile communication. Further, we consider the impact

of the Rician K factor and the number of scatterers on the total channel

capacity, both of which are not considered in [63]. In [64], the authors pro-

posed a single-bounce two-ring statistical model for the time-varying MIMO

flat Rayleigh fading channels and derived the spatial-temporal correlations,

LCR, AFD, and the instantaneous mutual information (IMI). However, they

did not consider the impact of Rician K factor, number of scatterers, and

the antenna separation. In [65], the authors investigated the effects of fading

correlations in MIMO systems using the one-ring model. We consider the

general two-ring model and derive the LCR, AFD, and an upper bound for

the average channel capacity. In [66], the author presented the narrowband

one-ring and two-ring models but did not consider the LOS component. In

our channel model, we include the LOS component and consider the impact

of Rician K factor on channel capacity, LCR, and AFD.

2.1.6 Network Coding for Cooperative Multiplexing

Many cooperative communication protocols were proposed to improve diver-

sity gain, such as orthogonal amplify and forward (OAF) [67], nonorthogo-

nal amplify and forward (NAF) [68], space-time coded (STC) cooperative
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diversity protocols [69–71], dynamic decode-and-forward (DDF) [68], en-

hanced static decode-and-forward (ESDF), and enhanced dynamic decode-

and-forward (EDDF) [72]. However, how to provide multiplexing gain by

taking advantage of relays has not received much attention so far. Com-

bining the network coding with the cooperative communications, or called

the cooperative network coding (CNC) [73–84], have a potential to exploit

the multiplexing gain in many relay nodes (virtual antennas). The diversity-

multiplexing tradeoff (DMT) analysis of CNC has not been seen in the liter-

ature.

2.2 Background

2.2.1 IEEE 802.15.3a UWB Channel Model

We first discuss the key attributes of the IEEE 802.15.3a UWB channel [3].

The impulse response in this UWB channel is expressed as

h(t) = X
Nc−1∑
l=0

Nr−1∑
k=0

αk,lδ(t− Tl − τk,l) , (2.1)

where X represents the lognormal shadowing (or 20 logX is normally dis-

tributed), {αk,l} are the multipath gain coefficients, Tl is the arrival time

of the l-th cluster, τk,l is the arrival time of the k-th multipath component

relative to the l-th cluster arrival time (Tl). Note that the number of clusters

Nc and the number of rays in a cluster Nr are both random variables. By

definition, we set τ0,l = 0.

The cluster inter-arrival time and the ray inter-arrival time are charac-

terized by exponentially distributed random variables. That is, given the

(l − 1)-th cluster’s arrival time Tl−1, the PDF of the l-th cluster’s arrival
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time Tl is expressed as

p(Tl|Tl−1) =

⎧⎪⎨⎪⎩
Λ exp[−Λ(Tl − Tl−1)], Tl > Tl−1,

0, otherwise,

(2.2)

where Λ is the cluster arrival rate and l ≥ 1. Similarly, given the ray arrival

rate λ and the arrival time of the (k − 1)-th ray in the l-th cluster τ(k−1),l,

the PDF of the arrival time of the k-th ray in the l-th cluster τk,l is

p(τk,l|τ(k−1),l) =

⎧⎪⎨⎪⎩λ exp[−λ(τk,l − τ(k−1),l)], τk,l > τ(k−1),l, k ≥ 1,

0, otherwise.

(2.3)

Note that T0 = 0 for the LOS channel, whereas T0 for an exponential random

variable for the non-line-of-sight (NLOS) channel. That is,

p(T0) =

⎧⎪⎨⎪⎩
Λ exp(−ΛT0), T0 > 0,

0, otherwise.

(2.4)

The channel coefficients αk,l are defined as follows:

αk,l = pk,lξlβk,l , (2.5)

where pk,l is equiprobable ±1 to account for signal inversion due to reflections,

ξl reflects the fading associated with the l-th cluster, and βk,l corresponds to

the fading associated with the k-th ray of the l-th cluster. The total energy

contained in the terms {αk,l} is normalized to unity in each realization. The

distribution of ξlβk,l is expressed as

20 log(ξlβk,l) ∝ Normal(μk,l, σ
2
1 + σ2

2), (2.6)

or equivalently

|ξlβk,l| = 10(μk,l+n1+n2)/20 , (2.7)
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where the two independent normal random variables n1 and n2 with variance

of σ2
1 and σ2

2 represent the fading on each cluster and ray in the dB domain,

respectively. Note that

μk,l =
10 ln(Ω0)− 10Tl/Γ− 10τk,l/γ

ln(10)
− (σ2

1 + σ2
2) ln(10)

20
(2.8)

and

E[|ξlβk,l|2] = Ω0e
−Tl/Γe−τk,l/γ , (2.9)

where Ω0 is the mean energy in the first path of the first cluster, Γ is the

cluster decay factor, and γ is the ray decay factor.

The four sets of channel parameters (CM1∼4) in the IEEE 802.15.3a

standardized channel model are specified for different environments. CM 1

is suitable for a LOS environment (0∼4 m). CM 2 and CM 3 are suitable for

NLOS environments (0∼4 m) and (4∼10 m), respectively. CM 4 is suitable

for an extreme multipath NLOS environment with 25 nsec rms delay spread.

2.2.2 Mathematical Background for the IEEE 802.15.4a

Channel Model

The IEEE 802.15.4a channel model can be viewed as a joint random process

associated with time-of-arrivals and multipath amplitudes. First, the time-

domain random variables contain the arrival time of clusters and rays, i.e.,

{Tl} and {τk,l}. Second, the amplitude-domain random variables contain the

amplitudes ak,l and phases φk,l of the channel impulses where k and l are the

indexes for the ray and cluster, respectively. Due to the infinite numbers of

clusters and rays, analyzing the above UWB signal may also involve infinite-

dimension integrations. To make this problem tractable, the channel impulse
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response h(t) is represented as

h(t) =
∑
n

Gnδ(t− tn), (2.10)

where Gn is the gain of the n-th multipath component and tn is the arrival

time of the n-th multipath component, regardless of whether it is a cluster

or a ray. Note that {tn} is arranged to be a nondecreasing sequence. Define

Φ as the sum of the squared path gains arriving in the time window [a, b],

and the indicator function I[a,b](tn) as

I[a,b](tn) =

⎧⎪⎨⎪⎩
1, if tn ∈ [a, b],

0, if tn /∈ [a, b].

(2.11)

Then, we can represent Φ as

Φ =
∑
n

|Gn|2I[a,b](tn). (2.12)

By applying the counting integral technique, the issue of analyzing a

UWB signal with randomly arriving clusters and rays can be transformed

from an infinite-dimension integration into a two-dimension integration. The

counting integral is the Lebesgue integral based on the counting measure [85].

Specifically, we can express Φ as

Φ =
∑
n

ϕ(tn, Gn) =

∫ ∞

0

∫ ∞

0

ϕ(s, g)N(ds× dp), (2.13)

where ϕ(s, g) = |g|2I[a,b](s) = pI[a,b](s) andN(ds×dp) is the counting measure

within a small interval ds and a small power interval dp. Integrating ϕ(s, g)

over all the possible values of s ∈ [0,∞) and p ∈ [0,∞) is equivalent to

summing up the value of the function ϕ(tn, Gn) for all n as shown in (2.13).

In the IEEE 802.15.3a channel, the characteristic function of Φ was derived

in [86]. Now in this part we derive the characteristic function of Φ in the IEEE

802.15.4a channel and obtain the BER performance of the UWB system.
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2.2.3 Comparisons Between the IEEE 802.15.3a and

802.15.4a Channel

Table 2.1 compares the IEEE 802.15.3a and 802.15.4a channel models. As

shown in the table, these two channel models are different in amplitude

fading, number of clusters, ray inter-arrival time, ray decay factor, and power

delay profile. Furthermore, the IEEE 802.15.4a model specifies the path loss

model which depends on distance and frequency, but the path loss model of

the IEEE 802.15.3a model only depends on distance. Recently, the statistical

property of the IEEE 802.15.4a UWB channel is reported in [87]. However,

the BER computable formula for the IEEE 802.15.4a UWB channel is still

unavailable. Thus, although having developed a BER analytical method

for the IEEE 802.15.3a channel model, in [88], we feel that it is still quite

important to develop a BER analytical model for the IEEE 802.15.4a UWB

channel.

2.2.4 Gauss-Hermite Formula

We briefly introduce the Gauss-Hermite formula [89, 90], which will be used

later in the BER analysis of the IEEE 802.15.3a UWB channel. The Gauss-

Hermite formula can effectively calculate the improper integration of a func-

tion f(x) by a weighted sum as follows:

∫ ∞

−∞
f(x)dx =

N(H)∑
k=1

w
(H)
k

[
e(x

(H)
k )2f(x

(H)
k )

]
+RN(H)(ξ), (2.14)

where x
(H)
k is the k-th root of the Hermite polynomial HN(H)(x). The Hermite

polynomial HN(H)(x) satisfies the differential equation y′′−2xy′+2N (H)y = 0.
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Table 2.1: Comparison between the IEEE 802.15.3a and 802.15.4a channel

models.

Properties 3a 4a

Amplitude fading Lognormal Nakagami-m, m: lognormal

Number of Clusters Infinity Poisson RV

Cluster interarrival time Exponential RV Exponential RV

Number of Rays Infinity Infinity

Ray interarrival time Exponential RV Hyperexponential RV

Cluster decay factor Constant Constant

Ray decay factor Constant Depends on ray arrival time

PDP Exponential Exponential and rise exponential

Pathloss Distance dependent Distance and frequency dependent
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The weight w
(H)
k corresponding to the root x

(H)
k is given by

w
(H)
k =

2N
(H)−1N (H)!

√
π

(N (H))2
[
HN(H)−1(x

(H)
k )

]2 . (2.15)

The remaining term RN(H)(ξ) is equal to

RN(H)(ξ) =
N (H)!

√
π

2N(H)(2N (H))!
f (2N(H))(ξ), (2.16)

where ξ is an unknown real number. The values of x
(H)
k and w

(H)
k of the

Gauss-Hermite formula with N (H) = 20 are already pre-calculated in [89].

Consequently, an improper integration of a function f(x) can be accurately

approximated by a simple summation.
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Chapter 3

Bit Error Rate Analysis in

IEEE 802.15.3a and 802.15.4a

UWB Channels

In this chapter, we present a computable bit error rate (BER) expression

for the binary signals in the IEEE 802.15.3a and 802.15.4a ultra-wideband

(UWB) channel. The cluster property and highly-dense multipath effects

make performance analysis in such a UWB channel challenging but inter-

esting. Mathematically, the IEEE 802.15.3a UWB signal is characterized

by a joint two-dimension lognormal and doubly stochastic Poisson random

signal. The lognormal random variable models the fading as well as shadow-

ing amplitude, while Poisson random variable models the clustering effects.

BER analysis under the IEEE 802.15.4a UWB channel model is also chal-

lenging because both the numbers and the arrival time of rays and clusters

are random, and the signal fading amplitude is a joint lognormal-Nakagami

random variable. In the literature, the performances of UWB systems in the

IEEE 802.15.3a and 802.15.4a channels are either evaluated by simulations
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or analyzed only with incomplete factors. In particular, the impacts of the

RAKE receiver’s finger numbers and lognormal shadowing on the BER per-

formance have not been reported yet. Simulation results demonstrate that

the presented BER computation formula can accurately estimate the com-

plete effects of the cluster and ray arrival processes, the lognormal fading as

well as shadowing, and the finger numbers at RAKE receivers.

3.1 Motivation

Ultra-wideband (UWB) is a promising wireless communications technique for

high data rate transmission. The UWB channel characteristics are very dif-

ferent from conventional narrowband channels. Recently, the IEEE 802.15.3a

[3] and 802.15.4a [4] UWB channel model are specified and widely adopted

in the industry. However, UWB systems based on the IEEE 802.15.3a and

802.15.4a model are only evaluated by simulations or by analysis with sim-

plified conditions. Thus, it motivates us to do the complete BER analysis in

IEEE 802.15.3a and 802.15.4a channels.

3.2 BER Analysis in IEEE 802.15.3a Channel

3.2.1 Problem Formulation

For a coherent RAKE receiver with L fingers, the received SNR γb is

γb =
Eb

N0

L∑
m=1

a2
m , (3.1)

where Eb/N0 is the bit SNR and am is the channel amplitude at the m-th

finger of the RAKE receiver normalized to the total energy. Based on the

IEEE 802.15.3a channel model, am is the sum of lognormal fading αk,l and
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shadowing amplitudes X of rays in many clusters which arrive in the duration

of the m-th finger. That is,

am = X ·
∑

(k,l):(m−1)Tc≤Tl+τk,l<mTc

αk,l , (3.2)

where Tc is the chip duration between two fingers. Define E �
∑L

m=1 a
2
m as

the normalized received energy in the UWB channel. From (3.2), it follows

that

E = X2 ·
L∑

m=1

⎛⎝ ∑
(k,l):(m−1)Tc≤Tl+τk,l<mTc

αk,l

⎞⎠2

. (3.3)

From [91] we know that the error probability of binary signals with the

coherent RAKE receiver is

P2(γb) = Q
(√

γb(1− ρr)
)
, (3.4)

where ρr = −1 and ρr = 0 for antipodal signals and orthogonal signals,

respectively.

Substituting (3.1), (3.2), and (3.3) into (3.4), we can express the BER of

the RAKE receiver with L fingers as follows:

P2 = EE

[
Q

(√
(1− ρr)Eb

N0
E
)]

=

∫ ∞

0

Q

(√
(1− ρr)Eb

N0
x

)
fE(x)dx, (3.5)

where fE(x) is the PDF of the received energy E . The next step is to find

the fE(x) in the IEEE 802.15.3a UWB channel.

3.2.2 PDF of the Received Energy

In this subsection, we discuss two methods to obtain fE(x). The first method

is to derive the exact form of fE(x). However, the derived expression may be
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too complicated to be implemented. In the second method, we suggest an

approximation technique for fE(x), which can facilitate the derivation of a

computable BER formula taking account of all the UWB channel effects of

the IEEE 802.15.3a model and the number of fingers of the RAKE receiver

(L).

Method 1

Let Am be the sum of fading amplitudes of rays in many clusters arriving in

the duration of the m-th finger:

Am =
∑

(k,l):(m−1)Tc≤Tl+τk,l<mTc

αk,l

= α0,0 + Φr0 + Φ⊗ , (3.6)

where α0,0 is the amplitude of the first ray in the first cluster, Φr0 and Φ⊗ are

the sum of the amplitudes of the rays in the first cluster excluding α0,0, and

that in the remaining clusters, respectively. Note that α0,0, Φr0, and Φ⊗ are

statistically independent. Thus, the characteristic function of Am is equal to

ΨAm(ν) =

⎧⎪⎨⎪⎩
L0,0(ν)Rm(ν)Sm(ν), for m = 1,

Rm(ν)Sm(ν), for m = 2, . . . , L,

(3.7)

where L0,0(ν), Rm(ν), and Sm(ν) are the characteristic functions of α0,0, Φr0,

and Φ⊗, respectively. Modifying (12) and (16) in Theorem 1 of [86] by setting

a = (m − 1)Tc and b = mTc to be the left and right boundaries of the time

window, respectively, we can obtain Rm(ν), Sm(ν), and ΨAm(ν) for (3.7).

Let B =
∑L

m=1A
2
m. Thus, (3.3) becomes E = X2 · B. Denote fB(x)

and fX2(x) as the PDFs of B and the squared lognormal shadowing random

variable X2, respectively. The PDF of E can be shown in Appendix A as

fE(z) =

∫ ∞

−∞

1

|y|fX2

(
z

y

)
fB(y)dy, (3.8)
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where

fX2(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
5
√

2
π

exp

[
−50

(
log10 x
σx

)2
]

xσx ln 10
, x > 0,

0, x ≤ 0,

(3.9)

and

fB(x) =
1

(2π)L+1

∫ ∞

−∞
e−jνx

L∏
m=1

[∫ ∞

−∞

ejνy√
y

∫ ∞

−∞
ΨAm(u) cos(u

√
y)dudy

]
dν.

(3.10)

Note ΨAm(·) in (3.10) requires multiple-dimension integrals. Specifically,

computing P2 of (3.5) based on (3.8) requires (6L+ 4)-dimension integrals if

method 1 is adopted. Note that A1, A2, ..., AL are not independent. (3.10)

is obtained under the assumption that A1, A2, ..., AL are independent. Even

if we make this assumption to simplify the derivation of fB(x), it still seems

to be intractable to calculate fB(x) via (3.8)–(3.10).

Method 2

To ease the computation, we suggest a BER approximation method as fol-

lows. First, we conjecture that the characteristic function of the sum of

squared combined signal amplitudes at each of L fingers is close to that of

the sum of squared signal amplitudes at each individual ray within a time

window [0, LTc]. Because each cross term αk,lαj,n for k �= j and l �= n in (3.3)

is equiprobably positive or negative due to pk,l in (2.5), all the odd-order mo-

ments will vanish. In other words, given an odd number q, we have

E[(αk,lαj,n)
q]

=
1

4
(ξlβk,l)

q(ξnβj,n)
q +

1

4
(ξlβk,l)

q(−ξnβj,n)q

+
1

4
(−ξlβk,l)q(ξnβj,n)q +

1

4
(−ξlβk,l)q(−ξnβj,n)q

= 0. (3.11)
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Define Ẽ as the sum of squared path gains of the clusters and rays which

arrive within the time window [0, LTc]. Then Ẽ can represent the signal

energy collected by the L fingers of the RAKE receiver. That is,

Ẽ = X2
∑

(k,l):0≤Tl+τk,l≤LTc

α2
k,l

= X2(α2
0,0 + Φ̃r0 + Φ̃⊗) , (3.12)

where X is the lognormal shadowing random variable, α0,0 is the amplitude

of the first ray in the first cluster as defined in (2.5), Φ̃r0 is the sum of squared

path gains of the first cluster excluding α2
0,0, Φ̃⊗ is the sum of squared path

gains of rays in the remaining clusters. Note that X2, α2
0,0, Φ̃r0, and Φ̃⊗ are

statistically independent. Denote the received energy without shadowing by

ẼX0 � α2
0,0+Φ̃r0+Φ̃⊗. Similar to the reason obtaining (3.7), the characteristic

function ΨẼX0
(ν) of ẼX0 in the IEEE 802.15.3a UWB channel can be written

as

ΨẼX0
(ν) = L̃0,0(ν)R̃(ν, L)S̃(ν, L), (3.13)

where L̃T,t(ν), R̃(ν, L), and S̃(ν, L) are the characteristic functions of α2
T,t,

Φ̃r0, and Φ̃⊗, respectively. Compared with [86], we further consider the effects

of X, L, and Tc. The following theorem gives the computation formula of

L̃T,t(ν).

Theorem 1 For the squared signal amplitude at a path arriving at time t

in a cluster arriving at time T in the IEEE 802.15.3a UWB channel, its

characteristic function L̃T,t(ν) can be computed by

L̃T,t(ν) =

∫ ∞

0

ejνx
10 exp

[− 1
2σ2 (10 log10 x− μT,t)2]
√

2πσx ln 10
dx (3.14)

where

μT,t =
10

ln 10

[
ln Ω0 − T

Γ
− t− T

γ
−

(
ln 10

10

)2
σ2

2

]
. (3.15)
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and

σ =
√
σ2

1 + σ2
2 . (3.16)

The parameters Ω0, Γ, and γ are defined in (2.9).

Proof: See Appendix B.

Theorem 2 For the RAKE receiver with L fingers, the function R̃(ν, L) in

(3.13) can be written as

R̃(ν, L) = exp[−λψ̃ν(0, L)] , (3.17)

and function ψ̃ν(T, L) can be computed by

ψ̃ν(T, L) =

⎧⎪⎨⎪⎩
∫ LTc

T
[1− L̃T,t(ν)]dt, T ≤ LTc ,

0, T > LTc .

(3.18)

Similarly, S̃(ν, L) can be computed by

S̃(ν, L) = exp[−ΛJ̃(ν, L)] , (3.19)

where

J̃(ν, L) =

∫ LTc

0

[1− L̃T,T (ν)e−λψ̃ν(T,L)]dT. (3.20)

Proof: See Appendix C.

Substituting (3.14) into (3.18) and (3.20), we can obtain R̃(ν, L) and

S̃(ν, L), respectively. The characteristic function ΨẼX0
(ν) of the received

energy ẼX0 without shadowing at the RAKE receiver with L fingers in the

IEEE 802.15.3a channel model can be easily obtained by using (3.13). The

PDF of ẼX0 can be computed as follows:

fẼX0
(x) =

1

2π

∫ ∞

−∞
ΨẼX0

(ν)e−jxνdν. (3.21)
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Finally, with shadowing the PDF of Ẽ can be computed as follows:

fẼ(x) =

∫ ∞

−∞

1

|y|fX2

(
x

y

)
fẼX0

(y)dy. (3.22)

3.2.3 Computable Formula

We apply the Gauss-Hermite formula to calculate the characteristic function

L̃T,t(ν) of the squared signal amplitude at a path with cluster arrival time

T and ray arrival time t. Let y = 1√
2σ

(10 log10 x− μT,t) in (3.14). It follows

that x = 10(
√

2σy+μT,t)/10 and dy
dx

= 5
√

2
(ln 10)σx

. Then, we can obtain the Hermite

computation form for L̃T,t(ν) as

L̃T,t(ν) =
1√
π

∫ ∞

−∞
e−y

2

ejν10
(
√

2σy+μT,t)/10

dy

≈ 1√
π

N(H)∑
k=1

w
(H)
k ejν10

(
√

2σx
(H)
k

+μT,t)/10

=

N(H)∑
k=1

w
(H)
k e(x

(H)
k )2f(x

(H)
k ), (3.23)

where x
(H)
k is the k-th root of the Hermite polynomial of the N (H)-th order,

and w
(H)
k is the corresponding weight of the root x

(H)
k and

f(x) =
1√
π

exp
(
jν10(

√
2σy+μT,t)/10 − y2

)
. (3.24)

The error due to using the Gauss-Hermite formula (denoted by ε) can be

quantified by an upper bound

|ε| ≤ max
ξ∈R

∣∣∣∣ N (H)!
√
π

2N(H)(2N (H))!
f (2N(H))(ξ)

∣∣∣∣ . (3.25)

This upper bound is a function of ν, T and t. It also depends on the type

of the selected channel models and the number of points N (H) used in the

Gauss-Hermite formula. For CM1 with ν = T = t = 0 and N (H) = 100, we
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find that |ε| ≤ 1.56631× 10−17. Equation (3.25) can be used to compute the

error bound for different UWB channels with other values of ν, T, t, N (H).

Next, we apply the Gauss-Legendre formula [89, 90] to obtain the char-

acteristic functions R̃(ν, L) and S̃(ν, L). Thus, the function ψ̃ν(T, L) in the

exponent of R̃(ν, L) can be computed by

ψ̃ν(T, L) ≈

⎧⎪⎪⎪⎨⎪⎪⎪⎩
LTc − T

2

N(L)∑
p=1

w(L)
p

[
1− L̃T,t(ν)

]∣∣∣
t= LTc−T

2
x
(L)
p + LTc+T

2

T ≤ LTc,

0 T > LTc,

(3.26)

where {w(L)
p } and {x(L)

p } are the weights and abscissas of the Gauss-Legendre

formula, respectively; N (L) is the number of points of the Gauss-Legendre

integration. Similarly, the function J̃(ν, L) in the exponent of S̃(ν, L) can be

computed by

J̃(ν, L) ≈ LTc

2

N(L)∑
i=1

w
(L)
i

[
1− L̃T,T (ν)e−λψ̃ν (T,L)

]∣∣∣
T= LTc

2
x
(L)
i + LTc

2

. (3.27)

Combining (3.22), (3.23), (3.26), and (3.27), the BER of the RAKE re-
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ceiver in the IEEE 802.15.3a UWB channel can be computed by

P̃2 = EẼ

[
Q

(√
(1− ρr)Eb

N0

Ẽ
)]

=

∫ ∞

0

Q

(√
(1− ρr)Eb

N0
x

)
fẼ(x)dx

=
1

2π3/2

N(H)∑
k=1

N(H)∑
l=1

N(H)∑
m=1

w
(H)
k w

(H)
l w(H)

m

1

|y| exp

(
jν10

√
2σx

(H)
l

+μ0,0
10

)

exp

⎛⎝−1

2
λLTc

N(L)∑
p=1

w(L)
p

[
1− L̃0,t(ν)

]∣∣∣
t= 1

2
LTc(x

(L)
p +1)

⎞⎠
exp

⎛⎝−1

2
ΛLTc

N(L)∑
i=1

w
(L)
i

[
1− L̃T,T (ν)e−λψ̃ν(T,L)

]∣∣∣
T= 1

2
LTc(x

(L)
i +1)

− jνy + ν2 + y2

⎞⎠
∫ ∞

0

Q

(√
(1− ρr)Eb

N0

x

)
fX2

(
x

y

)
dx

∣∣∣∣∣
ν=x

(H)
k ,y=x

(H)
m

. (3.28)

Importantly, one can see that (3.28) requires only two integrals in the

last line including the integral for evaluating the Q function. Other integrals

are replaced by the summations based on the Hermite and the Legendre

polynomial methods with the N (H)-th and N (L)-th orders.

3.2.4 Discussion

Comparing to [7], we further consider the effects of the RAKE receiver and

shadowing into the BER formula. This extension is nontrivial because of

the following two reasons. First, the calculation of the energy collected by

the RAKE receiver is very complicated. The complexity is proportional to

the number of fingers of the RAKE receiver. More specifically, we have to

find the energy on each finger and find the total energy. It is much more

difficult than just find the energy during a certain time window. We find an

approximation method that can evaluate the BER with a very small error
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as we will show in the numerical results. Second, adding shadowing involves

an additional lognormal random variable in our problem. This implies we

need one more integral in the P̃2. We have tried to use the Craig’s formula

as in [7] to include the shadowing term X into the BER formula as follows

P̃ ′
2 = E

[
1

2π

∫ 1

−1

exp[−ηX2Φ(0, LTc)/2y
2]√

1− y2
dy

]

=
1

2π

∫ 1

−1

E[MΦ(0,LTc)(−ηX2/2y2)]√
1− y2

dy, (3.29)

where

Φ(0, LTc) =
∑

(k,l):0≤Tl+τk,l≤LTc

α2
k,l (3.30)

and MΦ(0,LTc)(·) is the MGF of Φ(0, LTc). However, as it will be shown in

the next section, we find that the analytical BER obtained from (3.29) has

a large error compared with simulation results. The reason is described as

follows: The BER formula (3.29) can be rewritten as

P̃ ′
2 =

1

2π

∫ 1

−1

E[MX2(−ηΦ(0, LTc)/2y
2)]√

1− y2
dy, (3.31)

where MX2(·) is the MGF of X2, which is also a lognormal random variable.

Since the MGF of a lognormal random variable is infinite [92], the expecta-

tion in (3.31) diverges and the value of P̃ ′
2 in (3.31) can not be calculated

accurately. Hence, we develop the characteristic function based BER for-

mula with shadowing in the IEEE 802.15.3a model. Therefore, we believe

that adding the shadowing effect into the BER calculation under the IEEE

802.15.3a UWB channel model is not a straightforward extension from the

existing work.
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3.3 BER Analysis in IEEE 802.15.4a Channel

3.3.1 Receiver Structure

For a coherent L-finger RAKE receiver, the instantaneous received SNR is

expressed as

SNR =
Eb

N0

L∑
i=1

|ci|2 , (3.32)

where Eb/N0 is the SNR per bit, ci is the channel amplitude appearing at the

i-th finger of the RAKE receiver. From [91], the conditional error probability

of binary signals with a given SNR at the coherent RAKE receiver can be

computed by

P2(SNR) = Q
(√

SNR(1− ρr)
)
, (3.33)

where ρr = −1 and 0 for antipodal signals and orthogonal signals, respec-

tively. To obtain SNR, we derive the characteristic function of the received

energy E �
∑L

i=1 |ci|2, where

ci =
∑

(k,l):(i−1)Tc≤Tl+τk,l<iTc

ak,l exp(jφk,l), i = 1, . . . , L, (3.34)

E =
L∑
i=1

∣∣∣∣∣∣
∑

(k,l):(i−1)Tc≤Tl+τk,l<iTc

ak,l exp(jφk,l)

∣∣∣∣∣∣
2

, (3.35)

and Tc is the chip duration between two fingers.

3.3.2 Characteristic Function of Received Energy

Similar to the case for the IEEE 802.15.3a channel model, the calculation of

the characteristic function of E in (3.35) requires many integrals and much

computation time [93]. Thus, we turn to find the characteristic function of

the sum of the squared path gain for the impulses arriving in the time interval
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[0, LTc] (denoted by Ẽ), i.e.,

Ẽ =
∑

(k,l): 0≤Tl+τk,l≤LTc

a2
k,l, (3.36)

where ak,l is the amplitude of the k-th ray in the l-th cluster. Although Ẽ is

only an approximation of E , it will be seen in Section 3.4 that the analytical

BER based on Ẽ is quite close to the simulated BER based on E . Importantly,

the calculation time for the characteristic function of Ẽ is much shorter than

that of E .
Denote Φr0 as the sum of the squared amplitudes of the rays in the zeroth

cluster excluding a2
0,0 in the time interval [0, LTc], i.e.,

Φr0 =
∑

k>0, 0≤τk,0≤LTc

a2
k,0 . (3.37)

Also, let Φ⊗ be the sum of the squared amplitudes except for the first cluster,

i.e.,

Φ⊗ =
∑

l>0, 0≤τk,l≤LTc

a2
k,l . (3.38)

Then we can express the approximated received energy Ẽ as

Ẽ = a2
0,0 + Φr0 + Φ⊗ . (3.39)

According to [86], the three random variables a0,0, Φr0, and Φ⊗ are indepen-

dent. Thus, characteristic function of Ẽ in the IEEE 802.15.4a UWB channel

can be computed by

Ψ(ν) = L0,0(ν)R(ν, L)S(ν, L), (3.40)

where L0,0(ν), R(ν, L), and S(ν, L) are the characteristic functions of a2
0,0,

Φr0, and Φ⊗, respectively.

In the following theorem, we present a formula to compute LT,t(ν), the

characteristic function of the squared amplitude of the ray arriving at time
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t and belongs to the cluster which arrives at time T in the IEEE 802.15.4a

channel model.

Theorem 3 The characteristic function LT,t(ν) in the IEEE 802.15.4a chan-

nel model can be computed by

LT,t(ν) = (1− jνΩ/m̂)−m̂, (3.41)

where Ω is the mean-squared value of the signal amplitude

Ω =
1

γl
exp

(
−T

Γ
− t− T

γl

)
, (3.42)

and γl has already been defined in [4, (20)]. m̂ in (3.41) is an approximation

of the Nakagami-m fading parameter m:

m̂ = exp
(
m0 + m̂2

0/2
)
, (3.43)

where m0 and m̂0 are given in (27) and (28) in [4], respectively.

Proof: It is quite straightforward since the square of a Nakagami-m ran-

dom variable is a Gamma random variable. The mean fading power Ω and

the m parameter are actually replaced by their means. These simplifications

make the derivation tractable.

Second, to calculate the function R(ν, L), we derive the closed form ex-

pression for the ray arrival rate λ(τ) in the IEEE 802.15.4a channel. Ac-

cording to the IEEE 802.15.4a channel model, the ray inter-arrival time is

modeled by a hyper-exponential random variable with two different rates, λ1

and λ2, as shown in [4, (18)]. The effective ray arrival rate λ of the whole

time-of-arrival process can be computed by the following lemma.
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Lemma 1 The effective ray arrival rate λ of the time-of-arrival process in

the IEEE 802.15.4a channel model can be expressed as

λ(τ) =

⎧⎪⎨⎪⎩
βλ1e−λ1τ+(1−β)λ2e−λ2τ

βe−λ1τ+(1−β)e−λ2τ , τ ≥ 0,

0, τ < 0,

(3.44)

where τ = t − T is the ray arrival time with respect to the cluster arrival

time.

Proof: See Appendix D.

Now we give the formulas of the characteristic functions R(ν, L) and

S(ν, L).

Theorem 4 For the L-finger RAKE receiver in the IEEE 802.15.4a channel,

the characteristic function R(ν, L) of the sum of the squared amplitude of the

rays in the first cluster except for a0,0 can be written as

R(ν, L) = exp[−ψν(0, L)], (3.45)

where the function ψν(T, L) is computed by

ψν(T, L) =

⎧⎪⎨⎪⎩
∫ LTc

T
[1− LT,t(ν)]λ(t− T )dt, T ≤ LTc,

0, T > LTc.

(3.46)

The characteristic function S(ν, L) of the squared amplitude of the rays in

the other clusters except for the first cluster can be written as

S(ν, L) = exp[−ΛJ(ν, L)], (3.47)

where

J(ν, L) =

∫ LTc

0

[1− LT,T (ν)e−ψν(T,L)]dT. (3.48)
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Proof: See Appendix E.

Substituting (3.41), (3.45), and (3.47) into (3.40), one can obtain the

characteristic function of Ẽ (denoted by Ψ(ν)). Next we suggest computing

the PDF of Ẽ by the Gauss-Hermite formula as follows:

fẼ(x) =
1

2π

∫ ∞

−∞
Ψ(ν)e−jxνdν

≈ 1

2π

N(H)∑
k=1

w
(H)
k Ψ(ν)e−jxνeν

2
∣∣∣
ν=x

(H)
k

. (3.49)

Combining (3.41), (3.49), and (16) and (17) in [88], the BER of the RAKE

receiver in the IEEE 802.15.4a UWB channel can be computed as

P2 ≈ EẼ

[
Q

(√
(1− ρr)Eb

N0

Ẽ
)]

=

∫ ∞

0

Q

(√
(1− ρr)Eb

N0

x

)
fẼ(x)dx

≈ 1

2π

N(H)∑
k=1

w
(H)
k

(
1− j ν

γ0 exp (m0 + m̂2
0/2)

)− exp(m0+m̂2
0/2)

exp

⎛⎝−1

2
λLTc

N(L)∑
p=1

w(L)
p [1− L0,t(ν)]|t= 1

2
LTc(x

(L)
p +1)

⎞⎠
exp

⎛⎝−1

2
ΛLTc

N(L)∑
i=1

w
(L)
i

[
1−LT,T (ν)e−λψ̃ν(T,L)

]∣∣∣
T= 1

2
LTc(x

(L)
i +1)

⎞⎠
∫ ∞

0

Q

(√
(1− ρr)Eb

N0

x

)
exp(−jxν)dx exp(ν2)

∣∣∣∣∣
ν=x

(H)
k

. (3.50)

Note that P2 in (3.50) is an approximated BER formula.

3.3.3 Discussion

The above analytical method can be applied to a generalized UWB frequency

selective fading channel with other fading distributions, PDP, as well as dif-

ferent cluster and ray inter-arrival processes. For a given PDP, we only need
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to express it as a function of the cluster and ray arrival time T and t, and

replace them in (3.42). For a given PDF of the fading amplitude, we can

first find the PDF of the squared amplitude and use the Fourier transform

to find LT,t(ν). For a given PDF of ray inter-arrival time, we can use the

same method as in Appendix D to find the intensity function λ(τ) referring

to (3.40). Given the PDF of other types of cluster inter-arrival time, the

associated intensity function Λ(T ) can be obtained by the procedures shown

in Lemma 1. Unlike J(ν, L) in (3.48) where Λ is a fixed value, in a general

case Λ(T ) is a function of T . Thus, J(ν, L) is redefined as

J(ν, L) =

∫ LTc

0

Λ(T )[1−LT,T (ν)e−ψ̃ν(T,L)]dT . (3.51)

Similarly, the characteristic function Ψ(ν) of the received energy is rewritten

as

Ψ(ν) = L0,0(ν) exp[−ψν(0, L)] exp[−J(ν, L)] . (3.52)

Note that exp[−ψν(0, L)] is the same as R(ν, L) in (3.45), but exp[−J(ν, L)]

is slightly different from S(ν, L) in (3.47).

3.3.4 The Shadowing Effect

The IEEE 802.15.4a group decided to not consider shadowing for the evalu-

ation of the different proposals. The reason was that the shadowing would

have drowned out more subtle effects of the delay dispersion, and it was

anticipated that shadowing would affect all proposed transceiver structures

in the same form anyway. Since the goal in the IEEE 802.15.4a group was

only a relative comparison of the different proposals, shadowing was turned

off. For any reasonable evaluations for absolute performance predictions, the

shadowing has to be activated again.
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In order to calculate the BER formula that takes the shadowing effect

into consider, let us define the channel impulse response with shadowing as

hX(t) = X
∑
n

Gnδ(t− tn), (3.53)

where X is a lognormal random variable which reflects the shadowing fad-

ing. As in the IEEE 802.15.3a channel model, the random variableX satisfies

20 log10X ∝ Normal(0, σ2
x) and is independent of all the other random vari-

ables. Hence, the approximated received energy including the shadowing

is

ẼX = X2Ẽ . (3.54)

The following theorem gives an approximation for the PDF of ẼX :

Theorem 5 The PDF of ẼX, which is the received energy including the shad-

owing effect, can be approximated as

fẼX
(x) ≈ 1

2π
√
π

N(H)∑
k=1

w
(H)
k Ψ(x

(H)
k )e

[
x
(H)
k

]2 N
(H)∑
l=1

w
(H)
l exp

(
−jxx(H)

k 10
−σxx

(H)
l√
50

)
10

−σxx
(H)
l√
50 .

(3.55)

Proof: See Appendix F.

Combining the results in Theorem 3 ∼ 5, the BER of the RAKE receiver
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in the IEEE 802.15.4a UWB channel with shadowing can be computed as

P2X ≈ EẼX

[
Q

(√
(1− ρr)Eb

N0
ẼX

)]

=

∫ ∞

0

Q

(√
(1− ρr)Eb

N0
x

)
fẼX

(x)dx

≈ 1

2π
√
π

N(H)∑
k=1

w
(H)
k e

[
x
(H)
k

]2
(

1− j x
(H)
k

γ0 exp (m0 + m̂2
0/2)

)− exp(m0+m̂2
0/2)

exp

⎛⎝−1

2
λLTc

N(L)∑
p=1

w(L)
p

[
1−L0,t(x

(H)
k )

]∣∣∣
t= 1

2
LTc(x

(L)
p +1)

⎞⎠
exp

⎛⎝−1

2
ΛLTc

N(L)∑
i=1

w
(L)
i

[
1− LT,T (x

(H)
k )e

−λψ
x
(H)
k

(T )
]∣∣∣∣
T= 1

2
LTc(x

(L)
i +1)

⎞⎠
N(H)∑
l=1

w
(H)
l 10

−σxx
(H)
l√
50

∫ ∞

0

Q

(√
(1− ρr)Eb

N0
x

)
exp

(
−jxx(H)

k 10
−σxx

(H)
l√
50

)
dx.(3.56)

3.4 Numerical Results

3.4.1 Simulation Method

In order to verify the derivation of the BER formula presented in the last

section, we perform simulations based on MATLAB. For pulse position mod-

ulation (PPM) signals, the transmitted signal of the information bit 0 is

s0(t) =

⎧⎪⎨⎪⎩1, 0 ≤ t < Tc,

0, otherwise.

(3.57)

Here we set Tc = 1 nsec. When the information bit is 1, the signal waveform

s1(t) = s0(t − δTc) for a positive integer δ. From the uwb sv model ct

function in [3], we can get the output vectors h and t. The vector t stores the

arrival time of every channel impulse response with increasing chronological

order, while the vector h stores the corresponding amplitudes.
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Let p0 be a template vector with size 1 × (L + δ), and p0[m] the m-th

element of p0. Then, we can represent p0[m] as

p0[m] =

⎧⎪⎪⎨⎪⎪⎩
∑

n:(m−1)Tc≤t[n]<mTc

h[n], 1 ≤ m ≤ L,

0, L < m ≤ L+ δ.

(3.58)

The physical meaning of vector p0 is the received signal for the information

bit 0 with the sampling rate 1/Tc, excluding the noise. For the information

bit 1, the template vector can be expressed as

p1 = [01×δ,p0[1], · · · ,p0[L]]. (3.59)

After adding noise n, the sampled received signals for the information

bits 0 and 1 are

r = p0 + [n, 01×δ], (3.60)

and

r = p1 + [01×δ,n], (3.61)

respectively. Note that the noise vector n contains L independent identically

distributed normal random variables, each of which has zero mean and N0/2

variance.

When the coherent RAKE receiver is applied to detect the IEEE 802.15.3a

UWB signal. Let the decision variable U0 = r · p0 and U1 = r · p1, where

the operator “·” is the inner product of two vectors. If U0 ≥ U1, then the

information bit is 0; otherwise, the information bit is 1.

For the IEEE 802.15.4a channel, we evaluate the effect of different UWB

channel parameters, including the cluster arrival rate Λ, inter-cluster decay

constant Γ, intra-cluster decay constant γ0, ray arrival parameters (λ1, λ2,

and β), and the mean of the Nakagami-m factor (m0). The values of the

parameters of the IEEE 802.15.4a channel model CM1 is listed in Table 3.1.
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Table 3.1: The values of the parameters of the IEEE 802.15.4a channel model

CM1.

cluster arrival rate Λ [1/ns] 0.047

inter-cluster decay constant Γ [ns] 22.61

intra-cluster decay constant γ0 [ns] 12.53

ray arrival parameter λ1 [1/ns] 1.54

ray arrival parameter λ2 [1/ns] 0.15

ray arrival parameter β 0.095

mean of the Nakagami-m factor m0 [dB] 0.67

3.4.2 Results for BER in IEEE 802.15.3a Channel

Figures 3.1(a) and 3.1(b) compare the simulative PDF/CDF and the analyt-

ical results according to (3.22) for the collected signal energy E at a 10-finger

RAKE receiver. We can see that the analytical and simulative PDF/CDF

are close to each other. It is implied that our proposed random variable Ẽ
can approximate the random variable E quite well.

Figure 3.2 shows the PDF fẼ(x) of a 10-finger RAKE receiver in the

IEEE 802.15.3a CM1 ∼ CM4 channels according to (3.22). In the high

energy range, CM1 has the most probability mass; CM2 ranks second; CM3

ranks third; and CM4 has the least probability mass. This phenomenon can

explain why CM1 has the better BER performance than CM2, CM3, and

CM4.

Figure 3.3 shows the shadowing effect with the standard deviation σx =

3 and 6 dB on the BER performance of a 10-finger RAKE receiver in the

IEEE 802.15.3a UWB channel CM3 based on (3.28). At BER = 0.02, the
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required Eb/N0 for σx = 6 dB is 3 dB higher than that for σx = 3 dB. Hence,

the shadowing effect in the IEEE 802.15.3a channel is quite significant and

should not be ignored when evaluating the UWB system performance.

In Fig. 3.4, the proposed characteristic function based analytical BER

formula (3.28) is verified by simulations. We consider a 10-finger RAKE

receiver in the IEEE 802.15.3a channel models CM2∼4, where shadowing

standard deviation σx = 6 dB, the modulation index of PPM δ = 1, and

Tc = 1 nsec. As seen from the figure, the analytical results according to

(3.28) match the simulation results quite well in general. However, there

are discrepancies between the simulation and the analytical curves at some

points. This is because the usage of Gauss-Hermite and Gauss-Legendre

formulas may cause some integration errors. Nevertheless, it is generally

true that using fẼ(x) can save a lot of calculation time compared with using

fE(x), and provide very good approximation to the simulative BER in the

IEEE 802.15.3a UWB channel.

In Fig. 3.5, the MGF-based analytical BER formula (3.29) is examined

by simulations for a 10-finger RAKE receiver in the IEEE 802.15.3a CM2∼4

channels with shadowing standard deviation σx = 6 dB. Surprisingly, one can

see large errors between the analytical and simulation BER curves. Thus,

the MGF-based BER formula (3.29) and the Craig’s formula may not be ade-

quate for BER analysis in the IEEE 802.15.3a UWB channel when shadowing

is included.

Figure 3.6 shows the PDF fẼ(x) in the channel model CM1 for RAKE

finger numbers L = 10 ∼ 50. In the low energy range, the curve of L = 10

has the most probability mass; the curve of L = 20 ranks second; the curve

of L = 30 ranks third; the curve of L = 40 ranks fourth; and the curve of

L = 50 has the least probability mass. This phenomenon can explain why the
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case of L = 10 has the worst BER performance compared to L = 20, 30, 40,

and 50.

Figure 3.7 shows the effect of various RAKE finger numbers on the BER

performance of orthogonal binary signals (i.e., ρr = 0) in the IEEE 802.15.3a

CM1∼4 channel models. We set Eb/N0 = 5 dB and adopt the same param-

eters in Fig. 3.4. For a given Eb/N0, we simulate 100,000 bits. In general,

the BER decreases as L increases because more signal energy is collected

at the RAKE receiver. For a large value of L, the BER curves become flat

when Eb/N0 increases. This is because the RAKE receiver already captures

most signal energy. The figure shows that the four channels actually give

almost the same BER result (about 6× 10−2) when the number of fingers is

increased up to 80.

Furthermore, it would be interesting to compute the confidence interval

of simulative BER result. From the central limit theorem, an 100(1 − α)

confidence interval can be expressed as

(x̄− Z1−α/2s/
√
M, x̄+ Z1−α/2s/

√
M), (3.62)

where x̄ is the sample mean, s is the sample standard deviation, M is the

sample size, and Z1−α/2 is the (1−α/2)-quantile of a standard normal random

variable. For example, if the goal is to find the 95% confidence interval of

the BER for CM2 at Eb/N0 = 1 dB, the P̃2 = 0.19259 at Eb/N0 = 1 dB

from Fig. 3.4. Thus the sample mean is x̄ = 0.19259. In each simulation, an

output bit is either the same as or different from the information bit. Thus, it

is the same as a Bernoulli process with parameter p and the sample standard

deviation s =
√
p(1− p). Note that p can be estimated by x̄. For α = 0.05,

one can obtain Z1−α/2 = 1.95996 by either table lookup or integration. This
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leads to

Z1−α/2s/
√
M = 1.95996

√
0.17131(1− 0.17131)/100, 000 = 2.44406× 10−3.

(3.63)

The 95% confidence interval for the BER at Eb/N0 = 1 dB is

(0.17131− 2.33526× 10−3, 0.17131 + 2.33526× 10−3) = (0.190146, 0.195034).

(3.64)

That is, with 0.95 probability the real BER value will lie in this range. Using

the same method, we can find the confidence intervals of any simulation

points.

3.4.3 Numerical Results for BER in IEEE 802.15.4a

Channel

Comparison of Simulation and Analytical BER

Figure 3.8 shows the BER v.s. Eb/N0 for the CM1 model in the IEEE

802.15.4a standard with/without the shadowing by simulation and analysis.

CM1 represents the residential line-of-sight (LOS) environment. The related

channel parameters for CM1 can be found in Table 3.1. For the analytical

curves, the orthogonal binary signal, i.e., ρr = 0, is considered and δ = 1

for the PPM signal. For each Eb/N0, we simulate 100,000 bits to obtain the

BER. As seen from the figure, the analytical results match the simulation

results quite well. Also, the BERs for CM1 with shadowing standard devia-

tion σx = 3 and 6 dB are worse than the BER for CM1 without shadowing.

Moreover, the BER for σx = 6 dB is worse than the BER for σx = 3 dB.

This result agrees with our common sense that more severe shadowing fading

causes worse BER performance.
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Figure 3.9 shows the BER v.s. L, the number of fingers of the RAKE

receiver, for the CM1 model in the IEEE 802.15.4a standard by simulation

and analysis. The simulation parameters are the same as that of the last

figure. From the figure we see that the simulation and analytical BER are

very close. Hence we can conclude that the approximation of Ẽ in (3.36) is

good for a large range of L.

Impact of the Inter-Cluster Arrival Rate Λ

Figure 3.10 shows the BER v.s. Eb/N0 for various inter-cluster arrival rates

Λ = 0.01, 0.1, 0.5, and 1. When the cluster arrival rate increases, we find

that the BER decreases and the slope of BER v.s. Eb/N0 becomes steeper.

This is because when the inter-cluster arrival rate increases, more clusters

arrive in the time interval [0, LTc] and the RAKE receiver can collect more

energy of the channel impulse, thereby improving the BER performance and

increasing the diversity order.

Impact of the Ray Arrival Parameters λ1 and λ2

Figure 3.11 shows the effects of different values of ray-arrival parameter λ1 on

the BER v.s. Eb/N0, when λ2 = 0.15 and β = 0.095 according to the IEEE

802.15.4a model. The figure shows that in the considered case, a larger λ1

results in lower BER. When λ1 increases, the RAKE receiver can obtain

higher energy from more rays. Compared with the impact of the cluster

arrival rate, changing λ1 yields smaller variations on the BER performance.

This is because the cluster arrival rate is a macroscopic parameter that influ-

ences all the clusters and λ1 is a microscopic parameter that influences only

rays within each cluster.

Figure 3.12 shows the impacts of various values of λ2 on the BER for
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the case λ1 = 1.54 and β = 0.095. As shown in the figure, a larger value of

λ2 leads to a lower BER. Compared to Fig. 3.11, λ2 affects the BER more

significantly than λ1. Referring to [4, (18)], the condition of β = 0.095 implies

that ray interarrival time is decided by the parameter λ1 with a probability

of 0.095 and is decided by the parameter λ2 with a probability of 0.905. This

explains why λ2 becomes a more dominant parameter than λ1 in the case of

β = 0.095.

Impact of the Ray Arrival Parameter β

Figure 3.13 shows the effect of various values of β on the Eb/N0 in the case

λ1 = 1.54 and λ2 = 0.15. From [4, (18)], we expect that when β increases, the

ray process is more likely to choose the arrival rate λ1 than λ2. According

to CM1 model of the IEEE 802.15.4a channel, λ1 = 1.54 and λ2 = 0.15.

Thus, a larger value of β indicates a higher ray arrival rate. Thus, the BER

is improved for a larger β in the considered case.

Impact of the Inter-Cluster Decay Constant Γ

Figure 3.14 shows the effect of various inter-cluster decay constants Γ. One

can see that a larger value of Γ yields a better BER performance. From [4,

(21)] one can see that the total energy Ωl is proportional to exp(−Tl/Γ).

Thus, when Γ increases, the total energy Ωl of the l-th cluster also increases.

With more signal energy captured by the RAKE receiver, the BER perfor-

mance is therefore improved.

Impact of the Intra-Cluster Decay Constant γ0

Figure 3.15 illustrates the effect of the intra-cluster decay constant γ0 of

[4, (20)]. As γ0 increases, the BER first increases and then remains the
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same or even decreases. This phenomenon can be explained by (19) and

(20) in [4]. From [4, (20)], γ0 is proportional to γl. According to [4, (19)],

E[|ak,l|2] = Ωl

γl
exp(−τk,l/γl). For a small value of γl, the term 1/γl dominates

the value of E[|ak,l|2]. Thus, as γ0 increases, a smaller E[|ak,l|2] will yield

higher BER. On the other hand, for a larger γl, exp(−τk,l/γl) will affect

E[|ak,l|2] more significantly. Thus, a larger γ0 leads to a larger E[|ak,l|2], and

lower BER. The maximal BER occurs at γ0 = 30, 40, and 90 for Eb/N0 =

5, 10, and 15 dB, respectively.

3.5 Conclusions

First, we have derived the computable BER formula for a RAKE receiver in

the complete IEEE 802.15.3a UWB channel models. In particular, we find

that deriving a BER formula taking account of RAKE finger numbers and

shadowing is quite challenging for the IEEE 802.15.3a UWB channel. This is

mainly because the jointly two-dimension lognormal and doubly-stochastic

Poisson random variables yield infinite number of rays. We propose an ap-

proximation technique for the collected energy at an L-finger RAKE receiver.

We find that the proposed BER computation method can save a significant

amount of computer simulation time. Furthermore, we propose a character-

istic function based BER formula to overcome the convergence problem of

MGF-based BER formula when shadowing is included. The accuracy of the

proposed technique is verified by simulations. Our results quantitatively indi-

cate the effect of shadowing and RAKE finger numbers on BER performance

in the IEEE 802.15.3a UWB channel.

Second, we have derived the BER analytical formula for a coherent RAKE

receiver under the IEEE 802.15.4a UWB channel model. Our proposed an-
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alytical method can accurately and quickly compute the BER values for the

sophisticated IEEE 802.15.4a UWB channel, and evaluate the impact of var-

ious channel parameters. We find that of all the parameters in the IEEE

802.15.4a channel, the inter-cluster arrival rate Λ has the most significant

impact on the BER performance. We also observe that the BER can be low-

ered due to the increase on the inter-cluster arrival rate Λ, the inter-cluster

decay constant Γ, the ray arrival parameters λ1, λ2, and β. We also find

that increasing the intra-cluster decay constant γ0 causes the BER to first

increase and then remain the same or even decrease.

In general, the time-domain parameters in the IEEE 802.15.4a UWB

channel affect BER performance quite significantly. This reflects the com-

ment in [94], that time-of-arrival characteristics are more important than am-

plitude characteristics for MIMO-UWB systems. In the future, it would be

worth extending the suggested analytical method to other multipath chan-

nel models with any given fading distribution, PDP, and cluster and ray

inter-arrival time distributions.
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Figure 3.1: The distributions of E by simulation and Ẽ by analysis for a

RAKE receiver with 10 fingers in the IEEE 802.15.3a UWB channels CM1,

where the standard deviations of lognormal fading and shadowing are σ = 4.8

dB and σx = 3 dB, respectively. (a) PDFs. (b) CDFs.
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Figure 3.2: The PDF fẼ(x) of the received energy Ẽ for a RAKE receiver

with 10 fingers in the IEEE 802.15.3a UWB channels CM1, CM2, CM3, and

CM4, where the standard deviations of lognormal fading and shadowing are

σ = 4.8 dB and σx = 3 dB, respectively.
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Figure 3.3: Effect of various shadow standard deviations (σx = 3 dB and

6 dB) on the BER performance of a 10-finger RAKE receiver in the IEEE

802.15.3a UWB channels CM3.
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Figure 3.4: BER v.s. Eb/N0 for the 10-finger RAKE receiver in the IEEE

802.15.3a UWB channels CM2, CM3, and CM4 with shadowing standard

deviation σx = 6 dB, where the analytical BER is obtained from the charac-

teristic function based approach, i.e. (3.28).
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Figure 3.5: BER v.s. Eb/N0 for the 10-finger RAKE receiver in the IEEE

802.15.3a UWB channels CM2, CM3, and CM4 with shadowing standard

deviation σx = 6 dB, where the analytical BER is obtained from the MGF-

based approach, i.e. (3.29).
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Figure 3.6: The PDF fẼ(x) of the received energy Ẽ of a RAKE receiver

with number of fingers L = 10, 20, 30, 40, and 50 in the IEEE 802.15.3a

UWB channel CM1.
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Figure 3.7: BER v.s. the number of fingers of the RAKE receiver (L) for

CM1, CM2, CM3, and CM4, where Eb/N0 = 5 dB.
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Figure 3.8: The BER v.s. Eb/N0 for the CM1 model without shadowing and

CM1 model with shadowing standard deviation σx = 3 and 6 dB in the IEEE

802.15.4a standard by simulation and analysis. In CM1, the default value of

σx is 2.22 dB.
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Figure 3.9: The BER v.s. L (number of fingers of the RAKE receiver) for

the CM1 model in the IEEE 802.15.4a standard by simulation and analysis.

The SNR is Eb/N0 = 0 dB. The shadowing standard deviation σx is 2.22 dB.
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Figure 3.10: The BER v.s. Eb/N0 for various inter-cluster arrival rates Λ =

0.01, 0.1, 0.5, and 1 under the CM1 model of the IEEE 802.15.4a UWB

channel. In CM1, the default value of Λ is 0.047. The shadowing standard

deviation σx is 2.22 dB.

65



0 1 2 3 4 5 6 7 8 9 10

10
−0.9

10
−0.8

10
−0.7

10
−0.6

10
−0.5

E
b
/N

0
 (dB)

B
E

R

 

 

λ
1
 = 0.01

λ
1
 = 0.1

λ
1
 = 1

λ
1
 = 10

Figure 3.11: The effects of different values of ray-arrival parameter λ1 =

0.01, 0.1, 1, and 10 on the BER v.s. Eb/N0, where λ2 = 0.15 and β = 0.095

according to the CM1 model of the IEEE 802.15.4a channel. In CM1, the

default value of λ1 is 1.54. The shadowing standard deviation σx is 2.22 dB.
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Figure 3.12: The impacts of various values of λ2 on the BER v.s. Eb/N0 for

the case λ1 = 1.54 and β = 0.095 in the CM1 model of the IEEE 802.15.4a

UWB channel. In CM1, the default value of λ2 is 0.15. The shadowing

standard deviation σx is 2.22 dB.
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Figure 3.13: The effect of various β on the BER v.s. Eb/N0 for λ1 = 1.54

and λ2 = 0.15 in the CM1 model of the IEEE 802.15.4a UWB channel. In

CM1, the default value of β if 0.095. The shadowing standard deviation σx

is 2.22 dB.
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Figure 3.14: The effect of the inter-cluster decay constant Γ = 0.1, 1, 10,

and 100 in the IEEE 802.15.4a UWB channel for various of Eb/N0, where a

10-finger RAKE receiver is adopted in the CM1 model. In CM1, the default

value of Γ is 22.61. The shadowing standard deviation σx is 2.22 dB.
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Figure 3.15: The effect of intra-cluster decay constant γ0 in the IEEE

802.15.4a UWB channel for various values of Eb/N0, where a 10-finger RAKE

receiver is adopted in the CM1 model. The shadowing standard deviation

σx is 2.22 dB.
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Chapter 4

On the Performance of Using

Multiple Transmit and Receive

Antennas in Pulse-Based

Ultrawideband Systems

This chapter presents an analytical expression for the signal-to-noise ratio

(SNR) of the pulse position modulated (PPM) signal in an ultra-wideband

(UWB) channel with multiple transmit and receive antennas. We consider

a generalized fading channel model that can capture the cluster property

and the highly dense multipath effect of the UWB channel. Through sim-

ulations, we demonstrate that the derived analytical model can accurately

estimate the mean and variance properties of the pulse based UWB signals

in a frequency selective fading channel. Furthermore, we investigate to what

extent the performance of the PPM based UWB system can be further en-

hanced by exploiting the advantage of multiple transmit antennas or receive

antennas. Our numerical results show that using multiple transmit antennas
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in the UWB channel can improve the system performance in the manner

of reducing signal variations. However, because of already possessing rich

diversity inherently in the UWB channel, using multiple transmit antennas

does not provide diversity gain in the strict sense (i.e., improving the slope of

bit error rate (BER) v.s. SNR), but can possibly reduce the required fingers

of the Rake receiver for the UWB channel. Furthermore, because multiple

receive antennas can provide higher antenna array combining gain, multiple

receive antennas technique can be used to improve the coverage performance

for the UWB system, which is crucial for a UWB system due to the low

transmission power operation.

4.1 Motivation

Wireless systems continue to pursue even higher data rates and better quality.

The ultra-wideband (UWB) technique and space time processing techniques

are two promising techniques to achieve this objective. However, how to

merge these two techniques together to further increase the data rates is

not an easy task. This chapter investigates how multiple transmit/receive

antennas and the UWB system can function together to exploit the synergy

of marrying these two advanced techniques.

4.2 Channel Model

To evaluate the performance of a UWB system with multipath fading, the

following discrete impulse response of the channel is considered:

h(t) =

Lc−1∑
l=0

ξlΔ(t− lTc), (4.1)
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where Lc is the number of resolvable multipath components, Tc is the chip

duration or the length of the time bin, Δ(t) is the Dirac delta function. In

(4.1), the amplitude fading factor on path l (denoted as ξl) can be expressed

as

ξl = blal, (4.2)

where bl is equiprobable to take on the value +/− 1, and al is the Nakagami

fading term. The term bl is used to account for the random pulse inversion

that can occur due to reflections, as observed in the measurements [16].

In this chapter, we consider a UWB channel characterized by the following

three major properties [9]:

• Gamma distribution to describe each resolvable path power;

• A modified Poisson process to characterize the clustering property of

the UWB channel and the number of the simultaneous arrival paths;

• Exponential decay to model the average resolvable path power in the

time domain.

4.2.1 The PDF of the Received Signal Power

For the l-th path with path gain ξl and nl simultaneous arrival paths, the

probability density function (PDF) of the received signal power y = ξ2
l = a2

l

can be characterized by a Gamma distributed random variable as [14]:

fY (y) =
1

σnl
l 2nl/2Γ(1

2
nl)

ynl/2−1e−y/2σ
2
l , (4.3)

where Γ(α) =
∫ ∞

0
tα−1 exp(−t)dt, and σ2

l = 1
nl

E[a2
l ]. In the following, we

discuss the way to calculate the terms nl and E[a2
l ].
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4.2.2 The Number of Simultaneous Arrival Paths

The clustering property in the UWB channel can be characterized by a mod-

ified Poisson process driven through a two-state Markov chain [11]. If a

resolvable path appears in the previous time bin, a Poisson arrival process

will be in the high state with μH average simultaneous arrival paths; other-

wise, it will be in the low state with μL average simultaneous arrival paths,

where μH > μL. Let nl denote the simultaneous arrival paths in the l-th

time bin. Then,

Prob[nl = k] =

⎧⎨⎩
μH

k

k!
e−μH , when nl−1 �= 0;

μL
k

k!
e−μL , when nl−1 = 0.

(4.4)

Note that the transition probability of a Poisson process with a mean of

μH changing to that with a mean of μL can be calculated by α = e−μH ; or

similarly, β = 1 − e−μL represents the transition probability from the low

state to the high state.

4.2.3 Average Resolvable Path Power

We apply the exponential decay model to characterize the received signal

power a2
l in the time domain [14]. Obviously, if nl = 0, E[al] = 0. When

nl �= 0,

E[al
2] =

⎧⎨⎩1, when l = 0;

γ · e−η(l−2),when l ≥ 1,
(4.5)

where η is the decay constant, and γ is the power adjustment factor except

the first path.
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4.3 Signal Model and Detection Scheme

4.3.1 Signal Model

Consider a single user employing binary PPM in the UWB channel. Let Tf

and Tc be the frame time and the chip time of the PPM signal, respectively.

With the transmitted pulse waveform wtr(t), the transmitted signal for the

i-th message bit d(i) is written as [40]:

s
(i)
tr =

Np−1∑
j=0

wtr(t− jTf − c(i)j Tc − d(i)δTc), (4.6)

where Np is the repetition number for one information bit, {c(i)j } is a time-

hopping sequence, and δ is the modulation index associated with the message

bit which is an integer multiple of the chip time Tc. The frame time Tf is

assumed to be much larger than Tc. In this chapter, we assume that the

transmitted pulse waveform wtr(t) is

wtr(t) =

⎧⎪⎨⎪⎩1, 0 ≤ t < Tc

0, otherwise

. (4.7)

With the channel response h(t) and the noise n(t), the received PPM

data for the i-th information bit is written as

s(i)
rec(t)

= s
(i)
tr ∗ h(t) + n(t)

=

Np−1∑
j=0

x(t− jTf − c(i)j Tc − d(i)δTc) + n(t), (4.8)

where the received pulse waveform x(t) = wtr(t) ∗ h(t). Since the goal of

this work is focused on the impact of the UWB channel on the PPM signal
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detection in the single user case, we ignore the time hopping code. When

x(t) is sampled at t = lTc, denote xl = x(lTc). Then, we can have

xl =
Lc−1∑
k=0

Np−1∑
j=0

ξlwtr((l − k)Tc − jTf − d(i)δTc) (4.9)

where ξl and wtr are defined in (4.1) and (4.6).

For the message bit d(i) = 0 in the channel response with a length of Lc,

the received data r0 can be expressed as

r0 = x0 + n (4.10)

where x0 = [x0, x1, ..., xLc−1,

δ′s0︷ ︸︸ ︷
0 . . . 0]T and n = [n0, n1, . . . , nLc−1, nLc , . . . , nLc+δ−1]

T .

Similarly, for the message bit d(i) = 1,

r1 = x1 + n, (4.11)

where x1 = [

δ′s0︷ ︸︸ ︷
0 . . . 0, x0, x1, ..., xLc−1]

T .

4.3.2 Signal Detection

Similar to [18,40,95], we consider a template-based detection scheme for the

PPM signals. It is assumed that perfect channel knowledge is available at

the receiver. Having two possible output waveforms x0 and x1 for message

bit d(i) = 0 and d(i) = 1 defined in (4.10) and (4.11), respectively, we can

choose p0 = x0 and p1 = x1 and represent a template signal p for the binary

PPM case as

p = −p0 + p1. (4.12)

Now we take r1 as an example. Consider a Rake receiver with L fingers and

denote the processed data zp1 as the inner product of the received data r1 of
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(4.11) and the template p of (4.12). Then we have

zp1 = pT r1 = (−p0
T + p1

T )r1

=
L−1∑
i=0

xixi −
L−δ−1∑
i=0

xixi+δ +
L−1∑
i=0

ni+δxi −
L−1∑
i=0

nixi

= sp1 + rp1 + np1 + np0, (4.13)

where sp1 =
∑L−1

i=0 xixi is the signal part, rp1 = −∑L−δ−1
i=0 xixi+δ is the

redundancy part, np1 =
∑L−1

i=0 ni+δxi is the noise part of the processed data

zp1 from p1, and np0 = −∑L−1
i=0 nixi is the noise part of the processed data

zp1 from p0. From (4.13), we can use the sum of the pulse correlator outputs

as the test statistics to detect the transmitted symbol. Specifically, if the

processed data zp1 is larger than zero, the transmitted message bit d(i) = 0;

otherwise, we take the transmitted message bit d(i) = 1.

4.4 Analysis of PPM UWB Signals

4.4.1 The State Probabilities of the Modified Poisson

Process

Consider a two-state Markov chain of (4.4) with the probability α = e−μH

changing from the high state to the low state, and the probability β =

1− e−μL changing from the low state to the high state. Then, the transition

probability matrix P is represented as

P =

⎡⎣ 1− α α

β 1− β

⎤⎦ . (4.14)
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According to [96], the i-step transition probability matrix Pi can be expressed

as

Pi =
1

α + β

⎡⎣ β α

β α

⎤⎦ +
(1− α− β)i

α + β

⎡⎣ α −α
−β β

⎤⎦ . (4.15)

Denote πH(l) and πL(l) = 1−πH(l) as the probability of the l-th time bin in

the high state of the Markov chain and that in the low state of the Markov

chain, respectively. Clearly, πH(l) can be expressed as

πH(l) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if l = 0

1− α if l = 1

(1− α)2 + αβ if l = 2

(1− α)3 + 2αβ(1− α) + αβ(1− β) if l = 3

β
α+β

if l ≥ 4

(4.16)

Note that the steady state probabilities πH(l) and πL(l) are πH(4) = β
α+β

and πL(4) = α
α+β

.

4.4.2 Mean and Variance of the Processed Data for

PPM based UWB Signals

In the following, we describe the mean and the variance of the processed

data z (defined in (4.13)) for the PPM signal under the UWB channel model

described in Section II. Without loss of generality, we take the processed data

zp1 as an example.

Proposition 1 The average energy of the processed data zp1 can be calcu-

lated as

E[zp1] =

(
β

α + β

)
γe−3η − γe−(L−1)η

1− e−η + A, (4.17)
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where

A = 1 + (1− α)γ + [(1− α)2 + αβ]γe−η

+ [(1− α)3 + 2αβ(1− α) + αβ(1− β)]γe−2η. (4.18)

Proof: See Appendix G.

Proposition 2 The variance of the processed data zp1 can be calculated as

var[zp1]

= 2

L−1∑
l=0

∞∑
k=1

1

k
(E[al

2])2

(
β

α + β
· μH

k

k!
e−μH

+
α

α + β
· μL

k

k!
e−μL

)
+ 2

L−2∑
l=0

(πH(4)πH(1)− πH(l)πH(l + 1))E[a2
l ]E[a2

l+1]

+
L−3∑
l=0

(πH(4)πH(2)− πH(l)πH(l + 2))E[a2
l ]E[a2

l+2]

+ 2

L−4∑
l=0

(πH(4)πH(3)− πH(l)πH(l + 3))E[a2
l ]E[a2

l+3]

+
L−δ−1∑
l=0

πH(l)πH(δ + 1)E[a2
l ]E[a2

l+δ]

+

L−1∑
l=0

πH(l)σn
2
E[al

2], (4.19)

where πH(·) is defined in (4.16), E[al
2] is described in (4.5), L is the number

of fingers in the Rake receiver, δ is the modulation index associated with

binary PPM, and σn is the standard deviation of the Gaussian noise.
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Proof: From (4.13), we can express the variance of the processed data zp1 as

follows:

var[zp1]

= var[sp1] + var[rp1] + var[np1] + var[np0] +

2cov[sp1, rp1] + 2cov[sp1, np1] + 2cov[sp1, np0] +

2cov[rp1, np1] + 2cov[rp1, np0] + 2cov[np1, np0]. (4.20)

First, we can calculate the signal part var[sp1] as follows:

var[sp1]

= var
L−1∑
l=0

xlxl

=

L−1∑
l=0

var[a2
l ] + 2

L−2∑
m=0

L−1∑
n=m+1

cov[a2
m, a

2
n]

=
L−1∑
l=0

∞∑
k=1

var[al
2|nl = k] (πH(l)Prob[nl = k, nl−1 �= 0]

+ πL(l)Prob[nl = k, nl−1 = 0])

+ 2

L−2∑
l=0

cov[al
2, al+1

2] + 2

L−3∑
l=0

cov[al
2, al+2

2]

+ 2
L−4∑
l=0

cov[al
2, al+3

2]. (4.21)

Applying the method of [97] to (4.16) and (4.4), the first term of (4.21)

can be computed as

L−1∑
l=0

var[a2
l ] = 2

L−1∑
l=0

∞∑
k=1

1

k
(E[a2

l ])
2

(
πH(l)

μkH
k!
e−μH

+ πL(l)
μkL
k!
e−μL

)
. (4.22)

80



From (4.27), the second term of (4.21) can be obtained as

2

L−2∑
l=0

cov[al
2, al+1

2]

= 2
L−2∑
l=0

(E[al
2al+1

2]− E[al
2]E[al+1

2])

= 2
L−2∑
l=0

([πH(4)(1− α)2 + πL(4)β(1− α)]E[a2
l ]E[a2

l+1]

−πH(l)E[al
2]πH(l + 1)E[al+1

2])

= 2

L−2∑
l=0

(πH(4)πH(1)− πH(l)πH(l + 1))E[a2
l ]E[a2

l+1]. (4.23)

Similarly, we can derive the third and the fourth terms of (4.21) as follows:

2

L−3∑
l=0

cov[al
2, al+2

2]

= 2
L−3∑
l=0

(E[al
2al+2

2]− E[al
2]E[al+2

2])

= 2

L−3∑
l=0

([πH(4)(1− α)3 + πH(4)(1− α)αβ

+ πL(4)β(1− α)2 + πL(4)αβ2]E[a2
l ]E[a2

l+2]

− πH(l)E[al
2]πH(l + 2)E[al+2

2])

= 2

L−3∑
l=0

(πH(4)πH(2)− πH(l)πH(l + 2))E[a2
l ]E[a2

l+2] (4.24)
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and

2
L−4∑
l=0

cov[al
2, al+3

2]

= 2

L−4∑
l=0

E[a2
l ]E[a2

l+3]
{
πH(4)[(1− α)4 + (1− α)2αβ

+ (1− α)αβ(1− α) + (1− α)α(1− β)β]

+ πL(4)
[
β(1− α)3 + β(1− α)αβ

+ βα(1− β)β + βαβ(1− α)]}
− πH(l)E[al

2]πH(l + 3)E[al+3
2]

= 2

L−4∑
l=0

(πH(4)πH(3)− πH(l)πH(l + 3))E[a2
l ]E[a2

l+3]. (4.25)

From (4.22) to (4.25), we can compute var[sp1] of (4.19). The remaining

terms of (4.19) will be derived in Appendix H.

4.4.3 SNR for PPM signal in the UWB channel

With the mean and the variance of the processed data z, we can compute

the energy of a PPM signal in the UWB channel as

Sp1 = E[s2
p1] = E[sp1]

2 + var[sp1], (4.26)

where

E[sp1] =

L∑
l=1

πH(l)E[a2
l ], (4.27)

E[a2
l ] is given in (4.5), and var[sp1] can be obtained from (4.21). As for the

noise energy Np1, it can be calculated by

Np1 = var[rp1] + var[np1] + var[np0]

+ E[rp1]
2 + E[np1]

2 + E[np0]
2, (4.28)
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where E[rp1], E[np1], E[np0], var[rp1], var[np1], and var[np0] are given in (G.5),

(G.6), (G.7), (H.1), (H.3), and (H.4), respectively. According to the results

obtained (4.26) and (4.28), we can estimate the SNRp1 of the processed data

zp1 by

SNRp1 =
Sp1

Np1

. (4.29)

We will perform simulations to validate the accuracy of the proposed analyt-

ical method in Section 4.6.

4.5 Effect of Multiple Transmit and Receive

Antennas

4.5.1 Repetition Codes

Figure 4.1 (a) shows the scenario of using repetition code with no diversity

(Tx1-Rx1) in the case Np = 2. First, we define the processed data z
(f1)
p1,T1 and

z
(f2)
p1,T1 in frames 1 and 2 as:

z
(f1)
p1,T1 = sp1,T1 + rp1,T1 + n

(f1)
p1 + n

(f1)
p0 (4.30)

and

z
(f2)
p1,T1 = sp1,T1 + rp1,T1 + n

(f2)
p1 + n

(f2)
p0 , (4.31)

where s, r, and n represent the signal part, the redundancy part, and the

noise part of the processed data z, the superscript (fi) means the i-th frame,

the subscript p1 means the message bit d(i) = 1, and the subscript Ti means

the i-th transmit antenna. Denote the processed data for the no diversity

scheme as zND
p1 . Then, we have

zND
p1 = z

(f1)
p1,T1 + z

(f2)
p1,T1

= 2sp1,T1 + 2rp1,T1 + n
(f1)
p1 + n

(f1)
p0 + n

(f2)
p1 + n

(f2)
p0 . (4.32)
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From (4.17), (4.19), and (4.32), the mean and variance of the processed data

zND
p1 can be computed respectively by

E[zND
p1 ] = 2E[sp1,T1] + 2E[rp1,T1]

+ E[n
(f1)
p1 ] + E[n

(f1)
p0 ] + E[n

(f2)
p1 ] + E[n

(f2)
p0 ]. (4.33)

and

var[zND
p1 ] = var[2 · sp1,T1] + var[2 · rp1,T1] + var[n

(f1)
p1 ]

+ var[n
(f1)
p0 ] + var[n

(f2)
p1 ] + var[n

(f2)
p0 ]. (4.34)

Represent SND
p1 and NND

p1 as the signal energy and the noise energy of the

processed data zND
p1 , respectively. Then, we have

SND
p1 = 4E[sp1]

2 + 4var[sp1], (4.35)

where var[sp1] and E[sp1] can be obtained from (4.21) and (4.27), respectively.

Furthermore, the noise energy NND
p1 can be derived as

NND
p1 = 2σn

2
L−1∑
l=0

πH(l)E[al
2]

+ 2

L−δ−1∑
l=0

πH(l)πH(1 + δ)E[a2
l ]E[a2

l+δ]. (4.36)

Thus, by substituting related channel information of al and πH(l) into (4.36),

NND
p1 can be also obtained analytically. From (4.35) and (4.36), we show how

to calculate SNRND
p1 analytically.

4.5.2 Receive Diversity

Consider the receive diversity scheme (Tx1-Rx2) having repetition codes with

Np = 2 as shown in Fig. 4.1 (b). We express the processed data zRD
p1 for the

receive diversity scheme as follows:

zRD
p1 = zND

p1,T1 + zND
p1,T2, (4.37)

84



where the superscript RD means receive diversity. Clearly, we can use the

same method of obtaining E[zND
p1 ] in (4.33) to compute the mean of the

processed data zRD
p1 , which is defined as

E[zRD
p1 ] = E[zND

p1,T1] + E[zND
p1,T2]. (4.38)

Likewise, the variance of the processed data zRD
p1 can be calculated by

var[zRD
p1 ] = var[zND

p1,T1] + var[zND
p1,T2]. (4.39)

Denote SRD
p1 and NRD

p1 as the signal energy and the noise energy of the pro-

cessed data zRD
p1 , respectively and recall that the (Tx1-Rx2) receive diversity

scheme and repetition length Np = 2 is considered. Then we have

SRD
p1 = 16E[sp1]

2 + 8var[sp1] (4.40)

and

NRD
p1 = 2NND

p1 . (4.41)

4.5.3 Transmit Diversity

Now we consider a time-switched transmit diversity (TSTD) (Tx2-Rx1) scheme

as shown in Fig. 4.1 (c). For the case with repetition length Np = 2, one can

express the processed data zTD
p1 for the transmit diversity scheme as follows:

zTD
p1 = z

(f1)
p1,T1 + z

(f2)
p1,T2. (4.42)

Since

E[zTD
p1 ] = E[zp1,T1] + E[zp1,T2] = 2E[zp1], (4.43)
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we can calculate E[zTD
p1 ] by following the procedures of evaluating E[zp1] in

(4.17). Define ρ as the correlation coefficient between the two transmit an-

tennas. Then the variance of the processed data zTD
p1 is

var[zTD
p1 ]

= var[zp1,T1] + var[zp1,T2] + 2cov[zp1,T1, zp1,T2]

= 2var[zp1] + 2ρ

(√
var[sp1,T1]var[sp1,T2]

+
√

var[rp1,T1]var[rp1,T2]

)
(4.44)

where var[zp1] is defined in (4.19) of Proposition 2. Thus, we can compute

SNRTD from

STD
p1 = 4E[sp1]

2 + 2(1 + ρ)var[sp1] (4.45)

and

NTD
p1 = 2NND

p1 , (4.46)

where E[sp1], var[sp1] and NND
p1 are given in (4.27), (4.21), and (4.36), respec-

tively.

4.6 Numerical Results

4.6.1 The UWB Channel Response

Figure 4.2 shows an example of the UWB channel response using the channel

model described in Section 4.2 with parameters listed in Table 4.1. In the

considered model, the channel response time is set to 225 nanoseconds as

in [9], the average number of the resolvable paths is 80.72. Let N be the

total time bin number during the channel response time, TA the first path

arrival time, and tl is the arrival time of each resolvable path. Then, in our

simulations, the mean excess delay Tm =
∑N

l=1(tl−TA)al
2∑N

l=1 al
2

= 34.61 nanoseconds,
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and the root mean square delay spread TRMS =

√∑N
l=1(tl−Tm−TA)2al

2∑N
l=1 al

2
= 37.98

nanoseconds.

4.6.2 Average SNR and Variance of the Pulse Based

UWB Signals

Figure 4.3 compares the SNR of PPM signals for no diversity, receive diver-

sity, and transmit diversity schemes. Through simulations, we validate the

analytical results obtained by (4.35), (4.36), (4.40), (4.41), (4.45), and (4.46)

in Section 4.4. From Fig. 4.3, one can find that the SNR of the receive diver-

sity is the highest, while the no diversity scheme and the transmit diversity

have the similar SNR.

Figure 4.4 shows the variance of PPM signals with no diversity, receive

diversity, and transmit diversity schemes in the UWB channel by analysis and

simulations. From the viewpoint of the signal variance, transmit diversity is

the best, no diversity ranks second, and receive diversity is the worst. Here,

we assume that the antennas of both receive diversity and transmit diversity

are mutually independent.

Figure 4.5 shows the effect of spatial correlation ρ of transmit diversity

on the variance of the PPM signals over the UWB channel. As shown in

the figure, the variance of the PPM signals increases as the correlation of

transmit diversity increases. From the results, it is implied that the diversity

gain of transmit diversity may not be significant in the UWB channel. In the

following, we will quantify the performance difference between no diversity

and having antenna diversity in terms of BER performance.
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4.6.3 Comparison for Different Diversity Schemes for

the PPM UWB System

Figure 4.6 shows the BER performances of different diversity schemes for the

binary PPM signals in the UWB channel. In the figure, the numbers adjacent

to Tx and Rx represent the numbers of the transmit and receive antennas; L

represents the finger number in the RAKE receiver; f represents the frame

number; and δ represents the modulation index associated with the message

bit which is an integer multiple of the chip time Tc. From Fig. 4.6, we have

the following observations:

• Comparing the no diversity (Tx1-Rx1) scheme to the time switched

transmit diversity (Tx2-Rx1) scheme, one can find that the TSTD

scheme can improve BER performance by about 2 dB at BER = 10−4.

As shown in Fig. 4.4, the signal of the transmit diversity scheme is more

stable than that of the no diversity scheme, which can explain the BER

performance improvement of the transmit diversity scheme over the no

diversity scheme even though the SNRs of these two diversity schemes

are about the same in Fig. 4.3.

• Recall that he diversity order can be roughly viewed as the slope of BER

v.s. SNR in the region with high SNRs where the slope does not increase

any more. The higher the diversity order, the steeper will be the slope

of the performance curve for BER v.s. SNR. As shown in the figure, the

(Tx2-Rx1) TSTD scheme indeed achieves the same diversity order as

the (Tx1-Rx2) receive diversity scheme. Furthermore, comparing the

Tx2-Rx2 and the Tx1-Rx4 schemes, we find that the Tx2-Rx2 scheme

can achieve about the same diversity order as the Tx1-Rx4 scheme but

at the cost of about 3 dB Eb/N0 loss. In this figure, it is demonstrated
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that employing multiple time switched transmit diversity or multiple

receive antennas can improve the UWB performance even though the

UWB channel possesses inherently rich diversity.

Note that because the UWB MIMO channel may perform differently from

the narrowband MIMO channel. For example, severe correlation between

channel paths may exist in a UWB channel. Thus, the above results should

be used cautiously as an upper bound that quantifies the extent to which

transmit or receive antenna combining techniques can improve the perfor-

mance for the PPM based UWB system. In the following, we will examine

how to exploit transmit diversity in the UWB channel from a different per-

spective – reducing the complexity of Rake receiver.

4.6.4 Effect of RAKE Finger Numbers

Figure 4.7 shows the BER performance of the PPM UWB system with dif-

ferent RAKE finger numbers. Two major remarks are given below:

• The transmit diversity scheme (Tx2-Rx1) with L = 30 (with the squared

legend) has the similar performance to the scheme (Tx1-Rx1) with

L = 50 (with the triangle legend). It is implied that the complexity of

Rake receiver can be alleviated at the cost of increasing the transmit

antennas by using time-switched transmit diversity.

• Because of inherit large path diversity, adding more transmit antennas

in the UWB system cannot increase the diversity order significantly. In

the figure, the slope of BER v.s. SNR for the cases of L > 50 with single

antenna (with the triangle legend) and that of L > 30 with two transmit

antennas (with the squared legend) are about the same. Nevertheless,

transmit diversity can slightly improve the BER performance for the
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PPM UWB system from the signal variance perspective as explained

in Fig. 4.4.

4.7 Conclusions

In this chapter, we have derived an analytical expression for the PPM signal

in an UWB channel characterized by the cluster effect and highly dense

frequency selective fading. Furthermore, we have demonstrated that the

time-switched transmit diversity combined with the template-based pulse

detection can improve the performance of the PPM based UWB system.

Through analysis and simulations, we have the following two major re-

marks:

• Although multiple transmit or receive antennas cannot deliver diver-

sity gain for the UWB system in the strict sense (i.e., improving the

slope of BER v.s. SNR), multiple transmit antennas can improve the

system performance in the manner of reducing signal variations. Thus,

transmit antennas can be used to reduce receiver complexity since the

number of fingers of a Rake receiver in the UWB system can be very

high.

• Multiple receive antennas can provide higher antenna array combining

gain. Because the transmitted power in the UWB system is extremely

low, multiple receive antennas techniques can be an effective approach

to improve the performance from the view point of coverage extension.
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Table 4.1: System Parameters

The UWB pulse width 1 ns

The sampling time (time bin) 1 ns

Simultaneous arrival path number n A modified Poisson process.

μH 2/3

μL 1/3

Average resolvable path power Exponential decay.

γ −5 dB

β 0.025

The PDF of the received signal power Gamma distribution.

The diversity schemes

1) no diversity, Tx1-Rx1,

2) receive diversity, Tx1-Rx2,

3) transmit diversity, Tx2-Rx1,

4) transmit diversity, Tx1-Rx4,

5) MIMO, Tx2-Rx2.

The modulation schemes PPM

The frame number f 2

The RAKE finger number L 10, 30, 50, 100, or 200

The delay time δ associated with PPM 1 ns
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Figure 4.1: The diversity schemes: a) no diversity, b) receive diversity, and

c) time-switched transmit diversity.
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Figure 4.2: An example of the UWB channel response in the time domain.
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Chapter 5

BER-Minimized

Space-Time-Frequency Codes

for MIMO Highly

Frequency-Selective

Block-Fading Channels

In this chapter, we present bit error rate (BER)-minimized space-time-frequency

(STF) block codes for multi-input multi-output (MIMO) highly frequency-

selective block-fading channels. We consider the IEEE 802.15.3a ultra-wide

band (UWB) channel models (CM) 1–4. Based on a new STF block codes

design criterion with the objective of minimizing BER, we develop an ef-

ficient searching algorithm for the design of the optimal STF block codes

which maximize the coding gain. For 128 subcarriers with two subcarriers

jointly encoding with 2–4 transmitting antennas, we find that the optimal

STF block codes for all the IEEE 802.15.3a UWB channel models CM 1–
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4 can be found. Furthermore, the designed STF block codes outperform

the recently published high-rate full-diversity STF codes [1] by 1 dB. Last,

the proposed STF codes can be decoded by maximum likelihood decoding

approach, which is simpler than the sphere decoding principle used in [1].

5.1 Motivation

The space-time-frequency (STF) coding is a technique which provides error

control ability in multi-input multi-output (MIMO) systems, which are usu-

ally combined with the orthogonal frequency-division multiplexing (OFDM)

technology. The main purpose of using the STF coding is to achieve the full

diversity gain. For example, in [1], the authors proposed STF codes which

achieve the diversity gain of NtNrKL, where Nt is the number of transmit

antennas, Nr is the number of receive antennas, K is the number of indepen-

dent fading blocks in one codeword, and L is the number of taps of channel

impulse response (CIR) between any pair of transmit and receive antennas.

The space diversity, time diversity, and frequency diversity are NtNr, K, and

L, respectively.

However, in a highly frequency-selective fading channel, the number of

taps of CIR could be very large. For example, in the IEEE 802.15.3a UWB

channel model [98], the number of taps of CIR is infinity theoretically and

about 1000 to 2000 practically. Thus, it is difficult to achieve the full fre-

quency diversity under the highly frequency-selective fading channel. Thus,

it motivates us to turn to a more fundamental problem: How to design

BER-minimized STF codes for MIMO highly frequency-selective block-fading

channels? Here the block-fading channel is defined as follows: The channel

remains the same within one fading block and is independent from one block
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to another one [1].

The difficulties of design BER-minimized STF block codes for the MIMO

highly frequency-selective block-fading channels can be discussed in three

aspects. Note that we take the IEEE 802.15.3a UWB channel model as an

example in this chapter.

1. First, the IEEE 802.15.3a channel model has four different sets of pa-

rameters, named CM1, CM2, CM3, and CM4. For different channels,

we have to design different codes to reflect the channel characteristics.

One challenging issue arises: Is there a universal code which is opti-

mal for all the four channel models CM 1 ∼ 4 for given numbers of

subcarriers and transmit antennas?

2. As the numbers of subcarriers and transmit antennas increase, the num-

ber of all possible codes becomes astronomical. Thus, the second chal-

lenge is to search the optimal codes efficiently.

3. Because traditional STF coding methods focus on linear codes, it will

be challenging to examine if there exist nonlinear optimal STF block

codes.

To our best knowledge, the design of STF block codes for the MIMO-

OFDM systems under the IEEE 802.15.3a channel models considering all

the three aforementioned challenges has not been seen in the literature.

5.2 System Model

Figure 5.1 shows our system block diagram. First, we divide the information

bits into groups. Each group has two bits. Then we pass the bits to our

STF block encoder. For example, if we want to encode across two transmit
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antennas and two subcarriers, then the codeword can be expressed as a ma-

trix. Then we use an OFDM modulator to allocate every elements in the

codeword to corresponding subcarriers and transmit antennas. That is, dij

is allocated on the i-th subcarrier and j-th antenna, for i = 1, 2 and j = 1, 2.

The transmitted signals pass the IEEE 802.15.3a UWB channel. The receiver

recovers the original information bits via inverse operations as in the trans-

mitter: We first use an OFDM demodulator to find the codewords. Then

we use a maximum likelihood (ML) STF block decoder to find the original

information bits.

5.3 BER Performance

In [19], the authors approximated the average pairwise error probability

(PEP) of MIMO-OFDM system under the IEEE 802.15.3a UWB channel

model as

Pe ≈ 1

π

∫ π/2

0

M∏
n=1

(
1 +

ρeign(S ◦RM)

4Nt sin
2 θ

)−KNr

dθ, (5.1)

where M is the number of OFDM subcarriers jointly encoded, ρ = Es/N0 is

the average signal-to-noise ratio (SNR), Es is the average transmitted energy

per symbol, eign(A) is the n-th largest eigenvalues of the matrix A,

S = (D− D̂)(D− D̂)H, (5.2)

where D and D̂ are two distinct STF block codes codewords. ◦ denotes the

Hadamard product [99], RM is the auto-covariance matrix of the channel:

RM =

⎡⎢⎢⎢⎢⎢⎢⎣
1 R(1)∗ . . .R(M − 1)∗

R(1) 1 . . .R(M − 2)∗

...
...

. . .
...

R(M − 1)R(M − 2). . . 1

⎤⎥⎥⎥⎥⎥⎥⎦ (5.3)
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where

R(m) = Ω0

Λ + g( 1
Γ
, m)

g( 1
Γ
, m)

λ+ g( 1
γ
, m)

g( 1
γ
, m)

(5.4)

and

g(a,m) = a+ j2πmΔf. (5.5)

Δf is the frequency separation between two adjacent subcarriers, Nt is the

number of transmit antennas jointly encoded, K is the number of OFDM

blocks jointly encoded, and Nr is the number of receive antennas.

At high SNR, the PEP in (5.1) can be upper bounded as

Pe �
r∏

n=1

(
ρ

4Nt
eign(S ◦RM)

)−KNr

, (5.6)

where r denotes the rank of matrix S ◦RM . (5.6) implies a diversity order

of rKNr and the coding gain is

CG =
1

4Nt

[
r∏

n=1

eign(S ◦RM)

]1/r

. (5.7)

From the numerical results in [19] we observe that although (5.6) is an ap-

proximated upper bound of PEP, it is close to the simulated symbol error

rate (SER).

5.4 The Universally Optimal STF Block Codes

design

In this section, we describe a criterion and a efficient searching algorithm of

the BER-minimized STF block codes.
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5.4.1 The Optimum Criterion

Our goal is to design the STF block codes to minimize Pe in (5.6). For given

ρ, Nt, Nr, K, and M , it is equivalent to maximize the term

q =
r∏

n=1

eign(S ◦RM) (5.8)

by designing the matrix S. Similar to the rank and determinant criteria of

the space-time block coding (STBC) [100], we have to maximize the minimal

q along the pairs of distinct codewords.

We first consider the simplest case. Let Ni be the number of input infor-

mation bits for each codeword D. Let M = Nt = Ni = 2. Let b1, b2 ∈ {0, 1}
be the two input bits. We use the binary phase shift keying (BPSK) modu-

lation. Let s1 and s2 be the two corresponding symbols, then si = mod (bi)

for i = 1, 2, where

mod (x) =

⎧⎪⎨⎪⎩
1, if x = 1,

−1, if x = 0.

(5.9)

The codeword D is a 2×2 matrix with each element being 1 or −1, i.e., D ∈
{1,−1}2×2. Then there are 22·2 = 16 different codewords. Since there are

two input bits, there are 22 = 4 possible inputs, i.e., b1b2 ∈ {00, 01, 10, 11}.
Hence, we have to choose four distinct codewords for these four different

inputs.

For the convenience of expression, let us define the demodulation function

dem(x) � mod −1(x) and the multiple digits version of dem(·) is defined as

dem(x) � [dem(x1), dem(x2), · · · , dem(xm)], (5.10)

where the vector x stands for an m-digit number and the i-th digit is xi for

1 ≤ i ≤ m.
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The following equation gives each codeword D a unique positive integer

n as its subscript:

Dn =

⎧⎨⎩
⎡⎣d11d12

d21d22

⎤⎦ : bd(dem(d) + 1) = n

⎫⎬⎭ , (5.11)

where the function bd(x) is to transform a binary number x into its decimal

form and d = [d11, d12, d21, d22]. Now, the set that contains all the codewords

is C = {D1,D2, . . . ,D16}. Let B be a subset of C and B contains four

codewords. Now, our problem can be mathematically described as finding a

set B∗ such that

B∗=arg max
B⊂C,|B|=4

min
D,D̂∈B,D
=D̂

r∏
n=1

eign(((D− D̂)(D− D̂)H) ◦RM), (5.12)

where |B| is the number of elements of B.

5.4.2 An Efficient Searching Algorithm for the Opti-

mal STF Block Codes

In order to simplify the representation of our problem and provide more

insight, we introduce a graph representation to our code space. We represent

each codeword as a vertex with number n, and between any two distinct

vertices there is an undirected edge with metric q. Then, for the M = Nt =

Ni = 2 case, we can use a complete graph [101] with 16 vertices which is

denoted by K16 to represent our code space. Then our problem becomes to

find the optimal K∗
4 in K16 such that the minimal metric in K∗

4 is the largest

one among that of all K4 in K16. There are
(
16
4

)
= 1820 distinct K4 in K16.

To find the minimal metric within each K4 we need to search for
(
4
2

)
= 6

metrics. Thus, we need to do 1820 · 6 = 10920 times of searching to find K∗
4 .
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For general M , Nt, and Ni, there are 2MNt vertices for the BPSK case.

The complexity of the complete search becomes

O

((
2MNt

2Ni

)(
2Ni

2

))
. (5.13)

The complexity grows rapidly asM , Nt, andNi increase. Thus, it is necessary

to find a more efficient algorithm to search for the optimal STF block codes.

For the case M = Nt = Ni = 2 and CM1, we find that the metric q takes

only on eight different values. Sorting these values in the decreasing order,

we then have q ∈ {64, 16.3314, 16, 8, 4, 1.32562, 0.331406, 0}. We find

that it will save many searching steps if we search K4 subject to the largest m

metrics for m = 1, 2, . . ., until we find all K∗
4 for a certain value of m. Let use

take the M = Nt = Ni = 2 case as an example. Please see Fig. 5.2. In this

figure, we show the graph representation of the code space. In Fig. 5.2(a),

we only consider the edges with the largest metric 64. Obviously, it does not

contain any K4. In Fig. 5.2(b), we consider the edges with the largest two

metrics: 64 and 16.3314. After searching, we also find that there is no K4

in this graph. In Fig. 5.2(c), we consider the edges with the largest three

metrics: 64, 16.3314, and 16. We find that there are totally eight K4 in this

graph, they are: {1, 7, 12, 14}, {1, 8, 10, 15}, {2, 8, 9, 15}, {2, 8, 11, 13},
{3, 5, 12, 14}, {3, 6, 12, 13}, {4, 5, 11, 14}, and {4, 6, 9, 15}. Note that we

do not need to search for the case m > 3, because we already find that the

max-min value of q is 16.

We use the same method to search the optimal STF block codes for CM2,

CM3, and CM4. CM2 and CM3 both have the same optimal STF block codes

as CM1 does, but there are nine optimal STF block codes for CM4. These

nine codes contains the eight optimal codes which are the same as that of

CM1 and an additional codes {4, 6, 11, 13}. This is an interesting discovery

that for different channel model, the optimal codes may be different. Thus,
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in order to design the optimal codes, we have to take the channel model into

account.

In order to design the codes that are optimal for all channel model, we

choose the eight optimal STF block codes for CM1 out of
(
22·2
4

)
= 1820

candidates. The next step is to transform these codes to a code structure.

Take the code {3, 5, 12, 14} as an example, which corresponds to the K4

with bold edges in Fig. 5.2(c). According to the matrix-indexing procedure

we defined in Section 5.4.1, we find these four integers correspond to the

following codewords:

D3 =

⎡⎣−1−1

1 −1

⎤⎦ ,D5 =

⎡⎣−1 1

−1−1

⎤⎦ ,
D12 =

⎡⎣1−1

1 1

⎤⎦ ,D14 =

⎡⎣ 1 1

−11

⎤⎦ . (5.14)

We assign these four codewords to the information bits 00, 01, 10, and 11,

respectively. Note that we can choose another assignment and the max-

min value of q will not change. To discover the code structure from these

codewords, we first consider the element in the first row and first column of

them. They are Di[1, 1] = {−1,−1, 1, 1}, where i ∈ {3, 5, 12, 14}. Since each

position can take values on −1 or 1, there are totally 24 = 16 possibilities.

We establish a truth table of these 16 values, as a function of s1 and s2. For

some cases, we find it is more convenient to express the function in terms of

b1 and b2. The truth table is listed in Table 5.1. Use this table to check the

function f(s, b) for all the elements of Di, we finally find the code structure

is ⎡⎣ s1 s2

−s2s1

⎤⎦ . (5.15)

It is the Alamouti coding scheme [102]. The other seven optimal code struc-
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tures are ⎡⎣ s1 s2

−s1s2s1

⎤⎦ ,
⎡⎣s1 s2

s2−s1s2

⎤⎦ ,
⎡⎣s1 s2

s2−s1

⎤⎦ ,
⎡⎣ s1 s2

−s1s2−s1

⎤⎦ ,
⎡⎣ s1 s2

−s2−s1s2

⎤⎦ ,
⎡⎣ s1 s2

−s2s1s2

⎤⎦ , and

⎡⎣ s1 s2

s1s2−s1

⎤⎦ . (5.16)

The pseudo code of our proposed searching algorithm for the optimal STF

block codes can be found in Algorithm 1. Note that in the ninth line we only

consider the vertices with degree being at least three because any vertex in

a K4 must satisfy this condition.

5.4.3 Optimal STF Block Codes for the Other Cases

We use the algorithm described in Section 5.4.2 to find the optimal STF

block codes for the case M = Ni = 2 and Nt = 3. We find that there are 54

different optimal STF block codes for all the four CM out of
(
23·2
4

)
= 635376

candidates. In order to simplify the expression of the code matrix, we define

s3 � s1s2, si′ � −si for i = 1, 2, 3, and sijk � [si sj sk]. Then, among these

54 optimal STF block codes, 28 of them have the form of⎡⎣s123′

sa

⎤⎦ (5.17)

and the other 26 codes have the form of⎡⎣s123

sb

⎤⎦ , (5.18)

where a ∈ {3’12, 23’1, 13’2’, 3’12’, 23’1’, 3’21’, 132, 231, 21’3’, 3’1’2, 231’,

3’2’1’, 21’3, 3’1’2’, 312, 2’13’, 321, 2’3’1, 312’, 2’13, 2’3’1’, 1’3’2’, 32’1, 2’31,

31’2, 1’32, 2’31’, 31’2’} and b ∈ {13’2, 3’12, 23’1, 3’21, 3’12’, 23’1’, 3’2’1,
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Algorithm 1: The searching algorithm for the optimal STF block

codes.
input : M , Nt, Ni, and CM.

output: B∗.

B∗ ← ∅1

G← K2MNt2

found ← False3

foreach 1 ≤ i, j ≤ 2MNt do4

S← (Di −Dj)(Di −Dj)
H

5

E(G)i,j ←
∏r

n=1 eign(S ◦RM(CM))6

metric ← list of distinct values of E(G) in decreasing order7

for m← 1 to Length(metric) do8

F ← ({e : e ∈ E(G), e ≥ metric[m]}, {v : v ∈ V (G), deg(v) ≥9

3})
foreach B, {B ⊂ F, |V (B)| = 2Ni} do10

if B is K2Ni then11

found← True12

B∗ ← B∗ ∪ {B}13

if found then14

return B∗
15
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Table 5.1: The truth table for discovering the code structure from the optimal

codewords. The operator∼ is bitwise NOT, & is bitwise AND, and | is bitwise

OR.

Di[1, 1] f(s, b)

{−1,−1,−1,−1} −1

{−1,−1,−1, 1} (−1)∼(b1&b2)

{−1,−1, 1,−1} (−1)(∼b1)|b2

{−1,−1, 1, 1} s1

{−1, 1,−1,−1} (−1)b1|(∼b2)

{−1, 1,−1, 1} s2

{−1, 1, 1,−1} −s1s2

{−1, 1, 1, 1} (−1)∼(b1|b2)

{1,−1,−1,−1} (−1)b1|b2

{1,−1,−1, 1} s1s2

{1,−1, 1,−1} −s2

{1,−1, 1, 1} (−1)(∼b1)&b2

{1, 1,−1,−1} −s1

{1, 1,−1, 1} (−1)b1&(∼b2)

{1, 1, 1,−1} (−1)b1&b2

{1, 1, 1, 1} 1
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21’3’, 3’1’2, 132’, 231’, 21’3, 3’1’2’, 2’13’, 2’3’1, 1’3’2, 312’, 2’13, 321’, 2’3’1’,

2’31, 31’2, 32’1’, 2’31’, 31’2’, 1’32’}. For the case M = Ni = 2 and Nt = 4,

we find 5148 different optimal STF block codes for all the four CM out of(
24·2
4

)
= 174792640 candidates. Due to the space limit, we do not list all

codes here. One of the optimal STF block codes is⎡⎣s1 s1 s2−s1s2

s2−s1s2s1 s2

⎤⎦ . (5.19)

For the case M = 3 and Ni = Nt = 2, there is an interesting fact. We

find that there does not exist any optimal STF block codes for all the four

CM out of
(
22·3
4

)
= 635376 candidates. For CM1, there are 0 linear code and

80 nonlinear codes. One of the nonlinear codes is⎡⎢⎢⎢⎣
s1 s1

−1 s2

−s1s2s1s2

⎤⎥⎥⎥⎦ . (5.20)

For CM2, there are 48 linear codes and 144 nonlinear codes. One of the

linear codes and one of the nonlinear codes are⎡⎢⎢⎢⎣
s1 s1

s1 s2

s2−s2

⎤⎥⎥⎥⎦ and

⎡⎢⎢⎢⎣
s1 s1

−1 s2

−s1s2s1s2

⎤⎥⎥⎥⎦ , (5.21)

respectively. For CM3, there are 0 linear code and 16 nonlinear codes. One

of the nonlinear codes is ⎡⎢⎢⎢⎣
s1 s1

s2 −s1s2

−s1s2 −s2

⎤⎥⎥⎥⎦ . (5.22)

For CM4, there are 0 linear code and 16 nonlinear codes. One of the nonlinear
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codes is ⎡⎢⎢⎢⎣
s1 s1

s2 −s1s2

−s1s2 −s2

⎤⎥⎥⎥⎦ . (5.23)

Due to the space limit, we do not list all optimal codes here.

For the case M = Nt = 3 and Ni = 2, we find that there does not exist

any optimal STF block codes for all the four CM out of
(
23·3
4

)
= 2829877120

candidates. For CM1, there are 0 linear code and 96 nonlinear codes. One

of the nonlinear codes is ⎡⎢⎢⎢⎣
s1 s2 s1

−s1s2−1 s1s2

s2 −s1 s2

⎤⎥⎥⎥⎦ . (5.24)

For CM2, there are 0 linear code and 192 nonlinear codes. One of the non-

linear codes is ⎡⎢⎢⎢⎣
s1 s2 s1

−s1s2s1 −s2

s2 s1−s1s2

⎤⎥⎥⎥⎦ . (5.25)

For CM3, there are 0 linear code and 288 nonlinear codes. One of the non-

linear codes is ⎡⎢⎢⎢⎣
s1 s2 s1

−s1s2s1 −s2

s2 s1−s1s2

⎤⎥⎥⎥⎦ . (5.26)

For CM4, there are 0 linear code and 48 nonlinear codes. One of the nonlinear

codes is ⎡⎢⎢⎢⎣
s1 s2 −s1s2

−s1s2 s2 −s1

s1 −s2−s1s2

⎤⎥⎥⎥⎦ . (5.27)

For the case M = 3, Nt = 4, and Ni = 2, we find that the set of optimal

STF block codes for all the four CM are the same. There are totally 1464
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optimal codes out of
(
24·3
4

)
= 11710951848960 candidates and they are all

nonlinear. One of the optimal codes is⎡⎢⎢⎢⎣
s1 s2 s1 s2

s2 −s1s2−s1s2 −s1

−s1s2 s1 −s2 −s1s2

⎤⎥⎥⎥⎦ . (5.28)

For the case M = 4 and Ni = Nt = 2, we find that there does not exist

any optimal STF block codes for all the four CM out of
(
22·4
4

)
= 174792640

candidates. For CM1, there are 0 linear code and 18 nonlinear codes. One

of the nonlinear codes is ⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1

−s1 s1

s2 s2

−s1s2s1s2

⎤⎥⎥⎥⎥⎥⎥⎦ . (5.29)

For CM2, there are 10 linear codes and 18 nonlinear codes. One of the linear

codes and one of the nonlinear codes are⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1

−s1 s1

s2 s2

s2 −s2

⎤⎥⎥⎥⎥⎥⎥⎦ and

⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1

−s1 s1

s2 s2

−s1s2s1s2

⎤⎥⎥⎥⎥⎥⎥⎦ , (5.30)

respectively. For CM3, there are 32 linear codes and 64 nonlinear codes. One

of the linear codes and one of the nonlinear codes are⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1

s1−s1

s2 s2

s2−s2

⎤⎥⎥⎥⎥⎥⎥⎦ and

⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1

s1 −s1

s2 s2

−s1s2s1s2

⎤⎥⎥⎥⎥⎥⎥⎦ , (5.31)

respectively. For CM4, there are 0 linear codes and 160 nonlinear codes. One
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of the nonlinear codes is ⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1

s2 −s1s2

−s1s2 s2

s2 s1s2

⎤⎥⎥⎥⎥⎥⎥⎦ . (5.32)

For the case M = 4, Ni = 2, and Nt = 3, we find that there does

not exist any optimal STF block codes for all the four CM out of
(
23·4
4

)
=

11710951848960 candidates. For CM1, there are 0 linear code and 2112 non-

linear codes. One of the nonlinear codes is⎡⎢⎢⎢⎢⎢⎢⎣
s1 s1 s1

s2 s2 −s2

−1−s1s2−s1s2

s1 −s1s2 s1s2

⎤⎥⎥⎥⎥⎥⎥⎦ . (5.33)

For CM2, there are 0 linear code and 4608 nonlinear codes. One of the

nonlinear codes is ⎡⎢⎢⎢⎢⎢⎢⎣
s1 s2 −s1s2

−s1s2 s1 s2

s2 −1 s1s2

−s1s2−s1 s2

⎤⎥⎥⎥⎥⎥⎥⎦ . (5.34)

For CM3, there are 0 linear code and 384 nonlinear codes. One of the non-

linear codes is ⎡⎢⎢⎢⎢⎢⎢⎣
s1 s2 −s1s2

s2 −s1s2 −s2

s1 s2 s1s2

−s1s2 −s2 s1

⎤⎥⎥⎥⎥⎥⎥⎦ . (5.35)

For CM4, there are 0 linear code and 96 nonlinear codes. One of the nonlinear
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Table 5.2: The coding gain of the optimal codes we have found in Section

5.4.

Coding Gain (dB) CM1 CM2 CM3 CM4

Nt = 2 0 0 0 0

Nt = 3 0.64 0.66 0.71 0.84

Nt = 4 0.49 0.50 0.54 0.61

codes is ⎡⎢⎢⎢⎢⎢⎢⎣
s1 s2 −s1s2

−s1s2 s2 −s1

s1 −s2−s1s2

−s1s2−s2 −s1

⎤⎥⎥⎥⎥⎥⎥⎦ . (5.36)

5.5 Properties of the Optimal STF Block Codes

5.5.1 Coding Gain

The coding gain of a code can be computed via (5.7). In Table 5.2 we list

the coding gain of the optimal codes we have found in Section 5.4. For the

Nt = 2 case, the optimal STF block code is Alamouti code. Its coding gain

is one [100]. For the Nt = 3 and Nt = 4 cases, we find that the coding gain

is greater than 0 dB by a little amount. Thus, we can predict that the BER

performance of these three codes will be very close.

5.5.2 The Linearity

In Table 5.1, we observe that some elements only associate with linear op-

erations, they are −1, s1, s2,−s2,−s1, and 1. The other ten elements use
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nonlinear operations. In the STBC cases, we usually consider the code struc-

ture that only use the linear operations for the simplicity. Some examples

are given in [100, Chapter 3]. Using the complete search, we find that al-

most all optimal STF block codes in Section 5.4 use nonlinear operations.

Thus, our searching algorithm can find the codes use linear operations as

well as nonlinear operations. The story also tell us that it is necessary to

consider the codes which use nonlinear operations and is much different from

the traditional STBC which only use linear operations.

5.5.3 Diversity Order

The diversity order of a code is rKNr. The optimal codes we found above

all have the same value of r for the same values of M , Ni, Nt, and CM

and the same modulation. Thus, for the same values of K and Nr, the

optimal codes achieves the same diversity order under the same condition.

The values of r for different kinds of optimal codes are listed in Table 5.3.

From this table, we find a interesting fact. Sometimes the optimal codes

achieve different diversity order for different values of CM. For example,

when M = 3, Ni = 2, Nt = 2, and the modulation is BPSK, the diversity

order is two for CM1 and CM2 and three for CM3 and CM4.

5.6 Numerical Results

Our simulation environment is a multiband UWB MIMO system. The num-

ber of total subcarriers is 128 and the sub-band bandwidth is 528 MHz. We

apply the IEEE 802.15.3a UWB channel model CM 1 ∼ 4 [98].
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Table 5.3: The values of r which is the rank of matrix S ◦RM for different

kinds of optimal STF block codes.

M Ni Nt CM modulation r

2 2 2 1–4 BPSK 2

2 2 2 1–4 QPSK 2

2 2 3 1–4 BPSK 2

2 2 4 1–4 BPSK 2

3 2 2 1,2 BPSK 2

3 2 2 3,4 BPSK 3

3 2 3 1 BPSK 2

3 2 3 2–4 BPSK 3

3 2 4 1–4 BPSK 3

4 2 2 1 BPSK 3

4 2 2 2,3 BPSK 2

4 2 2 4 BPSK 4

4 2 3 1 BPSK 3

4 2 3 2–4 BPSK 4
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5.6.1 Impact of Number of Transmit Antennas Jointly

Encoded (Nt) for Two Subcarriers Jointly En-

coded (M = 2)

Figure 5.3 shows the impact of number of transmit antennas jointly encoded

on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes

for the M = Ni = 2 case. Figs. 5.3(a), 5.3(b), and 5.3(c) are for the cases

Nt = 2, 3, 4, respectively. For each sub-figure, the BER decreases as CM

increases. This phenomenon can be explained by the coding gain. In Table

5.2, the coding gain increases as CM increases for the cases Nt = 34, thus

the BER decreases.

Moreover, we find a surprising fact. The BER in Figs. 5.3(a), 5.3(b), and

5.3(c) are almost the same for the same CM. In other words, the BER for a

certain CM does not change as the number of transmit antennas increases.

This result is quite different from the STBC case. In STBC, increasing the

number of transmit antennas will decrease the BER performance [100]. Thus,

we may conclude that in the MIMO-UWB systems, using multiple transmit

antennas does not provide significant improvement to the BER performance,

because the UWB channels already possess rich diversity inherently. In the

uncoded UWB systems using multiple antennas, there exists the same phe-

nomenon [103].

5.6.2 Effect of Number of Receive Antennas

Figure 5.4 shows the effect of number of receive antennas on the BER for

CM1, CM2, CM3, and CM4 for the optimal STF block codes for the M =

Ni = Nt = 2, Nr = 12 cases. We find that the BER decreases as CM

increases. Thus we can conclude that our optimal STF block codes can
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exploit the channel fading to improve the performance. On the other hand,

increasing the number of receive antennas can significantly decrease the BER

because Nr is proportional to the diversity order. In the uncoded UWB

systems using multiple antennas, there exists the same phenomenon again

[103].

5.6.3 Effect of Number of Transmit Antennas Jointly

Encoded (Nt) for Three Subcarriers Jointly En-

coded (M = 3)

Figure 5.5 shows the effect of number of transmit antennas jointly encoded

on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes

for the M = 3 and Ni = 2 case. The modulation is BPSK. The sub-figures

(a), (b), and (c) correspond to the cases Nt = 2, 3, and 4, respectively. As

the same in the M = 2 case, when the number of channel model increases,

the BER decreases. However, unlike the M = 2 case which has diversity

order of 2, the M = 3 case has diversity order of 2 for the Nt = 2 and CM

= 1, 2, Nt = 3 and CM = 1 cases. The diversity order equals to 3 for other

cases. This can be seen both from Fig. 5.5 and Table 5.3. Moreover, as

the number of transmit antennas Nt increase, the BER decreases. Thus, the

optimal STF block codes in the M = 3 case improve the BER performance

when Nt increases. In the M = 2 case, this phenomenon does not occur. On

the other hand, compared with the M = 2 case, the M = 3 case has better

BER performance. Hence, increasing the number of subcarriers which are

jointly encoded also improves the BER performance.
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5.6.4 Effect of Number of Transmit Antennas Jointly

Encoded (Nt) for Four Subcarriers Jointly En-

coded (M = 4)

Figure 5.6 shows the effect of number of transmit antennas jointly encoded

on the BER for CM 1 ∼ 4 for the optimal STF block codes for M = 4 and

Ni = 2. Figs. 5.6(a) and 5.6(b) show the BER for Nt = 23, respectively.

Like the M = 3 case, the BER decreases as CM or Nt increase. Different

CM have different diversity orders. The M = 4 case also has better BER

performance than the M = 3 case does.

5.6.5 BER Comparison with STF Codes in [1] and [2]

Figure 5.7 shows the BER comparison of our code with Chusing’s code [2]

and Zhang’s code [1] for the M = 4, Ni = 2, Nr = 1, Nt = 2 case in the IEEE

802.15.3a UWB channel model CM4. We can see that the diversity gains of

the three codes are the same, but our code has better BER performance than

Chusing’s and Zhang’s codes do. At BER = 10−4, the coding gain between

our code and Chusing’s code is about 8 dB and the coding gain between our

code and Zhang’s code is about 1 dB.

5.7 Conclusions

In this chapter, we study the BER-minimized STF block codes design for

the MIMO highly frequency-selective block fading channels. We consider

the IEEE 802.15.3a UWB channel model. Based on the BER analysis under

the aforementioned environment in [19], we provide a BER-minimized design

criterion, an efficient searching algorithm for the optimal STF block codes,
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and optimal BER performance curves. Among our proposed optimal STF

block codes, we find that almost all of them need nonlinear operations in the

encoder. Thus it is necessary to consider nonlinear codes when we design

the optimal STF block codes for the MIMO-OFDM systems under the IEEE

802.15.3a UWB channel model. When the number of subcarriers M which

are jointly encoded is equal to two and the number of transmit antennas

Nt is 2 ∼ 4 or M = 3, Nt = 4, the optimal STF block codes for all the

IEEE 802.15.3a UWB channel models CM 1 ∼ 4 can be found according to

the proposed code search algorithm in the above considered cases. When 1)

M = 3, Nt = 2 ∼ 3, and 2) M = 4, Nt = 2 ∼ 3, there does not exist optimal

STF block codes for all the four UWB channel models. We also find that the

BER decreases as CM increases, i.e., our optimal STF block codes provide

better BER performance when the channel fading is more severe. On the

other hand, increasing the number of transmit antennas does NOT improve

the BER performance for the MIMO-UWB systems when M = 2. This is

similar to the case of the uncoded MIMO-UWB systems but opposite to the

STBC case. However, increasing the number of received antennas improves

the BER performance for the MIMO-UWB systems. This is similar to the

STBC case. We also find that the diversity order is different for different CM

in the M = 3 ∼ 4, Nt = 2 ∼ 3 cases. Compared with other STF codes [1, 2]

for multiband UWB-MIMO communication systems, our code has about 1

and 8 dB coding gain at BER = 10−4, respectively.
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Figure 5.1: The system block diagram.
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(c)

Figure 5.2: Illustration of our proposed efficient searching algorithm for the

optimal STF block codes for two subcarriers jointly encoded, two transmit

antennas jointly encoded, and two input information bits for each codeword.

We search complete graphs with four vertices subject to the largestmmetrics.

(a) m = 1. (b) m = 2. (c) m = 3.
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Figure 5.3: The effect of different number of transmit antennas jointly en-

coded (Nt) on the BER for CM1, CM2, CM3, and CM4 for the optimal STF

block codes for two subcarriers jointly encoded and two input information

bits for each codeword. The modulation is BPSK. (a) Nt = 2. (b) Nt = 3.

(c) Nt = 4.
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Figure 5.4: The effect of number of receive antennas (Nr) on the BER for

CM1, CM2, CM3, and CM4 for the optimal STF block codes for two sub-

carriers jointly encoded, two input information bits for each codeword, and

two transmit antennas jointly encoded. Nr = 1 and 2. The modulation is

BPSK.
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Figure 5.5: The effect of number of transmit antennas jointly encoded (Nt)

on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes

for three subcarriers jointly encoded and two input information bits for each

codeword. The modulation is BPSK. (a) Nt = 2. (b) Nt = 3. (c) Nt = 4.
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Figure 5.6: The effect of number of transmit antennas jointly encoded (Nt)

on the BER for CM1, CM2, CM3, and CM4 for the optimal STF block codes

for four subcarriers jointly encoded and two input information bits for each

codeword. The modulation is BPSK. (a) Nt = 2. (b) Nt = 3.
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Figure 5.7: The BER comparison of our code versus Zhang’s code [1] and

Chusing’s code [2] for three subcarriers jointly encoded, two input informa-

tion bits for each codeword, one receive antenna, and three transmit antennas

jointly encoded in the IEEE 802.15.3a UWB channel model CM4. The mod-

ulation is BPSK.
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Chapter 6

Statistical Analysis of A

Mobile-to-Mobile Rician Fading

Channel Model

Mobile-to-mobile communication is one of the important applications for the

intelligent transport systems and mobile ad hoc networks. In these systems,

both the transmitter and receiver are in motion, subjecting to the signals to

Rician fading and different scattering effects. In this chapter, we present a

double-ring with a LOS component scattering model and a sum-of-sinusoids

simulation method to characterize the mobile-to-mobile Rician fading chan-

nel. The developed model can facilitate the physical layer simulation for a

mobile ad hoc communication systems. We also derive the autocorrelation

function, level crossing rate (LCR), and average fade duration (AFD) of the

mobile-to-mobile Rician fading channel and verify the accuracy by simula-

tions.
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6.1 Motivation

Mobility affects wireless networks significantly. In traditional cellular sys-

tems, the base station is stationary and only mobile terminals are in motion.

However, in many new wireless systems, such as intelligent transport systems

(ITS) and mobile ad hoc networks, a mobile connects directly to another

mobile without the help of fixed base stations. Thus, how mobility affects a

system of which both the transmitter and the receiver move simultaneously

becomes an interesting problem.

6.2 Scattering Environment

This section describes a double-ring with a LOS component scattering model

for the mobile-to-mobile Rician fading channel. For comparison purpose, the

independent double-ring scattering model for the mobile-to-mobile Rayleigh

fading channel is also presented.

6.2.1 Traditional Double-Ring Scattering Model

In a mobile-to-mobile communication channel, the antenna heights of both

the transmitter and the receiver are below the surrounding objects, it is thus

likely that both the transmitter and the receiver experience rich scattering

effect in the propagation paths. [20] showed an independent two-ring scat-

tering environment for characterizing the mobile-to-mobile Rayleigh fading

channel. According to this scattering model, a sum-of-sinusoids method was

suggested to approximate the mobile-to-mobile Rayleigh fading channel. The

scatterers are assumed to be uniformly distributed. Let the transmitter and

receiver move at the speeds of v1 and v2, respectively. For all MN indepen-
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dent paths, the amplitude of the normalized complex signal received in the

mobile-to-mobile Rayleigh fading channel can be expressed as

Y (t) =

√
1

MN

M∑
m=1

N∑
n=1

exp[j(2πf1t cosαn

+2πf2t cosβm + φnm)] , (6.1)

where f1 = |v1|
λ

and f2 = |v2|
λ

are the maximum Doppler frequencies resulted

from the motion of TX and RX, respectively. |v| denotes the length of a

vector v while λ is the carrier wavelength. In (6.1),

αn =
2nπ − π + θn

4N
(6.2)

and

βm =
2(2mπ − π + ψm)

4M
, (6.3)

where the angles of departure in each scattering path (θn) and the angle of

arrival (ψm) and φnm in Y (t) are all independent uniform random variables

over [−π, π). It was proved in [54] and [20] that the autocorrelation function

of the complex envelope Y (t) is equal to

RY Y (τ) =
J0(2πf1τ)J0(2πf2τ)

2
, (6.4)

where J0(·) is the zeroth-order Bessel function of the first kind.

6.2.2 Double-Ring with a LOS Component Scattering

Model

In some situations, certain LOS components exist between the transmitter

and the receiver. Figure 6.1 shows the proposed “double-ring with a LOS

component” scattering model. In addition to the two scattering rings, a LOS

component is added between the transmitter and the receiver. It is complex
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to present the LOS component by a mathematical formula, especially when

both the transmitter and the receiver are in motion. Therefore, we use the

concept of relative motion to simplify the problem. Figure 6.2 shows the

relative velocity (v3) of the transmitter to the receiver if the velocity of the

receiver is set to be zero. In the figure, θ3 is the angle between v3 and the

LOS component. The relative velocity of the transmitter v3 can be derived

as follows:

|v3| =
√

(|v1| cos θ12 − |v2|)2 + (|v1| sin θ12)2 , (6.5)

θ3 = θ1 + θ13 , (6.6)

where θ12 is the angle between vectors v1 and v2; θ1 is the angle between

vector v1 and LOS component and the angle between vectors v1 and v3 is

θ13 = cos−1

( |v1|2 + |v3|2 − |v2|2
2|v1||v3|

)
. (6.7)

Thus, the LOS component of the mobile-to-base station case can be expressed

as

LOS =
√
K exp[j(2πf3t cos θ3 + φ0)] , (6.8)

where K is the ratio of the specular power to the scattering power, f3 is

the Doppler frequency caused by v3 and the initial phase φ0 is uniformly

distributed over [−π, π).

6.3 Sum-of-Sinusoids Rician Fading Simula-

tor

According to the “double-ring with a LOS component” scattering model

shown in Fig. 6.1, a new sum-of-sinusoids Rician fading simulator for the

mobile-to-mobile communication is developed.
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6.3.1 Signal Model for Double-Ring with a LOS com-

ponent Scattering

Because Rayleigh fading is a special case of Rician fading without the spec-

ular component, the received complex signal of the mobile-to-mobile Rician

fading channel is equivalent to the sum of the scattering signal and a LOS

component. Therefore, with reference to (6.1) and (6.8) the received complex

envelope of the mobile-to-mobile Rician fading channel can be written as

Z(t) =
Y (t) +

√
K exp[j(2πf3t cos θ3 + φ0)]√

1 +K
. (6.9)

The complex signal Z(t) is decomposed into the in-phase component Zc(t)

and the quadrature component Zs(t). Then it follows that

Z(t) = Zc(t) + jZs(t) , (6.10)

where

Zc(t) =
Yc(t) +

√
K cos(2πf3t cos θ3 + φ0)√

1 +K
, (6.11)

Zs(t) =
Ys(t) +

√
K sin(2πf3t cos θ3 + φ0)√

1 +K
, (6.12)

Yc(t) = �{Y (t)} , (6.13)

and

Ys(t) = �{Y (t)} . (6.14)
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6.3.2 Second-Order Statistics

The second-order statistical properties of Z(t) are then derived. The auto-

correlation function of Zc(t) can be calculated as

RZcZc(τ)

= E [Zc(t)Zc(t+ τ)]

=
1

1 +K

{
1

MN

E

[
M∑
m=1

N∑
n=1

cos(2π(f1 cosαn + f2 cos βm)t+ φnm)

N∑
p=1

M∑
q=1

cos(2π(f1 cosαp + f2 cosβq)(t+ τ) + φpq)

]
+KE [cos(2πf3t cos θ3 + φ0) cos(2πf3(t+ τ) cos θ3

+φ0)] +

√
K

MN
A+

√
K

MN
B

}
, (6.15)

where E is the statistical expectation operator,

A = E

[
M∑
m=1

N∑
n=1

cos(2π(f1 cosαn + f2 cosβm)t+ φnm)

cos(2πf3(t+ τ) cos θ3 + φ0)] = 0 (6.16)

and

B = E

[
cos(2πf3t cos θ3 + φ0)

M∑
m=1

N∑
n=1

cos(2π(f1 cosαn

+f2 cos βm)(t+ τ) + φnm)] = 0 . (6.17)
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Because φnm, θn, ψm, and φ0 are mutually independent random variables,

RZcZc(τ) can be further simplified as

RZcZc(τ)

=
1

1 +K

{
1

2NM

E

[
N∑
n=1

cos(2πf1τ cosαn)
M∑
m=1

cos(2πf2τ cosβm)

−
N∑
n=1

sin(2πf1τ cosαn)

M∑
m=1

sin(2πf2τ cos βm)

]
+KE [cos(2πf3t cos θ3 + φ0)

cos(2πf3(t+ τ) cos θ3 + φ0)]}

=
1

1 +K

[
2

π

∫ π
2

0

cos(2πf1τ cosα)dα

1

π

∫ π

0

cos(2πf2τ cos β)dβ

−2

π

∫ π
2

0

sin(2πf1τ cosα)dα
1

π

∫ π

0

sin(2πf2τ cosβ)dβ

]

+
K

2(1 +K)
cos(2πf3τ cos θ3) . (6.18)

Consequently,

RZcZc(τ) =
J0(2πf1τ)J0(2πf2τ) +K cos(2πf3τ cos θ3)

2(1 +K)
(6.19)

is obtained. Similarly, other time-correlation functions of Z(t) can be ob-

tained as follows:

RZsZs(τ) =
J0(2πf1τ)J0(2πf2τ) +K cos(2πf3τ cos θ3)

2(1 +K)
; (6.20)

RZcZs(τ) =
K sin(2πf3τ cos θ3)

2(1 +K)
; (6.21)

RZsZc(τ) = −K sin(2πf3τ cos θ3)

2(1 +K)
; (6.22)
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and

RZZ(τ) =
J0(2πf1τ)J0(2πf2τ) +K exp(j2πf3τ cos θ3)

1 +K
. (6.23)

Similar derivation and results for mobile-to-base Rician fading channels can

be found in [25, 104, 105].

6.3.3 Signal Model with Single-Ring Scattering

For comparison purpose, the Rician fading channel model developed from the

single-ring scattering model is shown [56]. Note that the single-ring model

developed for mobile-to-base channels may not be directly used for mobile-

to-mobile channels. In Fig. 6.3, scatterers are distributed around the mobile

terminal and there exists a LOS component between the TX and the RX.

In this model, the received signal is the sum of signals from each scattering

path with a LOS component. It was shown in [105] that the theoretical

autocorrelation function of the complex envelope of fading signal Z(t) for

the single-ring model is

RZZ(τ) =
J0(2πf1τ) +K exp(j2πf3τ cos θ3)

1 +K
. (6.24)

We will see later in the numerical results that the new double-ring with a

LOS component scattering model is more accurate then the single-ring model

through the simulation.

6.4 Higher-Order Statistics

6.4.1 Level Crossing Rate

The fading envelope is denoted as a(t), the derivative of the fading envelope

as ȧ(t), the PDF of the fading envelope as pa(a), and the PDF of the slope of
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the fading envelope as pȧ(ȧ). Then the level crossing rate (LR) of the fading

envelope |Z(t)| with respect to a specified level R can be calculated by [106]

LR =

∫ ∞

0

ȧpa,ȧ(R, ȧ)dȧ (6.25)

where pa,ȧ(a, ȧ) is the joint distribution function of a and ȧ. Now, the key

issue is to find the joint distribution pa,ȧ(a, ȧ).

From [107] and [108], we know that the joint distribution of the fading

envelope and envelope slope of a Rician fading signal can be expressed as [109]

pa,ȧ(a, ȧ) =

√
1

2πb2
exp

(
− ȧ2

2b2

)
· a
b0

exp

(
−a

2 + s2

2b0

)
I0

(
as

b0

)
(6.26)

where

s2 = E[Zc(t)]
2 + E[Zs(t)]

2 ; (6.27)

Ωp = E[a2] = s2 + 2b0 ;

s2 =
KΩp

K + 1
; 2b0 =

Ωp

K + 1
;

where In(·) is the modified nth-order Bessel function of the first kind. Ωp

is the square mean of the fading envelope; s2 is the power of the specular

component and 2b0 is the scattered power. Note that (6.26) holds only when

the frequency of the specular component (fs) equals the carrier frequency

(fc). This means that the Doppler shift of the specular component is zero.

This situation occurs only when the impinging angle θ3 is fixed at 90 or 270

degrees.

From (6.26), it is implied that a and ȧ are mutually independent. Thus,

we have

pȧ(ȧ) =

√
1

2πb2
exp

(
− ȧ2

2b2

)
(6.28)
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and

pa(a) =
a

b0
exp

(
−a

2 + s2

2b0

)
I0

(
as

b0

)
. (6.29)

Then LR can be simplified as

LR = pa(R)

∫ ∞

0

ȧpȧ(ȧ)dȧ

= pa(R)

√
b2
2π

, (6.30)

where b2 = −d2RZZ(τ)/dτ 2|τ=0 [108]. Recall that the auto-correlation func-

tion RZZ(τ) of the faded signal Z(t) is derived in (6.23). After derivation, b2

can be expressed as

b2 =
2π2 (f 2

1 + f 2
2 + 2K cos2 θ3f

2
3 )

K + 1
. (6.31)

Note that b2 here is different from that in [105], which is b2 = 2π2b0f
2
3 (1 +

2 cos2 θ3). Because we consider the mobile-to-mobile double-ring model here,

b2 here is a function of f1, f2, and f3, but b2 in [105] only associates with a

single Doppler frequency f3.

When θ3 is 90 or 270 degrees, substituting (6.27) and (6.31) into (6.30)

yields

LR =
2(K + 1)R

Ωp

√
b2
2π

exp

(
−K − (K + 1)R2

Ωp

)
·I0

(
2R

√
K(K + 1)

Ωp

)
. (6.32)

For the general case where θ3 can take a random value, the LCR has no closed

form solution. In [105], the LCR with uniform impinging angles was shown

for the mobile-to-base Rician channels. For the special case of the single-ring

model (that is, f1 = f3, f2 = 0) with θ3 being 90 or 270 degrees, b2 can be

simplified as that in [105] and (6.32) can be simplified to (16) in [105].
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From (15a) in [105] with an assumption that θ3 is uniform distributed on

[0, 2π), we can also have

LR =

√
2(1 +K)

πΩp
Rf3 · exp

[
−K − (1 +K)R2

Ωp

]

·
∫ π

0

[
1 +

2

R

√
ΩpK

1 +K
cos2 θ3 · cosα

]

· exp

[
2R

√
K(1 +K)

Ωp
cosα− 2K cos2 θ3 · sinα

]
dα. (6.33)

When θ3 is 90 or 270 degrees, (6.33) can be simplified to (6.32).

6.4.2 Average Fade Duration

According to the definition in [106], the average fade duration (τ̄R) for a

specified level R is

τ̄R =
P (a ≤ R)

LR
. (6.34)

Since the envelope of the signal is Rician distributed, τ̄R can be expressed as

τ̄R =
1−Q

(√
2K,

√
2(K+1)

Ωp
R

)
LR

, (6.35)

where the Marcum’s Q function is defined as

Q(a, b) =

∫ ∞

b

x exp

(
−x

2 + a2

2

)
I0(ax)dx . (6.36)

6.5 Numerical Results

This section first validates the proposed sum-of-sinusoids mobile-to-mobile

Rician fading simulator, and then compare the correlation functions, PDF

and the LCR and AFD of the proposed model with the theoretical values.
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Consider that the maximum Doppler frequency for TX and RX is 100Hz and

20Hz, respectively, and θ1 = π/3, θ12 = π/5. From these values we can find

that θ3 = 1.1865.

6.5.1 Effects of Rician Factor

Figure 6.4 shows the correlation properties of the proposed sum-of-sinusoids

mobile-to-mobile simulator. The solid line in the figure represents the the-

oretical value and the dashed line represents the simulation results of the

proposed channel model. Clearly, the two values match quite well for differ-

ent Rician factors. Furthermore, for the same delay time τ , the magnitude

of the channel correlation (RZZ(τ)) is proportional to the magnitude of the

Rician factor (K). With reference to (6.23), it can be seen that for a large

enough delay time τ , J0(2πf1τ)J0(2πf2τ) ≈ 0 and J0(2πf1τ)J0(2πf2τ) �
K exp(2πf3τ cos θ3). Thus, it follows that

�{RZZ(τ)} � �
{

K

1 +K
exp(j2πf3τ cos θ3)

}
=

K

1 +K
cos(2πf3τ cos θ3) . (6.37)

Therefore, the maximum amplitude of the autocorrelation function RZZ(τ)

is proportional to K
1+K

because −1 ≤ cos(2πf3τ cos θ3) ≤ 1. As K increases,

the peaks of RZZ(τ) are close to one.

6.5.2 Comparison of Double-Ring with a LOS Compo-

nent Model and Single-Ring Model

This part compares the proposed mobile-to-mobile Rician channel model

developed from the double-ring with a LOS component scattering model

with that developed from the single-ring scattering model [25] for different
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Rician factors and different numbers of scatterers. The main purpose of the

comparison is to demonstrate that it is more suitable to employ the double-

ring scattering model to characterize the mobile-to-mobile communication

channel, i.e., the single-ring model developed for mobile-to-base channels

may not be directly used for mobile-to-mobile channels. Figure 6.5 show

the correlation of the double-ring model with eight scatterers, the single-

ring model with eight scatterers, the single-ring model with 64 scatterers

and the theoretical correlation functions for K = 1. Obviously, the double-

ring model matches the ideal curve for �[RZZ(τ)] perfectly and yields better

performance than the single-ring model even when 64 scatterers are used in

the single-ring model. The difference between the two scattering models is

significant.

6.5.3 LCR and AFD

Figure 6.6 shows the LCR of a mobile-to-mobile Rician channel fading enve-

lope obtained using the sum-of-sinusoids method and that from theoretical

analysis. As can be seen, LCR decreases with increase in the Rician fac-

tor. This phenomenon can be explained by the fact that channel fading

has greater correlation with larger amount of LOS components. Once the

correlation arises, the change in channel fading decreases.

Figure 6.7 shows the analytical and simulated values of the normalized

AFD for different Rician factors. As shown in the figure, the larger the Rician

factor, the larger the AFD is. This property is caused by higher correlation

of fading envelope for a larger Rician factor. Thus, if the signal envelope

fades below a specified level, it is less likely that it will exceed the level.

The numerical results for LCR and AFD show some deviation of the

simulation from the theoretical values, especially for small K (1 and 3). The
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simulation curves consistently fall below the analytical curves, which do not

occur for the larger values of K. This is because when K is small, the

scatterers term will dominate the double-ring model. The simulation can

only produce finite scatterers which cannot approach the ideal case enough,

thus the deviation occurs. When K is large, the LOS term dominates the

double-ring model, hence the problem of finite number of scatterers is not so

significant compared to the cases of small values of K.

6.6 Conclusions

In this chapter, a sum-of-sinusoids-based mobile-to-mobile Rician fading sim-

ulator is developed. The double-ring scattering model is proposed for char-

acterizing the mobile-to-mobile communication environment with LOS com-

ponents. Furthermore, the theoretical correlation functions of the mobile-to-

mobile Rician channel are derived and its accuracy is verified by simulations.

The LCR and AFD of the mobile-to-mobile Rician fading channel are derived.

Finally, it is proved that the proposed sum-of-sinusoids approximation devel-

oped from the double-ring with a LOS component model can approach the

theoretical value more closely than the single-ring model at a slightly higher

cost of computation loads.
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Figure 6.1: Scattering environment in a mobile-to-mobile system with a LOS

component.
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Figure 6.2: Relative velocity v3 from the TX with velocity v1 to the RX with

velocity v2.
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Figure 6.3: Single-ring scattering environment for a mobile-to-mobile Rician

fading channel.
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where N = M = 8 for K = 0, 1, 3, and 9.
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Figure 6.7: Normalized average fade duration for a mobile-to-mobile Rician

fading channel for K = 1, 3, 7, and 10.
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Chapter 7

Modeling and Capacity Fades

Analysis of MIMO Rician

Channels in Mobile Ad Hoc

Networks

Multiple-input multiple-output (MIMO) mobile ad hoc networks have been

receiving increasing attention in both commercial and military applications.

Just as in cellular networks, MIMO technologies can benefit ad hoc networks

by providing the diversity and capacity advantages as well as the spatial

degree of freedom in designing the media access control (MAC) protocol.

However, one fundamental issue of MIMO mobile ad hoc networks is how to

accurately model the impact of spatial/temporal channel correlation in the

mobile-to-mobile communication environment. In such a channel, a line-of-

sight (LOS) component and different scattering environments will affect both

ergodic capacity and average capacity fade duration of the MIMO system.

In this chapter, based on the correlated double-ring scattering model we sug-
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gest a sum-of-sinusoids MIMO mobile-to-mobile channel simulation method,

which can characterize the spatial/temporal channel correlation and Rician

fading effect. We examine how often the MIMO capacity experiences the

fades and relate this to the Rician factor.

7.1 Motivation

Multiple-input multiple-output (MIMO) antenna technique has recently emerged

as one of the most significant breakthroughs in communications. The fourth

generation (4G) cellular system [110] and the next generation high-speed

IEEE 802.11n [111] wireless local area network (WLAN) all adopt the MIMO

technique to deliver capacity and diversity gains.

Meanwhile, another communication paradigm – ad hoc networks – has

become an important alternative for next generation wireless systems. In

contrast to conventional cellular systems with a master-slave relation between

the base station and mobile users, nodes in ad hoc networks adopt peer-

to-peer communications. Specifically, this communication is supported by

direct connection or multiple hop relays without fixed wireless infrastructure.

Ad hoc networks have been enabled in many standards such as Bluetooth

and IEEE 802.11 WLAN. Ad hoc networking is considered the key enabling

technique of many future wireless systems, such as wireless mesh networks

[112] and cognitive radio [113].

Unlike conventional mobile-to-fixed base station systems that have been

benefited from the MIMO technique, how and to what extent the ad hoc

networks can benefit from the MIMO technique is still an open research

area. One fundamental issue is how to accurately model the impact of

spatial/temporal correlation on MIMO capacity from the viewpoint of the
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mobile-to-mobile communication. Scattering model and the line-of-sight

(LOS) component are two important factors that need to be considered.

First, in a mobile-to-mobile environment, the antenna heights of both the

transmitter and the receiver are lower than the surrounding objects. Thus,

the signal in a mobile-to-mobile environment will experience a richer scat-

tering effect than in a mobile-to-base environment [20, 26, 114]. Second, an

LOS component may more likely exist in a short distance mobile-to-mobile

application than in a long-distance mobile-to-base environment. In [115], the

distribution of the Rician K factor was modeled as lognormal, with the me-

dian as a function of distance: K ∝ (distance)−0.5. Implicitly, the K factor

increases as the distance decreases. Thus, the Rician fading effect cannot be

neglected in a short-distance mobile-to-mobile communication environment.

7.2 Scattering Model

In this section, we introduce the correlated double-ring scattering model

[114]. This model can be used to capture the scattering effect and the LOS ef-

fect in a mobile-to-mobile environment as shown in Fig. 7.1. In the figure, the

transmitter and the receiver moving at a speed of v1 and v2 m/sec, are sur-

rounded by I and N scatterers, respectively. The angles of departure (AOD)

between vector v1 and scattering paths, denoted by θti (i = 1, 2, . . . , I) and

θrn (n = 1, 2, . . . , N), are the angles of arrival between vector v2 and the

scattering paths. We assume that θti and θrn are independent and uniformly

distributed over [−π, π). Note that there exist LOS components between the

transmitter TX and the receiver RX, where both TX and RX are equipped

with multiple antennas.

Consider that the multiple antennas are separated by a distance d. In the
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case where transmission distance from the scatterers to the receive antenna is

much longer than d, then the angle of arrival (AOA) from the n-th scatterer

to each receive antenna will be about the same. Thus, as shown in Fig. 7.2,

for the case with two receive antennas, the transmission distance from the

n-th scatterer to the second receive antenna is d cos θrn longer than that to

the first receive antenna.

7.3 Sum-of-Sinusoids MIMO Rician Fading

Simulator

7.3.1 LOS Component Model

To begin with, we discuss the approach to model the LOS component between

each pair of moving transmit and receive antennas. For simplicity, we first

consider the single antenna case. Referring to Fig. 7.3(a), let the transmitter

TX move at a speed of v1 toward the direction of the angle θβ relative to

the direction of velocity v2 of receiver RX, where θα is the angle between v1

and the transmission direction of the LOS component. Using the concept

of relative motion [116], let the velocity of RX be zero and denote v3 the

relative velocity from TX to RX, as shown in Fig. 7.3(b). In the figure, θ′ is

the angle between v3 and LOS component. The relative velocity v3 can be

derived as follows:

|v3| =
√

(|v1| cos θβ − |v2|)2 + (|v1| sin θβ)2 , (7.1)

θ′ = 2π − θα − θγ , (7.2)

and

θγ = cos−1

( |v1|2 + |v3|2 − |v2|2
2|v1||v3|

)
, (7.3)
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where |v| is the length of a vector v, θγ is the angle between velocity vectors

v3 and v1. Thus the LOS component can be expressed as

LOS =
√
K exp[j(2πfct− 2πf3t cos θ′)] , (7.4)

where the Rician K factor is defined as the ratio of the specular power to

scattering power [25], fc is the carrier frequency, f3 = |v3|/λ is the relative

maximum Doppler frequency between TX and RX, and λ is the wavelength.

Now, we consider the scenario with multiple antennas. Define Hml as the

complex channel gain between the l-th transmit antenna and m-th receive

antenna. From Fig. 7.3(c), the LOS components for H11 and H21 can be

respectively expressed as

LOS11 =
√
K11 exp[j(2πfct− 2πf3t cos θ′11)] (7.5)

and

LOS21 =
√
K21 exp[j(2πfct− 2πf3t cos θ′21)] , (7.6)

where Kml is the Rician factor defined as the ratio of specular power to

the scattering power of the channel Hml [117]; θ′11 and θ′21 are the angles

between the LOS components LOS11 and LOS21 to the velocity vector v3,

respectively. Assume that the transmission distance between the two mobiles

is much longer than the antenna separation d. Then, the angles θ′11 and θ′21

are about the same. Likewise, θ′21 = θ′22 = θ′11 = θ′12. To ease notation for all

m and l, let

ρ = 2πfct− 2πf3t cos θ′ml . (7.7)

7.3.2 Sum-of-Sinusoids Simulation Method

Based on the correlated double-ring scattering model and the LOS compo-

nent model which was proposed in [118], we suggest the sum-of-sinusoids
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simulation method for a mobile-to-mobile MIMO channel model with LOS

components. Consider narrowband signals in a flat Rician fading channel.

The MIMO channel is expressed as an M ×L matrix H, where M and L are

the numbers of antennas at the receiver and transmitter, respectively. Hml

is the element of the m-th row and l-th column. With this notation, we have

H11 =
1√

1 +K11

[
1√
IN

N∑
n=1

I∑
i=1

Ain exp(jφin) +
√
K11 exp(jρ)

]
, (7.8)

where

φin = 2πfc(t− τin)− 2πf2(t− τin) cos θrn − 2πf1(t− τin) cos θti , (7.9)

Ain and φin are the amplitude and phase of the in-th scattering path, respec-

tively, f1 = |v1|/λ and f2 = |v2|/λ are the maximum Doppler frequencies

resulted from the motion of TX and RX, respectively, I and N are the num-

bers of the scatterers around TX and RX, respectively. τin is the transmission

delay of the in-th scattering path.

For H21, we further consider the added transmission delay because of the

antenna separation d. Thus, it follows that

H21 =
1√

1 +K21

[
1√
IN

N∑
n=1

I∑
i=1

Ain exp(jφin+

jβd(2− 1) cos θrn) +
√
K21 exp(jρ)

]
, (7.10)

where β = 2π/λ is the wave number. Thus, the general form of the channel

Hml can be computed by

Hml =
1√

1 +Kml

[
1√
IN

N∑
n=1

I∑
i=1

Ain exp(jφin + jβd(m− 1) cos θrn

+jβd(l− 1) cos θti) +
√
Kml exp(jρ)

]
, (7.11)

for every m = 1, 2, . . . ,M and l = 1, 2, . . . , L.
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7.4 Capacity Evaluation

Consider an M × L MIMO channel matrix, and assume that the knowledge

of a frequency flat faded signal can be known perfectly at the receiver. Let

n be an M × 1 zero mean complex AWGN vector, of which the covariance

matrix is equal to σ2IM , where IM stands for an M ×M identity matrix.

The M × 1 received signal vector y can be expressed as [119]

y = Hx + n , (7.12)

where x is an L× 1 transmitted signal vector.

7.4.1 Ergodic Capacity

The instantaneous capacity of an MIMO channel can be written as [120–122]

c(t) =

⎧⎪⎨⎪⎩
log2

[
det

(
IM + SNR

L
·HH†)] if M < L,

log2

[
det

(
IL + SNR

L
·H†H

)]
if M ≥ L,

(7.13)

where SNR is the signal-to-noise ratio and † denotes transpose conjugate.

In this part, we derive the channel correlation and find its channel capac-

ity. The channel correlation between H11 and H21 is [26]

Δ11,21 = E[H11H
∗
21] , (7.14)

where ∗ is the complex conjugate. Assume that the number of scatterers

around the transmitter and receiver equals N ; Ain is a zero mean unit vari-

ance normal random variable because of the central limit theorem for many

scatterers; θti and θrn are uniform random variables. All the above random

variables are mutually independent. Then, we have

Δ11,21 =
J0(βd) +

√
K11

√
K21√

1 +K11

√
1 +K21

. (7.15)
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The general form of the channel correlation between Hml and Hpq should be

expressed as

Δml,pq =
J0(βd(m− p))J0(βd(l − q)) +

√
Kml

√
Kpq√

1 +Kml

√
1 +Kpq

, (7.16)

where J0(·) is the zeroth-order Bessel function of the first kind.

From (7.13), the average capacity of the MIMO channel can be expressed

as

CE = E

[
log2

(
det

(
IM +

SNR

L
·HH†

))]
. (7.17)

By using Jensen’s inequality, we conclude that the average capacity is bounded

by

CE ≤ log2

(
det

(
IM +

SNR

L
· E[HH†]

))
. (7.18)

Let R denote the correlation channel matrix E[HH†], where

Rij =
L∑
v=1

E[HivH
∗
jv] =

L∑
v=1

J0(βd(i− j)) +
√
Kiv

√
Kjv√

1 +Kiv

√
1 +Kjv

. (7.19)

Thus, we can derive the entire correlation channel matrix R and channel

capacity from (7.19). Substituting R into (7.18), we can find an upper bound

for the mobile-to-mobile MIMO channel capacity.

7.4.2 Level Crossing Rate and Average Fade Duration

To examine the temporal behavior of the MIMO capacity, we first study the

level crossing rate (LCR) and average fade duration (AFD). Denote Lε and τε

the LCR across a specified level ε of the instantaneous capacity c(t), and the

AFD below the level ε, respectively. Based on the definition of LCR [106],

we have

Lε =

∫ ∞

0

ċpc,ċ(ε, ċ)dċ (7.20)
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where ċ � dc(t)
dt

is the derivative of the instantaneous channel capacity with

respect to time t; pc,ċ(c, ċ) is the joint probability density function (pdf) of

the instantaneous channel capacity and its derivative. Obviously, how to ob-

tain the joint pdf pc,ċ(c, ċ) is the key issue to calculate Lε. From [27,123,124],

we know that the instantaneous capacity distribution for MIMO systems in

the independent Rayleigh fading channel can be estimated by Gaussian dis-

tribution. Whether the Gaussian approximation of the instantaneous MIMO

capacity is accurate for the Rician fading channel is less well-known. Further,

it is worthwhile examining if a Gaussian sequence can match the tempo-

rally correlated sequence of instantaneous MIMO capacity in a Rician fading

channel. To this end, we first hypothesize that the instantaneous capac-

ity distribution of the mobile-to-mobile MIMO Rician channel is Gaussian.

In Section 7.5, we will perform simulations based on the proposed sum-of-

sinusoids method to confirm this theory. If the instantaneous MIMO capacity

c(t) in the mobile-to-mobile Rician fading channel is accurately estimated by

a Gaussian process, the LCR problem can be solved by using Rice’s formula

of stochastic processes [23]. Specifically, we can have

Lε =
(−ρ̈c(0))1/2

2π
exp

(
−ε

2

2

)
, (7.21)

where ρc(τ) is the autocorrelation function of c(t) and

−ρ̈c(0) = var

(
dc(t)

dt

)∣∣∣∣
t=0

. (7.22)

Since the analytical formula of ρc(τ) is not available [125], we adopt a semi-

analytical method. That is, we obtain −ρ̈c(0) from simulation data and then

substitute it into (7.21). Once Lε is known, it follows that

τε =
Fc(ε)

Lε
, (7.23)

where Fc(·) is the cumulative density function (cdf) of instantaneous channel

capacity c(t). Note that Fc(·) can be obtained by pure simulation or the cdf
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of a Gaussian random variable with a mean and variance from the simulation

data.

7.5 Numerical Results

In our simulations, we randomly generate the mobile-to-mobile MIMO chan-

nel matrix H and calculate the instantaneous and average channel capacity of

H according to (7.13) and (7.17), respectively. The purposes of simulations

are the following. First, we want to prove the ergodicity of our MIMO chan-

nel capacity model by examining time and ensemble averages. Second, we

evaluate the capacity of MIMO Rician fading channel with different Doppler

frequencies. Third, we vary the antenna separations and the Rician factors

to explore the relationship between spatial channel correlation and channel

capacity. Then, we vary the numbers of scatterers to inspect the scattering

effect to the MIMO channel capacity. Finally, we compare the pdf of the

channel capacity with Gaussian distribution to verify the correctness of the

hypothesis used in Section 7.4. We will present the LCR and AFD of MIMO

capacity for various Rician factor and number of antennas.

7.5.1 Channel Correlation

To check the correctness of (7.16), we calculate the analytical and simulation

values of the channel correlations of a 3× 3 MIMO channel with SNR = 20

dB, d = λ
2
, and K = 4.77 dB, which are listed in Table 7.1. We can see

the analytical and simulation values are very close. Note that the analytical

value for Δml,pq in (7.16) is a real number. In Table 7.1, the simulation values

have a small or zero imaginary part, which agrees with (7.16).
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Table 7.1: The simulation and analytical values of the channel correlation of

a 3× 3 MIMO channel.

Δ11,21 Δ11,22 Δ11,23

analysis 0.6739 0.7731 0.7332

simulation 0.6751 + j0.0792 0.7676− j0.0227 0.7360− j0.0273

Δ11,13 Δ11,11

analysis 0.8051 1

simulation 0.7966− j0.0532 1.0182

7.5.2 Impacts of Doppler Frequencies

Figure 7.4 shows the impact of various Doppler frequencies on the instanta-

neous capacity c(t) defined in (7.13) of a 3×3 MIMO channel with SNR = 20

dB, d = λ
2
, and K = 4.77 dB. From the simulations, we note that the LCR

of the capacity is proportional to the Doppler frequency. The mean of the

capacity under f1 = 10 Hz, 50 Hz, and 100 Hz are 10.9876 bps/Hz, 11.7725

bps/Hz, and 10.8143 bps/Hz, respectively. The corresponding variances are

1.7242, 2.4615, and 2.3634, respectively. This result tells us that in a mobile-

to-mobile MIMO communication environment the speed of the mobilities

will not affect the average channel capacity but will influence the accuracy

of channel estimation. This property has not been shown in [26] because φin

is assumed to be uniformly distributed over [−π, π) in (7.9). In our model,

we relax this assumption and produce the time function φin(t). Thus, the

temporal behaviors of the channel capacity based on the sum-of-sinusoids

method can be observed.
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7.5.3 Effect of Spatial Correlation

Figure 7.5 shows the capacity of a 3× 3 mobile-to-mobile MIMO channel for

different Rician K factors and antenna separation d. The capacity obtained

by the simulation is lower than its upper bound. In general, we find that

the MIMO capacity grows with the increase of the antenna separations when

d ≥ λ
10

, and it reaches the maximum when d ≥ λ
2
. We also find that the

capacity vibrates when d becomes very large. This phenomenon results from

the Bessel function in (7.16). Recall that the tail of the Bessel function is

cosine vibration and its amplitude is exponentially decreased. For the fixed

antenna separation, the other source of channel correlation is from the Rician

factor. Based on (7.16), if the channel correlation arises, the capacity reduced

at the same time. Therefore, the capacity with K = 4.77 dB shown in the

figure is lower than that with K = −∞ dB and K = 0 dB.

7.5.4 Impact of Numbers of Antennas

Figure 7.6 shows the effect of various numbers of antennas on the channel

capacity and the capacity per antenna of a MIMO channel, respectively, when

d = λ
2

and K = −∞ dB, 4.77 dB, 6.99 dB. It is well known that MIMO

channel capacity is proportional to the number of antennas [120–122]. From

the figure, however, we note that the capacity will no longer linearly increase

as the number of antennas increases. The total channel capacity increases

slowly when the number of antennas exceeds about 20. Thus, it is not a good

idea to increase the number of antennas without limit.
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7.5.5 Impact of Numbers of Scatterers

Figure 7.7 shows the effect of various numbers of scatterers on the total chan-

nel capacity of an MIMO system when d = λ
2

and K = −∞ dB. We examine

the effect of the number of scatterers on channel capacity with various num-

ber of scatterers (denoted by I and N). One can see that the total capacity

is linearly proportional to the number of antennas when I = N = 40. When

I = N = 20 and I = N = 8, due to less richness of the scatterers the total

capacity of the MIMO channel is saturated as the number of antenna in-

creases. Thus, if we want to obtain higher channel capacity by increasing the

number of antennas, it is important to consider the scattering environment.

7.5.6 Capacity Distribution

Figure 7.8 shows the pdf of the 2×2 MIMO capacity in mobile-to-mobile Ri-

cian fading channels. In the figure, we see that the pdf of the MIMO capacity

in Rician fading channels can be approximated by Gaussian pdf. As the Ri-

cian factor K increases, the MIMO capacity decreases and varying capacity

is also reduced. We also check the accuracy of Gaussian approximation for

the MIMO capacity in a mobile-to-mobile Rician fading channel by changing

different Doppler frequencies and reach the same conclusion.

7.5.7 LCR and AFD

Figures 7.9 and 7.10 show the LCR and AFD of the MIMO capacity in a

mobile-to-mobile Rician fading channel. We confirm the accuracy of Gaus-

sian approximation used in the proposed semi-analytical model by simu-

lations. In Fig. 7.9, we find that the range of the capacity crossing level

decreases when K increases. This is mainly because the capacity correla-
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tion is proportional to the extent of the LOS component. Also, the extent

of the capacity variation decreases when K increases. In Fig. 7.10, we find

that the rate of rising of the AFD will rapidly increase when Rician factor

increases. This phenomenon comes from that the variance of the channel

capacity decreasing as K increasing, as we noted in Fig. 7.8.

7.6 Conclusions

In this chapter, we have developed a sum-of-sinusoids simulation method

for the MIMO system in a mobile-to-mobile fading channel. Based on the

“correlated double-ring” scattering model [114], we incorporate the effect

of Doppler effects, antenna separation, and LOS components for the MIMO

system in a mobile-to-mobile environment. We have also derived the capacity

upper bound of the mobile-to-mobile MIMO Rician channel. The channel

capacity has been confirmed through simulations. We find that for MIMO

systems with constant number of scatterers, increasing number of antennas

cannot linearly increase the capacity. The capacity per antenna is decreased

as Rician factor increases. We also find that the total channel capacity is

related to the richness of the scattering environment. We looked into the

temporal behavior of the capacity of the mobile-to-mobile MIMO Rician

channel. Besides, we proposed a “semi-analytical” model for computing the

LCR and AFD of the MIMO channel capacity. From those simulation results,

we noted the influence of the LOS component, Doppler frequency, and other

parameters on the temporal behavior of the MIMO channel capacity.
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Figure 7.1: Correlated double-ring scattering model with LOS components.
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Chapter 8

Network Coding for

Cooperative Multiplexing in

Relay Channels

In this chapter we consider a relay channel and decode-and-forward (DF)

cooperative communications system combined with the network coding. We

derive the outage probability and diversity-multiplexing tradeoff (DMT) for

the proposed cooperative network coding (CNC) protocol. Our results show

that the relay nodes not only can provide cooperative diversity gain, but also

cooperative multiplexing gain.

8.1 Motivation

Cooperative communication attracts a great deal of interests recently. Relay

terminals in a cooperative communication system can help the transmitter

send information to the receiver. This is similar to a virtual multiple-input

multiple-output (MIMO) system because the terminals in a cooperative net-
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work form a virtual antenna array. Clearly, cooperative communication sys-

tems can provide diversity gains similar to the MIMO techniques.

Many cooperative communication protocols were proposed to improve di-

versity gain, such as orthogonal amplify and forward (OAF) [67], nonorthog-

onal amplify and forward (NAF) [68], space-time coded (STC) cooperative

diversity protocols [69–71], dynamic decode-and-forward (DDF) [68], en-

hanced static decode-and-forward (ESDF), and enhanced dynamic decode-

and-forward (EDDF) [72].

However, how to provide multiplexing gain by taking advantage of relays

has not received much attention so far. Combining the network coding with

the cooperative communications, or called the cooperative network coding

(CNC) [73–84], have a potential to exploit the multiplexing gain in many

relay nodes (virtual antennas). The outage probability and the diversity-

multiplexing tradeoff (DMT) are two common measures of the performance

of cooperative protocols. The DMT analysis of CNC has not been seen in the

literature. Through the analysis of DMT, we can observe that if exploiting

the “XOR in the air” approach onto cooperative protocols could improve the

multiplexing gain or diversity gain or both compared with the traditional

cooperative protocols. Moreover, the DMT can give more insights than the

capacity results because the capacity is only a quantity while DMT is a

tradeoff curve. The capacity is the upper bound of the error-free transmis-

sion rate, but the DMT gives us the tradeoff between transmission rate and

the error rate. Thus, it motivates us to derive the outage probability and

diversity-multiplexing tradeoff of the cooperative network coding.
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8.2 System Model and CNC Protocol

Figure 8.1 shows the system model for the cooperative network coding with

one relay node. Terminals A and B transmit and receive users’ data, and

relay R forward data. Denote the channel gains between nodes X and Y

as hXY , where X, Y ∈ {A,B,R}. In addition to additive white Gaussian

noise, the radio channel effect hXY experienced at each terminal is assumed

to be independent and identically distributed (i.i.d.) complex normal random

variables with zero mean and unit variance.

Consider the half-duplex terminals which cannot transmit and receive

data simultaneously. As shown in the figure, terminals A and B can directly

communicate with each other.

In the figure the cooperative network coding protocols are illustrated for

the case with one relay node. In phase (1) and (2), A and B transmit

information a and b, respectively. Then R decodes out a and b in the binary

form and compute a⊕b, where ⊕ is the bitwise exclusive or (XOR) operator.

In phase (3), terminal R broadcasts the mixed information a ⊕ b to A and

B. Then A can obtain information b via the operation (a ⊕ b) ⊕ a = b and

terminal B can obtain information a via the operation (a⊕ b)⊕ b = a. Thus

the relay node here play a decode-and-forward (DF) [67] role.
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8.3 Diversity-Multiplexing Tradeoff of CNC

Protocol

8.3.1 Equivalent Signal Models

To begin with, the signals received by B and R in the first phase are modeled

as

yB1[n] = hABxa[n] + zB1[n] (8.1)

and

yR1[n] = hARxa[n] + zR1[n], (8.2)

respectively, where xa[n] is the transmitted signal which contains information

a from A. Similarly, in the second phase, the received signals at A and R is

represented as

yA2[n] = hABxb[n] + zA2[n] (8.3)

and

yR2[n] = hBRxb[n] + zR2[n] (8.4)

respectively, where xb[n] is the transmitted signal which contains information

b from B. In the third phase, the received signals at A and B are

yA3[n] = hARxc[n] + zA3[n] (8.5)

and

yB3[n] = hBRxc[n] + zB3[n], (8.6)

respectively, where xc[n] is the signal which contains information c = a ⊕ b
from R. We model zXi[n] as zero-mean mutually independent, circularly

symmetric, complex Gaussian random sequences with variance N0, where

X ∈ {A,B,R} and i ∈ {1, 2, 3}.
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8.3.2 Parameterizations

In this subsection, we define signal to noise ratio (SNR), multiplexing gain

r, and diversity gain d for the proposed cooperative network coding system.

The SNR is defined as

SNR :=
E{|xk[n]|2}

N0
, (8.7)

where k ∈ {a, b, c}. E{Z} is the expectation of a random variable Z.

Denote R as the data rate on each channel, where R can be a function of

SNR if the communication system applies the channel-driven rate adaptation

scheme. The multiplexing gain r is defined as

r := lim
SNR→∞

R(SNR)

log SNR
. (8.8)

Note that the base of the log function is e in this chapter.

Let Pout(SNR) be the system outage probability as a function of SNR,

which is defined as the probability of the maximum average mutual informa-

tion I between input and output being less than the data rate R, i.e.,

Pout(SNR) := P[I < R], (8.9)

where P[E] denotes the probability of an event E. The diversity gain d is

then defined as

d := − lim
SNR→∞

log[Pout(SNR)]

log SNR
. (8.10)

8.3.3 Diversity-Multiplexing Tradeoff Analysis

The analysis of the outage probability of the cooperative network coding

protocol with one relay node at high SNR regime is given by the following

theorem and proof:
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Theorem 6 The outage probability of the CNC protocol with one relay node

at high SNR regime is characterized by

PCNC
out =

1

2
Γ(0, s)s2 −K1(2s)s− 1

2
e−s(s+ 1) + 1, (8.11)

where s = e3R/2/SNR, Γ(a, z) =
∫ ∞
z
ta−1e−tdt is the plica function, K1(z) is

the modified Bessel function of the second kind and the first order.

Proof: First, the maximum average mutual information of the CNC pro-

tocol with one relay node can be seen as the sum of that of two different

decode-and-forward protocols [67]:

ICNC =
1

3
min{log(1 + SNR|hBR|2),

log[1 + SNR(|hAR|2 + |hAB|2)]}
+

1

3
min{log(1 + SNR|hAR|2),

log[1 + SNR(|hBR|2 + |hAB|2)]}. (8.12)

To ease the notation, let x = |hAR|2, y = |hBR|2, and z = |hAB|2. Then x, y,

and z are i.i.d. exponential random variables with unit mean. The outage

probability can be computed as

PCNC
out

= P[ICNC < R]

= P[ICNC < R|y ≤ x + z, x ≤ y + z]P[y ≤ x + z, x ≤ y + z]

+P[ICNC < R|y > x + z, x ≤ y + z]P[y > x + z, x ≤ y + z]

+P[ICNC < R|y ≤ x + z, x > y + z]P[y ≤ x + z, x > y + z]

+P[ICNC < R|y > x + z, x > y + z]P[y > x + z, x > y + z]

=:

4∑
i=1

piqi. (8.13)
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Then

p1 = P

[
1

3
log(1 + SNRy) +

1

3
log(1 + SNRx) < R

]
= P[log[(1 + SNRy)(1 + SNRx)] < 3R]

= P[(1 + SNRy)(1 + SNRx) < e3R]. (8.14)

When SNR is high, 1 + SNRy and 1 + SNRx can be approximated as SNRy

and SNRx, respectively. Then

p1 = P[SNR2xy < e3R]

= P[xy < e3R/SNR2]

=

∫ ∞

0

∫ ∞

0

1xy<s2 · e−x−ydxdy
= 1− 2sK1(2s), (8.15)

where

1E =

⎧⎪⎨⎪⎩
1, if the expression E is true,

0, if the expression E is false.

(8.16)

On the other hand,

q1 =

∫ ∞

0

∫ ∞

0

∫ ∞

0

1y≤x+z,x≤y+z · e−x−y−zdxdydz =
1

2
. (8.17)

Similarly, we have

p2 = p3 = 1− (1 + s)e−s + s2Γ(0, s), (8.18)

q2 = q3 =
1

4
, (8.19)

and

q4 = 0. (8.20)

Combining the above equations into (8.13), we get the desired result.
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According to the definition of the diversity gain in (8.10), we can find

that the diversity-multiplexing tradeoff achieved by the cooperative network

coding protocol with one relay node is characterized by

dCNC(r) = 2− 3r (8.21)

for 0 < r < 2
3
.

8.4 Numerical Results

Figure 8.2 illustrates the diversity-multiplexing tradeoff comparison of the

upper bound (UB), the CNC protocol for one relay node, selection decode-

and-forward (SDF) [67], and DF. The upper bound is for a 2×1 MISO system,

which is the best situation that an one-relay cooperative communications

system could achieve.

From this figure, we can see that the CNC protocol improves both diver-

sity gain and multiplexing gain compared with the DF protocol. The max-

imum diversity and multiplexing gain that the CNC protocol can achieve

are 2 and 2/3, respectively, while the maximum diversity and multiplexing

gain of the DF protocol are 1 and 1/2, respectively. Furthermore, the CNC

protocol also outperforms the SDF protocol, which is an enhanced version

of DF. Hence, we can conclude that using network coding at the relay node

can improve not only diversity gain but also multiplexing gain.

8.5 Conclusions

In this chapter, we investigate the diversity-multiplexing tradeoff for the co-

operative network coding protocol which integrates the concept of DF relay

transmission of cooperative communications with the information mixing of
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network coding in relay channels. The proposed CNC protocol is suitable for

two users which can transmit information to each other. We give a theorem

to show our outage probability analytical result with proof and DMT com-

parison for our CNC protocol with upper bound, SDF, and DF. We find that

the CNC protocol improves both diversity and multiplexing gain compared

with the DF protocol.

Figure 8.1: The system model and proposed CNC protocol, where phase (1):

A sends a to B and R; phase (2): B sends b to A and R; phase (3): R

broadcasts a⊕ b to A and B.
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Figure 8.2: Diversity-multiplexing tradeoff comparison of the upper bound

(UB), cooperative network coding (CNC), selection decode-and-forward

(SDF), and decode-and-forward (DF).
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Chapter 9

Conclusions

In this dissertation, we have investigated the analysis and design for the

MIMO wireless systems under three kinds of channels: UWB channels, mobile-

to-mobile channels, and relay channels. For the first issue, we analyzed the

performance and designed BER-minimized STF codes for MIMO systems

in UWB channels. Then, we analyzed some statistical characteristics for a

MIMO mobile-to-mobile ad hoc channel. At last, we designed a cooperative

network coding protocol and analyzed its performance in relay channels.

This dissertation includes the following research topics.

• Bit Error Rate Analysis in IEEE 802.15.3a and 802.15.4a UWB Chan-

nels

• On the Performance of Using Multiple Transmit and Receive Antennas

in Pulse-Based Ultrawideband Systems

• BER-Minimized Space-Time-Frequency Codes for MIMO Highly Frequency-

Selective Block-Fading Channels

• Statistical Analysis of A Mobile-to-Mobile Rician Fading Channel Model
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• Modeling and Capacity Fades Analysis of MIMO Rician Channels in

Mobile Ad Hoc Networks

• Network Coding for Cooperative Multiplexing in Relay Channels

The contribution from these research works are list as follows.

1. Provide analytical BER formula for RAKE receivers in IEEE 802.15.3a

and 802.15.4a UWB channel with shadowing effect.

2. Present an analytical expression for the SNR of the PPM signal in an

UWB channel with multiple transmit and receive antennas.

3. Design BER-minimized STF block codes for MIMO highly frequency-

selective block-fading channels.

4. Suggest a sum-of-sinusoids MIMO mobile-to-mobile channel simulation

method, which can characterize the spatial/temporal channel correla-

tion and Rician fading effect.

5. Derive the autocorrelation function, level crossing rate, and average

fade duration of the mobile-to-mobile Rician fading channel

6. Analyze the temporal behavior of the capacity of the mobile-to-mobile

MIMO Rician channel and proposed a “semi-analytical” model for com-

puting the LCR and AFD of the MIMO channel capacity.

7. Analyze the outage probability and diversity-multiplexing tradeoff for

the cooperative network coding protocol in relay channels.

In the following, we summarize the results from the above contributions.
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9.1 Bit Error Rate Analysis in IEEE 802.15.3a

and 802.15.4a UWB Channels

First, we have derived the computable BER formula for a RAKE receiver in

the complete IEEE 802.15.3a UWB channel models. In particular, we find

that deriving a BER formula taking account of RAKE finger numbers and

shadowing is quite challenging for the IEEE 802.15.3a UWB channel. This is

mainly because the jointly two-dimension lognormal and doubly-stochastic

Poisson random variables yield infinite number of rays. We propose an ap-

proximation technique for the collected energy at an L-finger RAKE receiver.

We find that the proposed BER computation method can save a significant

amount of computer simulation time. Furthermore, we propose a character-

istic function based BER formula to overcome the convergence problem of

MGF-based BER formula when shadowing is included. The accuracy of the

proposed technique is verified by simulations. Our results quantitatively indi-

cate the effect of shadowing and RAKE finger numbers on BER performance

in the IEEE 802.15.3a UWB channel.

Second, we have derived the BER analytical formula for a coherent RAKE

receiver under the IEEE 802.15.4a UWB channel model. Our proposed an-

alytical method can accurately and quickly compute the BER values for the

sophisticated IEEE 802.15.4a UWB channel, and evaluate the impact of var-

ious channel parameters. We find that of all the parameters in the IEEE

802.15.4a channel, the inter-cluster arrival rate Λ has the most significant

impact on the BER performance. We also observe that the BER can be low-

ered due to the increase on the inter-cluster arrival rate Λ, the inter-cluster

decay constant Γ, the ray arrival parameters λ1, λ2, and β. We also find

that increasing the intra-cluster decay constant γ0 causes the BER to first
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increase and then remain the same or even decrease.

In general, the time-domain parameters in the IEEE 802.15.4a UWB

channel affect BER performance quite significantly. This reflects the com-

ment in [94], that time-of-arrival characteristics are more important than am-

plitude characteristics for MIMO-UWB systems. In the future, it would be

worth extending the suggested analytical method to other multipath chan-

nel models with any given fading distribution, PDP, and cluster and ray

inter-arrival time distributions.

9.2 On the Performance of Using Multiple

Transmit and Receive Antennas in Pulse-

Based Ultrawideband Systems

In this part, we have derived an analytical expression for the PPM signal in an

UWB channel characterized by the cluster effect and highly dense frequency

selective fading. Furthermore, we have demonstrated that the time-switched

transmit diversity combined with the template-based pulse detection can

improve the performance of the PPM based UWB system.

Through analysis and simulations, we have the following two major re-

marks:

• Although multiple transmit or receive antennas cannot deliver diver-

sity gain for the UWB system in the strict sense (i.e., improving the

slope of BER v.s. SNR), multiple transmit antennas can improve the

system performance in the manner of reducing signal variations. Thus,

transmit antennas can be used to reduce receiver complexity since the

number of fingers of a Rake receiver in the UWB system can be very
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high.

• Multiple receive antennas can provide higher antenna array combining

gain. Because the transmitted power in the UWB system is extremely

low, multiple receive antennas techniques can be an effective approach

to improve the performance from the view point of coverage extension.

9.3 BER-Minimized Space-Time-Frequency Codes

for MIMO Highly Frequency-Selective Block-

Fading Channels

In this part, we study the BER-minimized STF block codes design for the

MIMO highly frequency-selective block fading channels. We consider the

IEEE 802.15.3a UWB channel model. Based on the BER analysis under the

aforementioned environment in [19], we provide a BER-minimized design

criterion, an efficient searching algorithm for the optimal STF block codes,

and optimal BER performance curves. Among our proposed optimal STF

block codes, we find that almost all of them need nonlinear operations in the

encoder. Thus it is necessary to consider nonlinear codes when we design

the optimal STF block codes for the MIMO-OFDM systems under the IEEE

802.15.3a UWB channel model. When the number of subcarriers M which

are jointly encoded is equal to two and the number of transmit antennas

Nt is 2 ∼ 4 or M = 3, Nt = 4, the optimal STF block codes for all the

IEEE 802.15.3a UWB channel models CM 1 ∼ 4 can be found according to

the proposed code search algorithm in the above considered cases. When 1)

M = 3, Nt = 2 ∼ 3, and 2) M = 4, Nt = 2 ∼ 3, there does not exist optimal

STF block codes for all the four UWB channel models. We also find that the
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BER decreases as CM increases, i.e., our optimal STF block codes provide

better BER performance when the channel fading is more severe. On the

other hand, increasing the number of transmit antennas does NOT improve

the BER performance for the MIMO-UWB systems when M = 2. This is

similar to the case of the uncoded MIMO-UWB systems but opposite to the

STBC case. However, increasing the number of received antennas improves

the BER performance for the MIMO-UWB systems. This is similar to the

STBC case. We also find that the diversity order is different for different CM

in the M = 3 ∼ 4, Nt = 2 ∼ 3 cases. Compared with other space-frequency-

time codes [1, 2] for multiband UWB-MIMO communication systems, our

code has about 1 and 8 dB coding gain at BER = 10−4, respectively.

9.4 Statistical Analysis of A Mobile-to-Mobile

Rician Fading Channel Model

In this part, a sum-of-sinusoids-based mobile-to-mobile Rician fading simu-

lator is developed. The double-ring scattering model is proposed for char-

acterizing the mobile-to-mobile communication environment with LOS com-

ponents. Furthermore, the theoretical correlation functions of the mobile-to-

mobile Rician channel are derived and its accuracy is verified by simulations.

The LCR and AFD of the mobile-to-mobile Rician fading channel are derived.

Finally, it is proved that the proposed sum-of-sinusoids approximation devel-

oped from the double-ring with a LOS component model can approach the

theoretical value more closely than the single-ring model at a slightly higher

cost of computation loads.

196



9.5 Modeling and Capacity Fades Analysis

of MIMO Rician Channels in Mobile Ad

Hoc Networks

In this part, we have developed a sum-of-sinusoids simulation method for the

MIMO system in a mobile-to-mobile fading channel. Based on the “correlated

double-ring” scattering model [114], we incorporate the effect of Doppler ef-

fects, antenna separation, and LOS components for the MIMO system in

a mobile-to-mobile environment. We have also derived the capacity upper

bound of the mobile-to-mobile MIMO Rician channel. The channel capacity

has been confirmed through simulations. We find that for MIMO systems

with constant number of scatterers, increasing number of antennas cannot

linearly increase the capacity. The capacity per antenna is decreased as Ri-

cian factor increases. We also find that the total channel capacity is related

to the richness of the scattering environment. We looked into the tempo-

ral behavior of the capacity of the mobile-to-mobile MIMO Rician channel.

Besides, we proposed a “semi-analytical” model for computing the LCR and

AFD of the MIMO channel capacity. From those simulation results, we noted

the influence of the LOS component, Doppler frequency, and other parame-

ters on the temporal behavior of the MIMO channel capacity.

9.6 Network Coding for Cooperative Multi-

plexing in Relay Channels

In this part, we investigate the diversity-multiplexing tradeoff for the coop-

erative network coding protocol which integrates the concept of DF relay
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transmission of cooperative communications with the information mixing of

network coding in relay channels. The proposed CNC protocol is suitable for

two users which can transmit information to each other. We give a theorem

to show our outage probability analytical result with proof and DMT com-

parison for our CNC protocol with upper bound, SDF, and DF. We find that

the CNC protocol improves both diversity and multiplexing gain compared

with the DF protocol.

9.7 Suggestions for Future Research

In this dissertation, we have discussed some preliminary issues for cooperative

MIMO wireless systems. Other possible interesting research topics that can

be extended from this dissertation are listed as follows:

• MIMO systems in UWB channels:

1. Consider the frequency-dependent pathloss and M-ary modulation

in the BER analysis for IEEE 802.15.3a and 802.15.4a channel.

2. Design a faster searching algorithm for the BER-minimized STF

codes for MIMO-UWB channels.

• MIMO systems in mobile-to-mobile channels:

1. Take the interference of other mobile terminals into account in ad

hoc networks.

2. Find a more accurate analytical capacity formula instead of the

proposed upper bound.

• MIMO systems in relay channels:
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1. Generalize the CNC protocol, e.g., more than two users, each user

has multiple transmit and receive antennas, using advanced coop-

eration protocols and network coding techniques in relay channels.

2. Consider adding the dirty paper coding into the cooperative net-

work coding in relay channels.

MIMO is a powerful technique, but its performance gains depend on chan-

nel characteristics. The insights obtained from this thesis can help exploit

the MIMO’s potentials in different wireless channels. A famous slogan by a

worldwide communication company is said, “human technology.” Through

the MIMO wireless communications technique, we believe that the dream of

freely connecting people anywhere anytime is no longer an impossible mis-

sion but will be come true in the near future. After all, the development of

technology is to satisfy the need that people want.
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Appendix A

Derivation of the PDF of E

The objective in this part is to find the PDF of E , where

E = X2
L∑

m=1

A2
m. (A.1)

With the characteristic function of Am in (3.7), we can obtain the PDF of

Am as

fAm(y) =
1

2π

∫ ∞

−∞
e−juyΨAm(u)du. (A.2)

Given fAm(y), the PDF of A2
m can be obtained as

fA2
m
(y) =

1

2
√
y
[fAm(

√
y) + fAm(−√y)]. (A.3)

The derivation of (A.3) can be referred to [126, Example 7b]. Then, the

characteristic function of A2
m can be computed as

ΨA2
m
(ν) =

∫ ∞

−∞
ejνxfA2

m
(x)dx. (A.4)

Recall that B =
∑L

m=1 A
2
m. Then, the characteristic function of the random

variable B can be found via

ΨB(ν) =

L∏
m=1

ΨA2
m
(ν). (A.5)
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Note that we have made an assumption that A1, A2, ..., AL are independent,

since ΨB(ν) is difficult to find for dependent A1, A2, ..., AL. Combining (A.2)–

(A.5) and

fB(x) =
1

2π

∫ ∞

−∞
e−jνxΨB(ν)dν, (A.6)

we can get (3.10). The remaining task is to find the PDF of X2. Since X is

a lognormal random variable satisfying 20 log10X ∝ Normal(0, σ2
x), its PDF

can be expressed as

fX(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
10

√
2
π

exp

[
−200

(
log10 x
σx

)2
]

xσx ln 10
, x > 0,

0, x ≤ 0.

(A.7)

Again using the result in [126, Example 7b], we can find that the PDF of X2

is as in (3.9).

Finally, from Example 3.3-1 in [127], we know that for two random vari-

ables X ′ and Y ′ with a joint PDF fX′,Y ′(x, y), the PDF of the new random

variable Z = X ′Y ′ is

fZ(z) =

∫ ∞

−∞

1

|y|fX′,Y ′

(
z

y
, y

)
dy. (A.8)

Since X2 and B are independent, fX2,B(x, y) = fX2(x)fB(y). Applying this

relation to (A.8), we can obtain (3.8).
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Appendix B

Proof of Theorem 1

Let fG|T,t(x) be the PDF of the path gain G � αk,l arriving at time t with a

cluster that starting at time T . According to [86], it follows that

fG|T,t(x) =
1

2
[f|G||T,t(x) + f|G||T,t(−x)] (B.1)

because the path gain is positive or negative with equal probability of 0.5.

Note that f|G||T,t(x) is lognormally distributed, i.e.,

f|G||T,t(x) =

⎧⎪⎨⎪⎩
20 exp

[
− 1

2σ2 (20 log10 x−μT,t)
2
]

√
2πσx ln 10

, x > 0,

0, otherwise,

(B.2)

where μT,t given in (3.15) and σ =
√
σ2

1 + σ2
2 are the mean and the standard

deviation of the random variable 20 log10 |G|, respectively. Note that (3.15)

is the continuous-time representation of (2.8) because the discrete indices k

and l are changed to continuous arrival time t and T , respectively. Thus, it

follows that

20 log10G
2=2(20 log10 |G|)
∝Normal(2μT,t, (2σ)2) . (B.3)
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Then the PDF of the squared path gain arriving at time t in a cluster starting

at time T can be written as

fT,t(x) =

⎧⎪⎨⎪⎩
10 exp

[
− 1

2σ2 (10 log10 x−μT,t)
2
]

√
2πσx ln 10

, x > 0,

0, otherwise.

(B.4)

Denote L̃T,t(ν) as the characteristic function of fT,t(x). We can obtain (3.14),

i.e.,

L̃T,t(ν) = ET,t[e
jνG2

] =

∫ ∞

−∞
ejνxfT,t(x)dx. (B.5)
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Appendix C

Proof of Theorem 2

In [86] the authors obtained the characteristic function of the sum of path

gains in the time window [a, b], but did not take the lognormal shadowing

into account. The method in [86] can be modified and extended to determine

the characteristic function of Ẽ . Consider an L-finger RAKE receiver in the

time window [0, LTc], where Tc is the chip duration between two fingers.

Defined

ψ̃ν(T, L) =

⎧⎪⎨⎪⎩
∫ b

max(a,T )
[1− L̃T,t(ν)]dt, T ≤ b,

0, T > b,

(C.1)

and

J̃(ν, L) =

∫ a

0

[1− e−λψ̃ν(T,L)]dT +

∫ b

a

[1− L̃T,T (ν)e−λψ̃ν(T,L)]dT. (C.2)

By setting a = 0 and b = LTc, we can transform the above equations to

(3.18) and (3.20), respectively.
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Appendix D

Proof of Lemma 1

According to [4, (18)], the PDF of interarrival time of ray is

f(τ) =

⎧⎪⎨⎪⎩βλ1e
−λ1τ + (1− β)λ2e

−λ2τ , τ ≥ 0,

0, τ < 0.

(D.1)

The cumulative distribution function (CDF) is

F (τ) =

∫ τ

−∞
f(x)dx

=

⎧⎪⎨⎪⎩
1− βe−λ1τ − (1− β)e−λ2τ , τ ≥ 0,

0, τ < 0.

(D.2)

The ray arrival rate λ is the intensity function [128] of the interarrival time

of rays:

λ(τ) =
f(τ)

1− F (τ)

=

⎧⎪⎨⎪⎩
βλ1e−λ1τ+(1−β)λ2e−λ2τ

βe−λ1τ+(1−β)e−λ2τ , τ ≥ 0,

0, τ < 0.

(D.3)

The ray arrival is indeed a nonhomogeneous Poisson process. The ray arrival

rate is a function of time τ . Note that when β = 1, the PDF in (D.1) reduces
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to the exponential PDF and the intensity function reduces to the constant

λ1. This case corresponds to a homogeneous Poisson process.
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Appendix E

Proof of Theorem 4

Denote fY |T,t(y) as the PDF of squared amplitude Y corresponding to the

cluster arrival time T and ray arrival time t. Because Φr0 is a shot-noise

random variable driven by a two-dimensional Poisson process with intensity

function λ(t)fY |0,t(y), the function R(ν, L) can be calculated as [129]

R(ν, L)=E
[
ejνΦr0

]
=exp

{∫ ∞

0

∫ ∞

−∞

[
ejνyI[0,LTc](t) − 1

]
λ(t)fY |0,t(y)dydt

}
=exp

{
−

∫ ∞

0

∫ ∞

−∞

[
1− ejνyI[0,LTc](t)

]
fY |0,t(y)dyλ(t)dt

}
=exp

{
−

∫ LTc

0

[1− L0,t(ν)]λ(t)dt

}
=exp [−ψν(0, L)] . (E.1)

The derivation of the function J(ν, L) is similar to the derivation of the

function J̃(ν, L) in [93]. The only difference is that we have to delete the

term λ in (66) in [93] because the ray arrival rate is already considered in

the function ψν(T, L) here. Thus,

J(ν, L) =

∫ LTc

0

[
1− LT,T (ν)e−ψν(T,L)

]
dT. (E.2)
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Appendix F

Proof of Theorem 5

From [93], we know that the PDF of X2 is

fX2(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
5
√

2
π

exp

[
−50

(
log10 x
σx

)2
]

xσx ln 10
, x > 0,

0, x ≤ 0.

(F.1)

From Example 3.3-1 in [127], we know that for two random variables X ′

and Y ′ with the known joint PDF fX′,Y ′(x, y), the PDF of the new random

variable Z = X ′Y ′ is

fZ(z) =

∫ ∞

−∞

1

|y|fX′,Y ′

(
z

y
, y

)
dy. (F.2)

Because X2 and Ẽ are independent, fX2,Ẽ(x, y) = fX2(x)fẼ(y). Applying this

relation to (F.2), we have, for z ≥ 0,

fẼX
(z) =

∫ ∞

−∞

1

|y|fX2

(
z

y

)
fẼ(y)dy

≈
∫ ∞

−∞

1

|y|fX2

(
z

y

)
1

2π

N(H)∑
k=1

w
(H)
k Ψ(ν)e−jyνeν

2
∣∣∣
ν=x

(H)
k

dy

=
1

2π

N(H)∑
k=1

w
(H)
k Ψ(ν)

∫ ∞

−∞

1

|y|fX2

(
z

y

)
e−jyνdyeν

2

∣∣∣∣
ν=x

(H)
k

. (F.3)
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Since Ẽ ≥ 0, fẼ(y) = 0 for y < 0 and∫ ∞

−∞

1

|y|fX2

(
z

y

)
e−jyνdy

=

∫ ∞

0

1

y
· 5

√
2

π

exp

[
−50

(
log10(z/y)

σx

)2
]

(z/y)σx ln 10
e−jyνdy

=

√
2

π

5

zσx ln 10

∫ ∞

0

exp

[
−50

(
log10 z − log10 y

σx

)2
]
e−jyνdy. (F.4)

Let

w =

√
50(log10 z − log10 y)

σx
, (F.5)

then

y = z · 10
−σxw√

50 (F.6)

and
dy

dw
= − 1

5
√

2
10

−σxw

5
√

2 σxz ln 10. (F.7)

The above equation (F.4) becomes

1√
π

∫ ∞

−∞
exp

(
−w2 − jzν10

−σxw√
50

)
10

−σxw√
50 dw

≈ 1√
π

N(H)∑
l=1

w
(H)
l exp

(
−jzν10

−σxw√
50

)
10

−σxw√
50

∣∣∣
w=x

(H)
l

. (F.8)

Hence, the PDF fẼX
(x) can be approximated as

fẼX
(x) ≈ 1

2π
√
π

N(H)∑
k=1

w
(H)
k Ψ(ν)

N(H)∑
l=1

w
(H)
l exp

(
−jxν10

−σxw√
50

)
10

−σxw√
50

∣∣∣
w=x

(H)
l

eν
2

∣∣∣∣∣∣
ν=x

(H)
k

=
1

2π
√
π

N(H)∑
k=1

w
(H)
k Ψ(x

(H)
k )e

[
x
(H)
k

]2

N(H)∑
l=1

w
(H)
l exp

(
−jxx(H)

k 10
−σxx

(H)
l√
50

)
10

−σxx
(H)
l√
50 . (F.9)
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Appendix G

Proof of Proposition 1

From (4.13) and (4.2), we can express the mean of the processed data zp1 as

E[zp1] = E[sp1] + E[rp1] + E[np1] + E[np0], (G.1)

where the signal part E[sp1]

E[sp1] = E[

L−1∑
l=0

xlxl] =

L−1∑
l=0

E[ξl
2]. (G.2)

From (4.5) and (4.16), we can have

L−1∑
l=0

E[ξl
2] = A +B, (G.3)

where A is defined in (4.18) and

B =
L−1∑
l=4

(πH(1− α) + πLβ) E[al
2]

=

L−1∑
l=4

(
β

α + β
(1− α) +

α

α + β
β

)
E[al

2]

=

(
β

α+ β

)
γe−3η − γe−(L−1)η

1− e−η . (G.4)
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Recalling that bl in (4.2) is +/− 1 equiprobable, we can calculate the redun-

dancy part E[rp1] of the processed data mean E[zp1] from (4.13) as follows:

E[rp1] = −E[
L−δ−1∑
l=0

xlxl+δ] = −E[
L−δ−1∑
l=0

alblal+δbl+δ)]

= −
L−δ−1∑
l=0

E[alal+δ] · E[(blbl+δ)] = 0. (G.5)

Note that nl is a Gaussian random variable with zero mean, and xl and

nl are mutually independent. Thus from (4.13), we can express the p1 noise

part E[np1] of the processed data mean E[zp1] as follows:

E[np1] = E[
L−1∑
l=0

nl+δxl] =
L−1∑
l=0

E[nl+δ] · E[xl] = 0, (G.6)

Similar to (G.6), the p0 noise part E[np0] of the processed data mean E[zp1]

can be calculated as

E[np0] = E[

L−1∑
l=0

nlxl] =

L−1∑
l=0

E[nl]E[xl] = 0. (G.7)

Form (G.1), we prove Proposition 1.
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Appendix H

Proof of Proposition 2

In this appendix, we derive the remaining terms of the right hand side of

(4.19) except var[sp1]. For the redundancy part var[rp1] of the processed

data, we first consider the ideal pulse in the worst case of δ = 1. Since bl

is equiprobable to take on the value +/− 1, it is obvious that E[bl] = 0.
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Recalling (4.2), (4.9), and (4.13), we can obtain

var[rp1]

= var[−
L−2∑
l=0

xlxl+1]

= var[−
L−2∑
l=0

ξlξl+1]

=
L−2∑
l=0

var[alblal+1bl+1]

+ 2

L−2∑
m=0

L−2∑
n=m+1

cov[ambmam+1bm+1, anbnan+1bn+1]

=

L−2∑
l=0

var[alblal+1bl+1]

=
L−2∑
l=0

E[al
2a2
l+1bl

2b2l+1]− E[alal+1blbl+1]
2

=

L−2∑
l=0

E[al
2a2
l+1]E[bl

2b2l+1]

=
L−2∑
l=0

πH(l)πH(2)E[a2
l ]E[a2

l+1]. (H.1)

For the more general case δ �= 1, one can derive

var[rp1] =

L−δ−1∑
l=0

πH(l)πH(δ + 1)E[a2
l ]E[a2

l+δ]. (H.2)

Next, we derive the noise part var[np1] of the processed data variance
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var[zp1]. For the Gaussian noise with zero mean and the variance of σ2
n/2,

var[np1]

= var[
L−1∑
l=0

nl+1xl]

=

L−1∑
l=0

var[nl+1xl] + 2

L−2∑
m=0

L−1∑
n=m+1

cov[nm+1xm, nn+1xn]

=
L−1∑
l=0

πH(l)σn
2

2
E[al

2]. (H.3)

Similar to derive (H.3), we can obtain

var[np0] =
L−1∑
l=0

πH(l)σn
2

2
E[al

2], (H.4)

and

cov[sp1, rp1]

= E[s1rp1]− E[s1]E[r1]

=

L−2∑
l=0

πH(l)πH(2)E[al|nl �= 0]E[a2
l ]E[a2

l+1]

= 0. (H.5)

Last, it is easy to show that

cov[sp1, rp1] = cov[sp1, np1] = cov[sp1, np0]

= cov[rp1, np1] = cov[rp1, np0] = cov[np1, np0]

= 0. (H.6)

Hence, from (4.22) to (4.25) and (H.1) to (H.6), we proved Proposition 2.
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