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Abstract

Orthogonal frequenicy division multiplexing (OFDM) is an effective tech-
nique for high data rate transmissionovermwireless channels. Employing
multiple-input multiple-output. (MIMO) technidues in OFDM systems is
viewed as a popular way to improve system performance for the next gener-
ation wireless communications. In this dissertation, we investigate channel
estimation and data detection techniques for OFDM systems, covering the
research topics of pilot signal designs for MIMO channels, channel estima-
tion and tracking for slowly time-varying channels, and data detection for
fast time-varying channels.

This dissertation is divided into four parts. The first part presents a com-
plementary codes (CC) pilot-based space-time block code (STBC)-OFDM
system. In this system, a pair of complementary codes transmitted in a pre-

defined order with the OFDM data signals is used as the pilot signals in a
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two-antenna transmit diversity system, and used to estimate the channels for
optimal data detection at the receiver side. A complete receiver architecture
has been designed, the theoretical system performance has been analyzed,
and computer simulations have been used to verify the performance of the
system in mobile radio fading channels.

In the second part, we derive the decision-feedback (DF) discrete Fourier
transform (DFT)-based channel estimation method from Newton’s method
for STBC-OFDM systems. Through our derivation, the equivalence between
Newton’s method and the DF DFT-based method is established. Computer
simulations are also used to dernonstrate the equivalence of the two methods
in terms of bit error ratey(BER) andmormalized §quare error (NSE) perfor-
mance. Finally, the results presented in‘this'part also hold for conventional
OFDM systems.

In the third part, we investigate channel estimation for OFDM systems
with STBC in mobile wireless.channels. Ouw'proposed method consists of
two-stage processing and is developed on the basis of the classical DFT-
based channel estimation method. In the initialization stage, we employ a
multipath interference cancellation (MPIC) technique to estimate multipath
delays and multipath complex gains. In the tracking stage, we develop a
refined DF DFT-based channel estimation method in which a few pilot tones
inserted in OFDM data symbols are applied to form an optimal gradient vec-
tor at the first iteration such that the error propagation effect is mitigated. In
order to reduce computational complexity, an approximate weighting matrix

is adopted to avoid matrix inversion. We demonstrate the proposed method
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through computer simulation of an STBC-OFDM system with two transmit
antennas and a single receive antenna. The results show that our method out-
performs the classical DFT-based method, the STBC-based minimum mean
square error (MMSE) method, and the Kalman filtering method as well, and
that significant signal-to-noise ratio (SNR) performance improvement can be
achieved, especially when a high-level modulation scheme, e.g. 16-quadrature
amplitude modulation (QAM), is adopted in low-mobility environments.

In the final part, we resort to the expectation-maximization (EM) al-
gorithm to tackle the inter-carrier interference (ICI) problem, caused by
time-variant multipath channels, for both the OFDM systems and the bit-
interleaved coded modulation (BICNM):OEDM systems. We first analyze the
ICI in frequency domain with a reduced set of parameters, and following
this analysis, we derive an EM algerithm for maximum likelihood (ML)
data detection. An MIL-EM receiver-forfOFDM systems and a TURBO-EM
receiver for BICM-OFDM: systems are then developed to reduce computa-
tional complexity and to exploit“temporal“diversity, the main idea of which
is to integrate the proposed EM algorithm with a groupwise ICI cancellation
method. Compared with the ML-EM receiver, the TURBO-EM receiver fur-
ther employs a soft-output Viterbi algorithm (SOVA) decoder to exchange
information with a maximum a posteriori (MAP) EM detector through the
turbo principle. Computer simulation demonstrates that the two proposed
receivers clearly outperform the conventional one-tap equalizer, and the per-
formance of the TURBO-EM receiver is close to the matched-filter bound

even at a normalized maximum Doppler frequency up to 0.1.
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The notations E[-] and Var[-] denote the calculation of expectation and
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Chapter 1
Introduction

The second-generation (2G)twireless systemsfwere introduced in the early
1990s, and considered ‘as the preominent evolution of cellular systems in
telecommunication. Béeause 2G systems feature.theimplementation of digi-
tal technology, they offer better voice quality and elementary data service, as
compared with analog €omimunication provided in.the first-generation (1G)
radio systems. Today, thetEuropean digital cellular system, referred to as
Global System for Mobile Communications (GSM), is undoubtedly the most
successful 2G systems in the world, and still dominates the cellular service
market with over 250 million subscribes in about 120 countries. With the in-
creasing demands for multimedia-level data rates in mobile communication,
the third-generation (3G) systems, based on wideband code division multiple
access (WCDMA) radio technology, are now being progressively deployed on
a large scale all over the world. The 3G systems upgrade the existing 2G
network to provide data rates up to 144kb/s for high-mobility environments,

284kb/s for low-mobility environments and 2Mb/s for stationary environ-



ments, and they also aim to greatly expand cell coverage. A comprehensive
introduction of air interface evolution for cellular communication systems can
be referred to [1] for details. A desire for high data rate transmission moti-
vates the development of the fourth-generation (4G) systems. In order to get
richer multimedia services in the future, the 4G systems attempt to provide
a peak data rate up to a level of 100Mb/s for wide area coverage with high
mobility and 1Gb/s for local area coverage with low mobility. As data rate
increases, the effect of time dispersion in wireless channels becomes much
more significant and will cause more severe inter-symbol interference (ISI).
As a result, a relatively complicate time-démain equalizer in single-carrier
(SC) systems, such as GSM; is neededyswhich will raise the cost of imple-
mentation. In 3G systems, although a rake receiver can be used to combat
dispersive fading by resolving and combining the multipath, the receiver is
not suitable over a broadband channeltdueto the appearance of excessive
multipath interference. n the other hand, oérthogonal frequency division
multiplexing (OFDM) is an aftractive choice to meet the requirement for
high-data-rate transmission in future 4G systems due to its inherent ability
to compensate for multipath fading [2]. OFDM was originally proposed in
the 1970s, and it is a special form of multicarrier modulation (MC) scheme
in which a large number of narrowband and orthogonal subcarriers are used
to transmit data symbols in parallel through the use of inexpensive inverse
fast Fourier transfom (IFFT) and fast Fourier transform (FFT). As a conse-
quence, it converts a frequency selective fading channel into several flat fad-

ing channels, and allows for a simpler one-tap equalizer at the receiver side.



Besides, the flexibility of OFDM enables the use of frequency-domain adap-
tation and multi-antenna solutions. Based on all these advantages, OFDM
has been chosen as a potential air interface candidate for two popular 4G

cellular systems [3-5]:

e Worldwide Interoperability for Microwave Access (WiMAX) systems in
IEEE 802.16 standard.

e Long-Term Evolution (LTE) of 3G systems in Third Generation Part-

nership Project (3GPP).

The capacity of wireless communication:'can be substantially boosted if a
communication system employs multiple .antennas at the transmitter and
receiver, also known a§ multiple-input multiple-output (MIMO) system. It
is proved in [6] that, the capacity of MIMO systems is linearly increased
with the minimum number of tramsmit-and-receive antennas in a flat fading
channel. In order to improwve cell coverage and.data rate, various MIMO tech-
nologies should be supported a§ a well-integrated part of 4G systems, rather
than just an add-on to the specifications [7,8]. Since OFDM is well suited for
MIMO processing, the combination of MIMO and OFDM is a nature choice
for wideband transmission to obtain diversity gains or multiplexing gains
in the spatial dimension. With this popularity, MIMO-OFDM technology
has been adopted in several standards, and it is the most attractive air in-
terface for high performance 4G broadband wireless communications [9, 10].
The primary goal of this dissertation is to deal with channel estimation and
data detection for OFDM systems, and detailed descriptions of problem and

motivation are given in the next section.



1.1 Problem and Motivation

Figure 1.1 shows a transmitter of basic OFDM systems with Np transmit
antennas. The information bits are first encoded by a channel encoder and
fed into an interleaver in order to achieve good coding gains as well as di-
versity gains. Afterwards, the coded bit stream is mapped onto constellation
points, e.g. quadratic phase shift keying (QPSK) or quadrature amplitude
modulation (QAM), using a signal mapper, and then processed by an MIMO
encoder. The MIMO encoder transforms a symbol stream into Np parallel
substreams, and it can be implemented in a number of different ways, de-
pending on application requirements. Herein, we focus on two key schemes:
space-time coding (STE) and spatial multiplexing (SM). More details on
these two schemes cansbe found in [11]. In the STC seheme, the same symbol
stream is encoded intosdifferent; substreams. across multiple transmit anten-
nas to achieve spatial diversity gains.“Of*particular interest is Alamouti’s
space-time block code (STBC)rin two.transmit-antenna systems [12]. On
the other hand, the SM scheme aims at increasing data rate by spatially
multiplexing a symbol stream into independent substreams across transmit
antennas. After the MIMO processing, these substreams are simultaneously
transmitted using the corresponding antennas through the same process of
OFDM transmission. As illustrated in Figure 1.1(b), in an OFDM modula-
tor at the ith transmit antenna, a symbol substream {X @ [k]} is first passed
through a serial-to-parallel (S/P) converter, and modulated by an inverse
fast Fourier transform (IFFT) to produce time domain samples {z(® [n]}.

Then, in order to avoid the ISI caused by multipath channels, a guard inter-



) x©@ [k] ( ‘
OFDM

Modulator
N/
X(z)[k]
OFDM I
Ch 1 .
Data Encsggre & Signal MIMO [ Modulator
Source Interleaver Mapper Encoder \ )
OFDM
Modulator
) S
(a) Fransmitter architecture
Guard [—7
S
Interval 5
Insertion T»
D
) P/srt |
. X(i)[o] X(i)[o] onverter
X () [k] LI
S/P I
Converter :
i i
XOIN-1] x[N-1]

(b) OFDM modulator

Figure 1.1: Transmitter of basic OFDM systems.



val (GI) ¥ [n], for n = —1,..., —G, with length longer than delay spread, is
attached at the beginning of these samples through a parallel-to-serial (P/S)
converter to generate an OFDM symbol. Although a silent GI can be used
to take care of ISI, inter-carrier interference (ICI) remains a critical issue due
to the loss of orthogonality among subcarriers. If a cyclic prefix (CP) is used
for the GI, ICI can also be avoided. In this regard, the CP is more widely
adopted in current standards, and an OFDM symbol transmitted from the

1th antenna is given by

N—
. 1 . 2wkn
(%) N (%)
2\ [n] = o kg_ XY Ik] e~ (1.1)

for n = -G, ..., N — 1. he impulse; response ofswireless channels between

the ith transmit antenna and the jth réceive antenna can be expressed as
ROD | th Ln)d 7 =1] (1.2)

where hU" [, n] is complex gain of the [th path, associated with path delay
I, and L is the number of propagation paths. Note that U+ [I,n] changes
with time index n when Doppler spread exists.

The receiver of basic OFDM systems with Ng receive antennas is shown in
Figure 1.2. The received signal at the jth receive antenna can be represented

as

Nt L-1

rO =3 9L n]a [((n 1) y] + 2 [n] (1.3)

i=1 1=0
where ((-)), represents modulo N operation and 2\ [n] is complex additive
white Gaussian noise (AWGN) at the jth antenna. At the receiver side, after

S/P conversion, GI removal and FFT operation, the received signal of each
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antenna arm is transformed into frequency domain as follows:
RIK] =S 70 [n] e %" (1.4)

for k=0,..., N—1. By substituting (1.1) and (1.3) into (1.4), we can obtain

Np L-1N-1 l
=> > XD m)a9 [k,m, e N + ZV (K] (15)
=1 [=0 m=0
where ZU) [k] and oV [k, m,[] can be evaluated by
N-1 )
Z0) [k] = 2 [p] e~ *W" (1.6)
n=0
(G,0) [k 1] = 1 Nz_lh(j 7) L] yEom)y (1.7)
al’ — : :
) m7 N :0 b n €

We then define

27rml

L-1
HOY flegin] = o [k, mille (1.8)
=0

and rewrite (1.5) as follows:

RY) [k] — g9 [k‘, k] X (@ [k]

~
desired term

Nt
+ > HOD [k, k] XD [k]

i=1,i#q

J/

TAI term
Nr

+> NZ_I H9D [k, m] X [m]

i=1 m=0,m#k

J/

~
ICI term

+ Z9) [k] (1.9)
——

noise term



It is observed from (1.9) that for detecting the gth transmitted signal X (9 [k],
the demodulated signal RY) [k] suffers from not only noise but also inter-
carrier interference (ICI) as well as inter-antenna interference (IAI). Essen-
tially, the ICI arises from Doppler spread, while the TAI is due to multiple
antennas transmission, and these two unwanted signals will severely degrade
the performance of a mobile OFDM receiver. When wireless channels are

quasi-static, i.e. channel gains are time-invariant, (1.7) and (1.8) become as

RUAD (1], for k=m

Y [k, m, 1] = (1.10)
0, for k#m
-1 . - 2nml
y S hGile N Hor k=m
HY [k an) = {-i=0 (1.11)
0, for k#.m

where hU9 [I,n] is a constant value6fhU (1] ‘for m*= 0,..., N — 1. Then,

(1.9) is reduced to

R (k] = HUD) [Kendid x (@ %)

desired term

Nt
+ > HOD [k k] XD [k]

121##(1 J/
IAI‘t,errn
+ Z9 (k] (1.12)
——
noise term

Moreover, the extension of (1.9) and (1.12) to single-input single-output
(SISO)-OFDM systems is also straightforward by setting Ny = 1 and N =
1. As expected, there is no TAI problem in this special case.

There are several challenges in attempts to design an OFDM system.

As depicted in Figure 1.2, the success of implementing a receiver hinges on
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several basic issues, consisting of synchronization, channel estimation, data
detection, and channel decoding, etc. In this dissertation, we will focus on
channel estimation and data detection problem. From the aforementioned
discussion, the knowledge of channel state information (CSI) is required for
coherent data detection in (1.9) and (1.12). Hence, it is crucial to have accu-
rate estimates of CSI, which is in general difficult to achieve over fast fading
channels and MIMO channels. In fast fading channels, a more sophisticated
receiver is needed to track rapid channel variation; otherwise, performance
deterioration may occur. In MIMO channels, the intent to identify multi-
ple channel parameters at each receiver antenna makes channel estimation
more challenging. In addition to chanmnel estimation, it is also necessary to
investigate data detection for|efficiently dealing. with. ICI and IAI. These ob-
servations motivate us.to investigate channel estimation and data detection

for OFDM systems.

1.2 Organization of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2, we use
complementary codes (CC) to design pilot signals with minimum peak-to-
average power ratio (PAPR) for channel estimation in MIMO systems. Then,
we present a CC pilot-based STBC-OFDM system which transmits CC pilot
signals together with OFDM data signals in time domain without sacrificing
bandwidth efficiency. A complete receiver architecture for channel estimation
and data detection is proposed and analyzed. Chapter 3 introduces a classical

decision-feedback (DF) discrete Fourier transform (DFT)-based channel es-
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timation method for STBC-OFDM systems. We then prove the equivalence
between the DF DFT-based method and the Newton’s method, and establish
their relationship. In Chapter 4, we propose a two-stage channel estimation
method for STBC-OFDM systems. In the initialization stage, a multipath
interference cancellation (MPIC)-based decorrelation method is employed to
identify significant channel taps. Through the equivalence discussed in Chap-
ter 3, we develop a refined DF DFT-based channel estimation method in
the tracking stage to improve bit error rate (BER) performance. Chapter
5 presents two expectation-maximization (EM)-based iterative receivers to
mitigate ICI, introduced by Deppler effect, for both OFDM systems and bit-
interleaved coded modulation (BIGM)=OFDM systems. We derive an EM
algorithm for maximum likelihood (ML) data detection. Towards the goal
of reducing computational complexity, we then develop an ML-EM receiver
for OFDM systems and a TURBO=EMjreceiver for. BICM-OFDM systems.

Chapter 6 draws some conclusions.

11



Chapter 2

A Complementary Codes
Pilot-Based Transmit Diversity
Techniqueifor OFDM Systems

2.1 Literature Survey and Motivation

In a recent paper, STBC [12,13] has been suggested to improve the per-
formance of an OFDM system [14]. Garg studied the degradation in the
performance of the STC with imperfect channel estimation [15]. In general,
channel estimation is an important issue in realizing a successful STBC-
OFDM system. We all know that channel estimation can be performed at
a receiver by inserting pilot signals into transmitted signals. There are sev-
eral factors which have to be considered for the practical use of pilot signals
in multiple transmit antenna systems. First, pilot signals should be sent in
the same frequency band and at the same time with data signals to ensure

the accuracy of channel estimation. Second, multiple CSIs must be derived
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from the received signal in a system with multiple transmit antennas. To
estimate multiple channels, antennas at the transmitter side can alternately
transmit a single pilot signal or simultaneously transmit different pilot signals
which have impulse-like auto-correlation and zero cross-correlation proper-
ties [16-19]. Third, the length of pilot signals should not be too short in order
to achieve accurate channel estimation. In some special cases, pilot signals
take the length of 2, where P is an integer, to meet with the requirement of
fast signal processing algorithms. Finally, the values of pilot signals need to
be taken from some predetermined signal sets such as {1, —1, 7, —7} to main-
tain constant amplitude and avoid the non-linear effect of an amplifier. The
design of optimal pilot signals is anropen problemt [16-23]. Computer simu-
lations are used in [16-19] to lexhaustively search the pilot signals which are
able to achieve MMSE channel estimation. [20] proposed a channel estimator
based on the correlation of channelfrequency response at adjacent frequen-
cies. However, a large sizeof matrix inverse is réquired in this scheme. [21-23]
extended the work in [20] to reduce the complexity of channel estimation.
Besides, some channel estimation methods based on superimposed training
sequences are proposed for SISO-OFDM systems [24-26]. At the expense
of reducing power efficiency, these methods can not only significantly save
bandwidth but also effectively track time-variant channels. Recently, chan-
nel estimation using superimposed training for MIMO-OFDM systems has
been investigated [27,28]. The PAPR of the OFDM signals with superim-
posed training is analyzed in [29], and it is demonstrated that the constant

magnitude pilot sequences result in the best BER performance due to their
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ability to lower the PAPER of the transmitted OFDM signal.

In this chapter, we suggest that CC can be used as pilot signals and
transmitted in time domain for the purpose of channel estimation in a two
transmit antenna system. The CC pilot signals satisfy the requirements of
pilot signals we mentioned above, and at the same time, have the minimum
PAPR. We will describe the functional block diagrams and simulate the per-
formance of an STBC-OFDM system with CC pilot signals. The rest of this
chpater is organized as follows. In Section 2.2, we will describe the CC pilot
signals for a two transmit antenna system. In Section 2.3, We will introduce
the transmitter architecture of a CC pilot-based STBC-OFDM system. The
details of the receiver operation suchyasdata detéction, channel estimation,
etc., are described in Section 2.4. The performance of the CC pilot-based
STBC-OFDM system_is then analyzéd'in Section 2.5. In Section 2.6, we
show our computer simulation and performance evaluation results. Finally,

concluding remarks are drawn in Section 2.7,

2.2 CC Pilot Signals for Two Transmit An-

tenna Systems

Binary CC was originally conceived by Golay for infrared multi-slit spec-
trometry applications [30,31]. More recently, these codes were also used in
OFDM systems to reduce PAPR [32]. For details, please refer to Appendix
A. We can define CC as follows. Let us consider a pair of equally long se-
quences {«[n]} and {#[n]}, for n =0,..., N — 1, where N is the length of

the two sequences. These sequences are called CC if their auto-correlations
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satisfy the relationship:

Pl = 3" {alm]a® [((m — n))y]
BB [(m— )]}
=2N -0 n]
2N, for n=10
= (2.1)
0 ,for n#0

where (-)* denotes the complex conjugate operation, ((-))x denotes the mod-
ulo N operation, and §[n] is the Kronecker delta function.

The pilot signals of a two_transmif antenna system can be constructed
from a pair of CC. For simplicity, we assime-that CC sequences {a [n]}
and {3 [n]} are normalized such-that their combined auto-correlation value
I'[n] = 0 [n] as shown.in (2.1). Consider.a system with two transmit anten-
nas and one receive antenna. [I'wo signals {a [n]} and {—f[n]} are simulta-
neously transmitted from the two transmit antennas over two independent
frequency selective fading channels intthe first time slot; the other two signals
{6 [((—n))x]} and {a* [((—n)) ]} are then simultaneously transmitted over
the same two channels in the second time slot. Furthermore, a CP is added
before each transmitted pilot signal to avoid ISI and to preserve the circular
convolution between the pilot signal and the channel impulse response in the
time domain. Here, we assume that the two channels are quasi-static over
the two transmission time slots. Hence, the received pilot signals in the fre-

quency domain in the first and second time slot, Ry [k] and Rypo [k], can be
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expressed as

Ry [k] | P [k]—P@ [k:] Hi [k] L2
R [K] 5 (k] Prlk] | | Ha[K]
H1 k‘
(2.2)
H, [k]

for k = 0,...,N — 1, where H; [k] and H, [k] are the channel frequency
responses from the two transmit antennas to the receive antenna, P, [k] and
Pys [k] are the N-point DFT of the CC sequences {« [n]} and {3 [n]}, P [k]
is called a pilot matrix which is a unitary matrix, and Z [k] is an AWGN
vector with zero mean and .covariance matrix aiIQ, where I is a K X K
identity matrix. The received pilot'signals are then multiplied by a matrix
P [k], where ()H denotes the complex conjugate transpose operation, to

obtain estimated CSls.in the frequenc¢y domain

fifl ] | 0P LR |
Hy [K] Ro (K]
mEl e,
- +PH (K Z[K] (2.3)
Hy [K]

for k =0,...,N — 1. As a result, the mean square error (MSE) of channel
estimation is given by
. 2
MSE = E Uﬂj K] — H, [k;]( }

=02 for j=1,2 (2.4)

Generally speaking, the pilot matrix can be any unitary matrix which

satisfies the power constraint of |P, [k]|* + |Ps [k]|> = 1 for all k. For ex-
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ample, | P, [k]|> = |Pg [k]]*> = 1/2 for all k also satisfies the unitary matrix
requirement. However, the CC pilot signals used in this dissertation have
the minimum PAPR (= 0dB) in time domain, thus improve radio frequency
power amplifier efficiency. In the case of | P, [k]|* = |Ps [k]|* = 1/2 for all k,
the PAPR is 10logN (dB). Moreover, we can easily extend the design of the
pilot matrix to four transmit antenna systems by using a 2x2 unitary matrix

as follows:

P, _ 1 P [k] P [k] (2.5)
V2 | P [K|P [A] '

2.3 CC Pilot-Based STBC-OFDM Systems:

Transmitter Architecture

The transmitter block diagram. of a CC pilot-based STBC-OFDM system is
shown in Figure 2.1. The block diagramshows two transmit antennas. The
transmitted signal from each antenna consists of a data signal and a pilot
signal. Now we describe the generation of the data signals. At the output
of the signal mapper, the ith block of 2N data symbols d¥) [k] are separated

into two data sub-blocks and represented as
X3 k] = d [K] (2.6)
and

X9 [k] = d9 [N + K] (2.7)
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for Kk =0,...,N — 1, where N denotes number of subcarriers in an OFDM
symbol, X\ [k] and XY [k] are the kth data symbol of the first and sec-
ond data sub-block, respectively. Here, we use Alamouti’s STBC encoding
method [12] to encode the two data sub-blocks, Xl(f) [k] and Xéi) [k], in the
sequence as described in [14]. An N-point inverse discrete Fourier transform
(IDFT) unit is used in each arm of Figure 2.1 to transform the frequency
domain data symbols into a time domain data signal. Afterward, we add
the CC pilot signal as described in Section 2.2 to the time domain data sig-
nal. Both the data signal and the pilot signal are assumed to be of the same
length and they are added synehronously to'become an effective OFDM sym-
bol with symbol duration:7"." The eyelicrextension with time duration 7 of
an effective OFDM symbol is then inserted as a GI to combat the ISI effect.
Finally, a complete OFDM symbol with Ssymbol duration 7 is converted into
an analog signal with a_digital-to-analogconverter, filtered by a low-pass fil-
ter, up converted to radio frequency band, and*transmitted in air with a

pre-selected antenna, where we'set Ty = 1"+ T,.

2.4 CC Pilot-Based STBC-OFDM Systems:

Receiver Architecture

The receiver block diagram of the CC pilot-based STBC-OFDM system is
shown in Figure 2.2. This receiver architecture consists mainly of a fine data
detection functional block and a channel estimation functional block, along
with other common blocks. After a radio frequency signal is received from an

antenna, it is down converted to the equivalent baseband, low-pass filtered,
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and digitized. We assume that timing and carrier frequency synchronization
are perfect and the length of the channel impulse response is not longer than
the length of the GI. The channels are assumed to be quasi-static during
any two successive OFDM symbols duration. The frequency response of
the propagation channel between the first transmit antenna and the receive
antenna is denoted by H 1(i) [k], and the other one is denoted by Hz(i) [k], where
index 7 is used to indicate the corresponding (2¢)th and (2i + 1)th OFDM
symbol duration. Hence, after the GI removal, S/P conversion and N-point
DFT computation, the successively received signals Y.” [k] and v [k] on
the kth subcarrier in the (2i) #f2-and (2i+ 1) th OFDM symbol duration can

be represented as

Y20 (= A (X P )

+ ) RO P [l + 20 [k (2.8)
and

YO [k = 1P 1] (- XE K]+ P; [R))

+a5 (k] (X (6] + P2 K]) + 28 K] (2.9)
for k=0,...,N —1, where Z" [k] and 2" [k] are the AWGN in the (2i)th
and (2¢ + 1) th OFDM symbol duration, respectively. The noise is modeled

as an independent complex Gaussian random variable with zero-mean and

variance o2.
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2.4.1 Fine Data Detection

Figure 2.3 shows the details of the fine data detection functional block which
include a pilot cancellation unit, & combiner.unit-‘and an ML decoder unit.
We assume that the estimated CSls are‘accurate, i.e. ]:Ifl) (k] = H{i) K]
al? k] = H. {0 [k], and the pilot interference signals can thus be reconstructed

and be completely subtracted-from the received signals Y,” [k] and v k]

The output of the pilot sighal cancellation.unit can be expressed as

VIR = 1Y [k X5 (6] + 7 ) XS (k] + 206 (2:0)

and
YO (k] = —H (K] X§ K]+ B 6] X3 (6] + 20 (k] (2.11)
for k=0,..., N —1. We then use the combiner unit to combine the received

signals from different transmit antennas according to the method revealed
in [14]. Finally, in the ML decoder unit, the ML decision rule can be used to

detect the transmitted data symbol on each subchannel [12].
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Figure 2.4: Channel estimation functional block.

2.4.2 Channel Estimation

Figure 2.4 depicts the detailéd structure of the'channel estimation functional
block. First, we use a coarse data detection unit to'obtain coarsely estimated
data symbols XS)C (k] Bnd X é% [k] by using.the estimated CSIs in the previ-
ous two OFDM symbdls, 'i.e., the (2= 2)th and (2¢- 1) th OFDM symbol.
The structure of the coarse data detection unit'is, similar to the fine data
detection functional block as shown in Figuré 2.3. The data interference sig-
nals are then reconstructed and subtracted from the received signals Y [k]
and V" [k] in a data interference cancellation unit. We assume that the data
interference signals can be cancelled perfectly and the refined signals can be

represented as
Y, [k = HY [K] P [k] — Hy? [K] Py [K] + 2% [K] (2.12)

and
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for k=0,..., N —1. Next, the refined signals are multiplied by the complex
conjugate transpose of the pilot matrix P [k] in the pilot matching unit in
Figure 2.4, to obtain more accurately estimated CSls in the frequency do-
main. We then use an N-point IDFT unit to obtain the estimated CSIs in

the time domain, i.e.,

R [n] = b 0] + IDFT {ZD [k P2 K] + Z) (k] Ps [k} (2.14)
and
hs) [n] = b n] + IDFT{—Z9 [k Py (K] + Z0 (k] P, [k} (2.15)

for n =0,..., N — 1. Finally, a pathselection unit is used to suppress the
noise effect and to refine the estimated CSIs. . For path selection, we first
define a parameter N,, whichis the desired number of paths to be selected.
Only the N, paths with larger amplitudes-in Bgi) [n] (or Bg) [n]) are preserved
and all the other paths are discarded. As aresult, we obtain izgl) [n] and

A [n] in the following way:

(s R [n , if A9 ]| is one of the N, larger values
B0y = 10 1 P (216)
0, otherwise

form=0,..., N—1land j =1, 2.

To initialize the channel estimator, pilot preambles without data signals
added are transmitted in the first two OFDM symbols. The received signals
are passed only through the pilot matching and the path selection unit to

generate the preliminary channel estimations.
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2.4.3 Computational Complexity

In this subsection, the complexity of the CC pilot-based STBC-OFDM re-
ceiver will be calculated in terms of the number of complex multiplications.
Either N-point DFT or IDFT needs DFT N multiplications per OFDM sym-
bol. At the recever, three DFT or IDFT operations are needed for every
OFDM symbol (see Figure 2.2 to Figure 2.4). According to Figure 2.3, the
pilot signal cancellation unit and the combiner unit need 8 N multiplications
for every two OFDM symbols. In Figure 2.4, the data interference cancella-
tion unit and the pilot matching unit also need 8 N multiplications for every
two OFDM symbols. Furthermore, the coarse data detection unit requires the
same number of multiplications as the fine data détection functional block,
i,e. 8N per two OFDM symbols. Hence’ the receiver has the complexity
order of 3DFTN + 12N multiplications per OFDM symbol.

2.5 Performance Analysis

In this section, we include an analysis of the BER performance of the pro-
posed system in a two-path fading channel. The analysis method is general

and can be easily extended to a mobile radio channel with more paths.

2.5.1 Time-Varying Effect of Two-Path Channels

The equivalent baseband impulse response of the two-path fading channel is

represented by

h(n] = a10 [n] + axd [n — 7] (2.17)

24



where § [n] denotes a delta function, 7 is the excess delay of the second path,
and q; is the complex gain of the [th path. Assume that the complex gain

of the lth path, for [ = 1 and 2, during the (2¢)th and (2i 4+ 1)th OFDM
symbol is a complex Gaussian random variable and denoted as al(i) = al(f} +
jal(%, where al(f} and al(% are the real and imaginary part of al(i), respectively.

According to the Jakes fading channel model [33], the random variables al(f; 1),

al(z 1), al(f} and al(,ic)g have the following correlations:

i—1) (i i—1) (i €
Eaf; Vafl| = B afly"afy| = 50 (27 fp (211)) (2.18)

)

and
E |¢fi Vo] =Eale i) = 0 (2.19)

)

NE:
al(Z } is the power

where E [-] is the operation of taking expectation, £, = E [
of the [th path, fp is the maximum Déppler frequency, and Jy (+) is the Bessel
function of the first kind.. In order to -model the time-varying effect of the

[th path between al(i_l) and al(i), we have the following equation:
o’ = a4+ AP (2.20)

where Ay) is a complex Gaussian random variable with zero mean. Therefore,

the normalized error power of the Ith path becomes

12
E “A§“ }
— = 2(1 = Jy(4n fpTy)) (2.21)
!
Assume the corresponding channel frequency response is denoted by H® [k],

and as a result, the channel variation in frequency domain, Q@ [k], can be

described by the following equation:
HYD (k] = H [k] + QW [k] (2.22)

25



The two fading paths are assumed to be independent of each other, and it is
obtained from (2.21) that Q@ [k] is a zero-mean complex Gaussian random

variable with variance

02 =E []Q@ [k]|2] =2(1— Jo(4nfpT) Y & (2.23)

Without loss of generality, we assume that the channel power is normalized

to one, i.e. 252:1 g, = 1; hence, we get 03 =2 (1 — Jy (4nfpTy)).

2.5.2 Performance Analysis of Coarse Data Detection

Assume that binary phase-shiftikeying (BPSK) modulation is used, and data
signals Xg) [k] and X éi) []'in each subearzier k are independently and iden-
tically distributed (i.i.d.) random ¥variables with zero mean and variance
Ey/2. For the simplieity of analysis,sit-is assumed that the CC sequences
are ideal random binary sequences-with-zere mean, and the power of CC
pilot signals is the same“as data signals. Finally; we assume that the esti-
mated CSI lﬁll(ifl) [k] used by the coarse data detection unit can be modeled
as H fi) (k] — Agi) [k], where the term Agi) [k] includes both the effects of chan-
nel variation and channel estimation error, and its mean and variance are
given by zero and 03. The estimated CSI ﬁéiil) [k] is also assumed in a
like manner. For simplicity, the indices ¢ and k are omitted in the following
derivation.

From (2.8) and (2.9), the outputs of the pilot signal cancellation unit, in

the coarse data detection unit in Figure 2.4, are given by

Yoo = HiXp + HyXg+ Pul\y — Pshs +Z, (2.24)

g

De i
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and

Yoo = —H\ X5+ Ho X+ Py + PyMs +2Z, (2.25)
D 4

where Y, and Y,¢ consist of three mutually independent components:
* desired data signal components D, and D,;
* residual pilot interference signal components I, and I,;
* AWGN components Z, and Z,.

Since the random variables Py #Pg, /Ay, andrA, are mutually independent of

each other, the mean and Variance of;l.-and I, are given by
E [I] —E [I] g (2.26)
and
Var [fe} = Var [fo] = B0 (2.27)

where Var [] is the operation of taking variance. Given the channel gains H;

and H,, and the transmitted data signals Xz and Xg, we have the mean

E [Yic] = HiXp + HyXs (2.28)
E[Yy] = —H{Xs+ H;Xp (2.29)

and the variance
Var [Yoo] = Var [Y).] = Eyoi + o (2.30)
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The outputs of the combiner unit in the coarse data detection unit are [14]
Xpo = Hik?ec + ﬁﬁ@% (2.31)
and
Xso = HiY.0 — HiY (2.32)
Since H ¥ Yoo, H, and Y, are mutually uncorrelated of each other, the mean

and variance of Xp¢ are given by
E |Xro| =E |B}|E[Vec] +E | i|E[Vic] =X (233)
and
Var | Xrc| = B2\ Var [Yec] + B2 {¥.c] Var | 1]
FE | B Ve [V D2 (W] Vor |11
+Var | B} | Var Vel + Var 1| Var V]
=T (2E\o8 ¥o2)=F2E50 , +20,0. (2.34)
where ¢ = |H,|” + |H,|*. Similarly, the other’¢combiner output Xg¢ has the

same variance as X, but different mean (Xg. Therefore, conditioned on

the combined channel gain ¢, the BER is given by

BERc(C) =@ (ﬁ) (2.35)

where Q (z) = [ (1/v 27r)e_y2/2dy, a =203 +02/FEy, b= 20} +2030%/E,.

2.5.3 Performance Analysis of Channel Estimation and

Fine Data Detection

As shown in Figure 2.4, in order to reconstruct the data interference signals,

tentative decisions of data symbols are made and denoted as Xpe and Xgeo.
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From (2.8) and (2.9), notice that after the data interference cancellation, the
output signal )76 is given by
Y. = H,P, — HyP;
—— —

Ie

+ H, (XF - XFC) + M Xpe + Hy (XS - Xsc) + Ay X5

g

De
+Z, (2.36)

and consists of three parts. The first part is the desired pilot signal I.. The
second part is the residual data interference signal D, which is caused by two
factors. One is the channel estimation érror, and the other is the tentative
data decision error from, the coarse data detection unit. The third part is
AWGN Z,. From (2.35) and (2.36), the: mean and the second moment of D,

can be calculated as (see Appendix B)
E [De} — IBERE (O (HX r + HyXy) (2.37)
and

E UDe

2} =2BER: (¢) CEy + 01 By

HABERZ (¢) (H1H; Xp X5+ Hi Ho X5 Xs)  (2.38)

Similarly, for the other output 370, we have the residual data interference

signal D, as follows
E [DO} = 2BERc (O) (—H\ X% + Ho X 3) (2.39)
and

E “Do

2} = 2BER: (¢) CEy + 02 E,

—ABERZ (¢) (H\H; Xp X5+ HiHo X5 Xg)  (2.40)
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According to (2.3) and (2.36), the estimated CSIs at the output of the pilot

matching unit can be written as
_ 1 _ .
Hy = H+ — (P;De + P Zo + PsD, + Pﬁzo> (2.41)
b

and

_ 1 . .

Hy = Hy + — (=P3D. = Py Ze+ PuDy + PaZ,) (2.42)

b

As can be seen in (2.41) and (2.42), the estimated CSIs H; and H, have
different means H; and H,, respectively, but equal variance 2BER¢ (¢) ¢ +
02 4+ 02/E,. In a two-path fading!chanhélsthe variance of H; and Hy can be
further reduced by a factor of 2/N_if we assumé the path selection process

is perfect, i.e., we have

2

_ _ -
ox = Var [H,J'=Var [Hy|.= " (2BERC (O) ¢+ oX + %) (2.43)
b
We can then replace o3 #with 73 in (2.35) to obtain the BER, denoted as
BER ((), for the fine data detectionrumit. With the two-path Rayleigh fad-
ing channel model, ( is a random variable with probability density function

p(¢) = e ¢, where ¢ > 0. The averaged BER for the fine data detection

unit can be obtained by averaging BER ({) over (, i.e.

BER = /0 T BER(O)p(Q)dc (2.44)

In general, BER can be computed iteratively using software like MATLAB

with the following procedure:

1. Initially, we set the variance of channel estimation error in the pilot
preambles as 0%, = 02, = 202/ NE,

init
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2. Due to the Doppler effect, the variance of channel estimation error for

the next two OFDM symbols is given by 0% = o7 + 03

3. Using (2.35), (2.43) and (2.44), we can calculate BER¢ (¢), 63, BER ((),

and BE R, respectively.

For simple analysis of BER performance, we average o3 over ¢ and use the
averaged 73 instead of o7 for the next iteration (return to the procedure 2).
With 100 iterations, i.e., 200 OFDM symbols are processed, Figure 2.5 shows
that BER almost stayed at the same value.

-5

x 10

1.624

1.6235

1.623

1.6225 i

BER

1.622 b

1.6215

1.621 j) N

| |
0 10 20 30 40 50 60 70 80 90 100
Number of Iterations

Figure 2.5: BER performance versus number of iterations at F,/o2=24dB

and fpT,=0.0111.
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2.6 Computer Simulation

We utilize computer simulations to verify the performance of the proposed
CC pilot-based STBC-OFDM system in a two-path fading channel and a
Universal Mobile Telecommunications System (UMTS) defined channel. The
complex gain of each path is independently generated from the Jakes fading
channel model [33]. The relative path power profiles of the two-path channel
is 0, 0 (dB). Besides, the channel selected for evaluating the third generation
UMTS European systems with relative path power profiles: -2.5, 0, -12.8, -
10, -25.2, -16 (dB), is also used to simulate the system performance [34]. We
also assume the two transmit antennas are spatially separated far enough and
the two channels from the two transmitters to the xeceiver are uncorrelated
in our simulation.

The system parameters for the. €€ pilot-based SFBC-OFDM system sim-
ulation are listed in Table 2.1 an our‘simulation; a single-user at a time
scenario, i.e. time division multiple access (TDMA) can be used as a multi-
ple access scheme, is assumed. The entire simulations are conducted in the
equivalent baseband. We assume both symbol synchronization and carrier
synchronization are perfect. Golay’s binary CC [31] is directly used to gen-
erate the CC pilot signals. Each antenna transmits both the data signal and
the pilot signal at an equal power level of 0.5 per sample. The excess delay
of the paths is uniformly distributed between 0.19us and 9.77us. Finally,
throughout the simulation, the parameter Ej/N, is defined as the received

bit power to the noise power ratio.
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Table 2.1: Simulation parameters.

Parameter Value
Carrier frequency 2GHz
Bandwidth A 512 M H=z
. 256
64
BPSK
Number of re 1
Transmitted data sig .. L ‘ 0.5
Pilot signal energ/ antenna 0.5
Channel power profiles ITU Veh-B channel
Channel delay profiles 0.19 pus ~ 9.77 us
Vehicle speed 8, 30, 120 km/hr
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2.6.1 Effect of Vehicle Speed

Figure 2.6 shows the BER performance of the proposed system in the two-
path fading channel with a relative path power profile: 0, 0 (dB) at different
vehicle speeds (V). Here, we set the number of selected paths N, = 2.
The system performance is approximately only 1dB poorer (in E,/N,) at a
BER=10"2 as compared with the theoretic BPSK case with a second-order
diversity, even when the motor vehicle moves at a high speed. The simulated
performance curves under the perfect CSIs assumption are also included for
comparison purpose. These curves indicate that CC pilot-based channel

estimation method works very well.

2.6.2 Effect of Path Selection

Figure 2.7 shows the BER performance of the proposed system in the UMTS
defined multipath fading eharmel (with sixpaths) at a vehicle speed of 120
km/hr, with N, is chosen as'a simulation parameter. It is observed that the
system performance have a small degradation of about 2dB at a BER=10"
as compared with the previous two-path fading channel case as shown in
Figure 2.6. When the parameter N, is chosen appropriately, i.e. close to
the actual number of paths in the mobile radio environment, the system
performance is almost the same. In other words, the parameter N, can be
set a little bit larger than the number of available paths in a practical system

design.
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2.6.3 Analytic and Simulated BER Performance

Figure 2.8 shows the analytic and simulated BER performance of the pro-
posed system in the two-path fading channel at different vehicle speeds. Here,
we set the number of selected paths N, = 2. The results of our analysis and
simulation both show that the fine data detection unit reduces the BER fur-
ther as compared with the coarse data detection unit at a vehicle speed of
120 km/hr. Our analytic result shows that the BER performance is very
close to the theoretic BPSK case with a second-order diversity, even when
the motor vehicle moves at 120 km/hr. In our analysis, we assume that CC
sequences are ideal binary rAndem sequences with zero mean. Nevertheless,
these sequences have nofi-zero mean, and it leads to a biased channel estima-
tion. Furthermore, for'simple analysis, we‘average out the error propagation
effect in calculating the analytic BER performance. As a result, there is a
observable discrepancy hetween the results.of analysis and simulation only in
the case of high vehicle speedstand high Ep/IV, values. As we can see, these
curves indicate that the CC pilot-based channel estimation method works

very effectively.
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Figure 2.6: BER performance of CC pilot-based STBC-OFDM systems in

the two-path fading channel with vehicular speed as a parameter (N, = 2).
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Figure 2.7: BER performance of CC pilot-based STBC-OFDM systems in
the UMTS system defined fading channel with N, as a parameter (V =
120km/hr).
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Figure 2.8: The analytic and simulated BER performance of CC pilot-based
STBC-OFDM systems in the two-path fading channel with vehicular speed

as a parameter.
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2.7 Summary

In this chapter, we designed a pilot signal structure for an STBC-OFDM sys-
tem by utilizing a pair of complementary codes, which can be systematically
generated from well-understood rules. We have also described the detailed
functional block diagrams of the CC pilot-based STBC-OFDM system and
simulated its performance. The CC pilot signals are transmitted simulta-
neously along with data signals in the time domain and used to estimate
CSIs optimally at the receiver end. Although this approach has a draw-
back of lower power efficiency, but it.does not reduce bandwidth efficiency as
compared with other schemes in which pilot carriers are added in frequency

domain.
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Chapter 3

On the Equivalence between

DF DFT-based Channel
Estimation Methed and
Newton’s Method in OFDM

Systems

3.1 Literature Survey and Motivation

The DFT-based channel estimation method derived from the ML criterion
is originally proposed for OFDM systems with pilot preambles [35-39]. In
order to save bandwidth and improve system performance, DF data sym-
bols are usually exploited to track channel variations in subsequent OFDM
data symbols, and this method is called DF DFT-based channel estima-

tion [35-37]. However, the working principle of this empirical method has
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not been explored from the viewpoint of Newton’s method in previous stud-
ies. This chapter derives the DF DFT-based channel estimation via Newton’s
method for STBC-OFDM systems. In this way, the equivalence between the
two methods is established. Our results indicate that both methods can be
implemented through the same four components: a least-square (LS) esti-
mator, an IDFT matrix, a weighting matrix, and a DFT matrix, but with
different connections. On one hand, the gradient vector in Newton’s method
can be found by calculating the difference between an estimated channel fre-
quency response and an LS estimate, followed by the IDFT operation. On
the other hand, the inverse of the Hessian matrix in Newton’s method is just
the weighting matrix operation in the DF.DFT-based method.

The rest of this chapter is organized as follows: In Section 3.2, we briefly
describe an STBC-OFDM system. IniSection 3.3, a classical DF DFT-based
channel estimation method is introduced;7and a channel estimation method
using the ML criterion is4derived from Newton’s'method. The equivalence
between the DF DFT-based method and/Newton’s method is then discussed
in this section. In Section 3.4, we show our computer simulation results.

Finally, some concluding remarks are drawn in Section 3.5.

3.2 STBC-OFDM Systems

Consider an STBC-OFDM system in Figure 3.1 with Np transmit and Ng
receive antennas, employing K subcarriers among which M subcarriers are
used to transmit data symbols and the other K — M subcarriers are used

as either a DC subcarrier or virtual subcarriers. Assume that the set of
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Figure 3.1: STBC-OFDM systems.

data subcarrier indices is denoted a8 ' Q G {1, ..., K'}. At subcarrier k € Q
and after symbol mappingisP modulated data symbols {s; [k], ..., sp [k]} are
encoded by an Ny x N STBC-encoder X k] to gencrate Ny signal sequences
of length N, denoted by {X@ [1, k&0, XO [N K]}, for i = 1,..., Ny
[12,13,40]. As a simple example, for a 2 x 2 Alamouti’s STBC, we have
XL K] = 51 k], XP 1, k.=, [k], XW[2,k] = —s; [k], and X?) [2,k] =
s7 [k]. It is noted that these signal sequences possess the orthogonal property,
given by X*[k] X" [k] = C'[k]Iy,, where ()* and (-)" represent complex
conjugate and transpose, respectively, Iy is an N x N identity matrix, and
Clk] =M | X [t, k] ’2. After insertion of K — M zeros for DC and virtual
subcarriers, the STBC encoded data symbols X @ [¢, k] are modulated onto M
subcarriers via a K-point IDFT unit to produce time domain samples, for ¢t =
1,...,Npand 2 = 1,..., Nr. The time domain samples are then appended
with CP of length G and transmitted through N7 transmit antennas within
the duration of Ny OFDM data symbols.

We assume that both timing and carrier frequency synchronization are
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perfect, and that the length of channel impulse response is always smaller
than the length of the CP. Another assumption here is that the channel
is quasi-static over the duration of a time slot, including N, OFDM data
symbols, but it varies from one time slot to another. Hence, at the output of
the OFDM demodulator in Figure 3.1, the N successively received OFDM

data symbols at the jth receive antenna are given by
Nt
ROtk = H9D K] XD [t k] + Z9) [t, k] (3.1)
i=1

fort =1,..., Ny and k € Q, where HU* [E] is the channel frequency response
for the (j,7)th antenna pairtand Z@ ¢ kl4is uncorrelated additive white
Gaussian noise (AWGN) "on the jthl receive antcnna with zero-mean and

variance 0.

3.3 DF DFT- Based Method and Newton’s
Method

3.3.1 DF DFT-Based Channel Estimation Method

As shown in Figure 3.2, the block diagram of the DF DFT-based chan-
nel estimation method is composed of an LS estimator, an IDFT matrix, a
weighting matrix, and a DFT matrix [36-39]. The LS estimator exploits DF
data symbols to produce an LS estimate, which is a noisy estimation of chan-
nel frequency response. After taking the IDFT to transform the estimate to
time domain, we can improve this estimate by using a weighting matrix which

depends on the performance criterion chosen, either ML or MMSE [37, 39].
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Finally, the enhanced estimate is transformed back to frequency domain to

obtain a new estimate of channel frequency response.

Frequency domain Time domain Frequency domain
Received
signals

—¢—»| LSEstimator [—»| IDFT |—p>] Wl\‘,’['f:‘rti';g —| DFT >

Estimated

channel

Decision frequency

data symbols response

I Symbol
Detector - D |

Figure 3.2: The block diagram of the .DF DFT-based channel estimation
method. (D is a delay.¢component.)

3.3.2 Channel Estimation via Newton’s Method

A parametric channel model MU%) [k] of the channel frequency response

HUY [k] is first formed by a summation of G' complex sinusoids as follows:

a
M) [k;] _ Z Ml(j,z‘)e_]w (3'2)
1=1
where ul(j’i) = ozl(j Dy ]ﬁl(j’i) is a complex fading gain to be tracked in sub-

sequent time slots. From (3.1) and (3.2), the joint channel estimation and

data detection problem can be formulated in an ML estimation framework
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as follows:

(8,y) = rgmmiiz W) [t k]
ke®

j=1 t=1

= MUY (k] X0 [t k] (3.3)
i=1
where ® = {©1,...,0n,} is a subset of Q over which we execute the sum-

mation, s denotes the data symbols which are STBC encoded and trans-

mitted over subcarriers ®, and Ng denotes the cardinality of ®. In addi-

4T
tion, we define ,u( A = [agﬂ) agl)] , “) [ﬁlﬂ),_“’ gﬂ)] L yUi) =

GaT G ) — [yGnT (G:N7) 0 (1) o] "
|2 RY 2% ] Y Z[Y’ R A } ,andy:[y I AN ] .

Because it is hard to solve,(8.3) directly, we yield a simplified optimization

problem by relaxing (3.3) as follows:

Nr_ N
§ V) = : ()
(8,y) = arg - | mslnz Z Z RY [t k]
7=1 t=1ke®
N 2
=3 MUY (k] X9 [t, k) (3.4)
i=1

Assuming that MU [k] is knownjrit+is straightforward to solve the mini-
mization problem with respect to s first by applying the STBC decoding

algorithm [12,40], and we have

Ngr Np,

= argmmzzz

j=1 t=1 kc®

])tk

2

Nt
— Z MU (k] XD [t k]

T [t k]

(3.5)

Nr N
= argmlnzzkz(:a
€

7j=1 t=1

where X® [t k] is the signal (corresponding to X @ [t k]) obtained by re-

encoding the decision symbols §, [k] = ® (5, [k]), © (-) is a symbol decision
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function, and 5, [k] is the signal after diversity combining [12,40]. Notice
that (3.5) might converge to local minima, leading to BER performance loss,
as compared with (3.3), particularly when the initial choice of MU [k] is

not accurate enough. By rewriting (3.5), we have

Nr Np

~ . -\ 2 N2
y = argmymzz Z o9 [t k) + \Ifg) [t, k]
=1 t=1 ke®
£ argmin D (¥) (3.6)
y

where notations Y;(-) and Y¢(-) denote the real and imaginary part of the
notation Y(-), respectively. For simplification, we drop the variable nota-
tion ”(y)” in D(y) hereafter except otherwise stated. Now we use Newton’s
method to find the minimum! of (3.6), and the wellknown iterative formula

of Newton’s method issprovided in the following [41]:

S’v i yv—l S (37)

where v is the iteration index and v =.17...5V, ¥, is the estimated CSI
obtained at the vth iteration, g, is a search vector associated with g = E~1q
at y = y,_1 in which E and q are the Hessian matrix and the gradient
vector of D, respectively, and (-)71 represents the matrix inverse. Thus, the

uth entry of q is calculated as

A oD
@ = 50,
Nr NL , ()
BRI E-e

(3.8)
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where (y),, is the uth entry of y. The partial derivative of 8\11([j) [t,k] /O (y),

and 8\118) t,k] /O (y), can be derived in the following way. First, we assume

that the probabilities of §, ;[k] = 0 or §, g[k] = 0 are zero; thus, it is reason-

able to take the terms involving the partial derivative of the function ®(-)

as zero. Since the variable (y), in y is either al(j D or 6l(j ’i), straightforward

calculation using (3.6) shows that for j = 5/, we have

(") — — A i
NI—M — —cos (27T (k-1 1)) (4) [t, k]
80[[(]#)

Oozl(j )

(
0wy [t, k] (271' (b= D[ =1)
(

Otherwise, i.e. if j # j', we have
ou) [t k] OUS [t k]

aal(j’i) B a&l(j’i)
o k) ovY [tk
aﬁl(j:i) 851(“)
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Next, we compute the (m,u)th entry of E as

_QZZZN( [t, k] oW [t k)

Soie 90m 00,
ovY [t k] 9T [t, k]
Oy), 9),

where the terms involving the second derivative of \Ifgj ) [t, k] (or \I/g) [t, k])

(3.14)

are all equal to zero. Since the variable in y is either al(j’i) or ﬁl(j’i) the
calculation of 92D /8(y)md(y). is equivalent to finding 92D /0090l
02D/8ﬁl”)8ﬁlj ) 32D/00zl”)050 e , and 6’2D/8ﬁuZ 0ozl‘7 “in turn. By
using (3.9)—(3.14) and the orthogonal property. of STBC, as described in

Section 3.2, it follows that

92D 2D
A . T (3.15)
90990 PN 989I9FT"
Q,.if i #£ 4’ or gty
B 220[]005(%)(1”),03&7.
ke®
_9°D 92D
(3.16)

aalj l)aﬁ(] 31! ag(]l J ')
0, ifi#£i or j #§'
12 % Cksin (W) 0.W.

ke®

where C [k] =

t 1

X0 ¢, k]‘ . According to (3.14)—(3.16), we can make
two observations. One is that the matrix E is related not only to the multi-

path delay [ but also to the estimate of the total transmitted signal energy
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C [k] at the kth subcarrier for each transmit antenna. The other observa-
tion is that the matrix E is a block diagonal matrix. Owing to the second
observation, the iterative channel estimation method in (3.7) can be further

simplified to f

549 = 59 - g 317

where g is obtained by computing gt = EUG) ' qUid) af yii) = }A’ff_?
in which EU is the truncated matrix obtained from the ((j — 1) Ny 4 14) th
diagonal block of E, and qU* is the truncated vector merely containing the

partial derivate of 0D/8al(j’i) and aD/aﬂl(j’i), fori =1,...,Npr and j =
1,....Np.

3.3.3 Equivalence ‘between Newton’s-Method and DF
DFT-Based Methed

We now turn our attention to.deriving thefequivalence between Newton’s
method and the DF DFT-based channel estimation method. By using (3.8)—
(3.12) and defining g9 = 0D/8ugj’i) —f—]@D/@u%’”, the gradient vector g%

in (3.17) is rewritten in a complex vector form as follows |

1t is noted that in this paper, E¢») is a constant matrix for all antenna pairs. This is also
the case for FU") and EU9 but in practice, these matrices are specific for transceiver

antenna pairs, depending upon path delays of the corresponding channel.
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where AUD = [AGD [©,],..., AGY) [@NSHT, each element of which is calcu-

lated by
Np,
AGD ] = 23" w0 [t k] XO [t &] (3.19)
t=1

Moreover, FU%) is an Ngx G truncated DFT matrix, with the (m, [)th element
given by exp{—27(0,,—1)(I—1)/K}, and (-) is the Hermitian matrix of (-).
By substituting WY [t, k] of (3.5) into AU [k] and applying the orthogonal
property as described in Section 3.2, a more meaningful expression is provided

by rewriting (3.19) in a column vector form:

5D k] = [AbE] AU 1"

oA ] (XT [ MK SR ) [k]>

{2 (c (k] M@ [k] < X* [k] RY) [k}) (3.20)

for k € ©, and where RU[K]“="TRVILE],. L, R[N, K]]", MUk =
[MGD[E], ..., MOND[E])]T Jand X[k] is the aé-ericoded STBC matrix with
X[t k] as its element. Here, wé observe that X*[k]R[k] is an LS estimate
for [HUY k], ..., HONT) [kﬂT, and that §9[k] represents the difference be-
tween the two channel frequency responses, C[k]MY[k] and X*[k]RY)[k].
From (3.18) and rewriting EU%) in a complex matrix, EU9 by using Ap-

pendix C, we have a complex-form representation of (3.17):

ﬂ(jﬂ') _ ﬂiﬂﬂl) _ gfjjvi) (3.21)

v —

where ;lf)j’i) and g&j ) are the calculation associated with pld) = ,ugj’i) + jug’i)

and g = EGD7'qUD | respectively, at pld = ﬂ(j’? in which the (I,1")th

v—

entry of EG) is given by 2 Y okeo Clk] exp {j2n(k —1)(I = I')/K}. As shown
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in Appendix D, the matrix EG)™" in effect acts as a path decorrelator to
decorrelate inter-path interference. It is desirable for the path decorrelator
to be independent of ¢ [k]; therefore, EG9™" only needs to be calculated once
in each OFDM frame, containing several time slots. One way to achieve this

is to normalize 89 [k] in (3.20) by 2C[k] and to modify EG as follows

oW k] = MY [k] — X* [k] RY [K] (3.22)

~ w(k—1) (1=’
(E(J,z)) o Zé% (3.23)
Ll

k€O

To be precise, BV in (3:23). can bel équivalently expressed as FUD" ),
Finally, a truncated DET matrix is applied.to (3:21) te extrapolate the overall

channel frequency response as follows

M MO g) 5. 69) (3.24)
where MY = F(j’i)ﬂgj’i) is the ‘estimated channel frequency response at

the vth iteration, with respect to the channel frequency response MU*W =
[MUD[O,],..., MUI[OnN]]". Tt is clear that MUY belongs to the subspace
spanned by FU) and FUAEGD T FGD" ig an orthogonal projection onto this

subspace. From matrix theory, these two observations imply that

'i ~ .i _1 ‘i H ~ "z‘
F(J7 )E(Jv ) F(jv ) Mz()‘jfi

= MUY (3.25)
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Hence, the vector l\A/IfJJ_? — F(j’i)E(j’i)_lF(j’i)Hl\A/IU]ﬁ implicitly contained in the
right side of (3.24) is zero. As a result, (3.24) is reduced to the DF DFT-

based channel estimation method and the equivalence can be expressed as

tf
MU = FUD gl (3.26a)
gl = Fa" AU (3.26¢)
. 1 N .
89 [k] = 5 X KR [K], for k€ © (3.26d)

where g% is the calculation with respect to gt at MUD = 1\7[1()]_? ,
and moreover, we defind AU =HAUNO ). . AVD O, ]|T and 8V (k] =
[AUDE], ... AGND [T,

The above derivation clearly establishes the mathematical equivalence be-
tween Newton’s methodrof (3:24) shown in"Figure3.3(a) and the DF DFT-
based method of (3.26) shown inFigure 3.3(b).. Our results indicate that both
Newton’s method and the DF DFT-based method for channel estimation in
STBC-OFDM systems can be implemented through four components: an LS
estimator, an IDFT matrix, a weighting matrix, and a DFT matrix. Accord-
ing to (3.18) and (3.22), we can also observe that the process of calculating
the difference between the estimated channel frequency response M) [k] and
the LS estimate X*[kJR@W[k]/C[k], followed by the IDFT matrix FU" | is
equivalent to forming the gradient vector in Newton’s method. Moreover,
the weighting matrix EG9 ™" in (3.26) is in fact the inverse of the Hessian

matrix in Newton’s method as observed in (3.21) and (3.23).
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Calculation of gradient vector Hessian matrix

. copt gl
R(J)[k] LS Estimator Wl‘e/[lgtl;til;lg g"l
—Y
X KRV [K]/C[K] =

X[K]

|\7| (i 1' )
STBC Decoder = I I
> & Encoder [« D

) 3
R(j) [k] LS Estimator g(j) [k] Weight'ing DFT M S/j i)
— R . A EENNIENE Matrix >
XTK]RYK]/C[K] G i)
X[K]
arnc i) —
TBC Decoder V-

& Encoder D [———

 S—

(b) the DF DFT-based method

Figure 3.3: Equivalence between (a) Newton’s method and (b) the DF DFT-
based method.

33



3.4 Computer Simulation

The equivalence of the two methods is also verified by simulation in this
section, with parameters listed in Table 3.1. We assume that the CSI in
the previous time slot is known and utilized to initialize channel estimators.
The parameter f; denotes the maximum Doppler frequency, normalized to

subcarrier spacing.

3.4.1 BER Performance

Figure 3.4 shows the equivalence; of the two methods in terms of BER per-
formance. The BER curve forideal CSI is alse provided for the purpose of

calibration.

3.4.2 NSE Performance

As observed in Figure 3¢, the“equivalence ofithe two methods is demon-
strated in terms of the performance of normalized square error (NSE) be-

tween true and estimated CSI.

T Thanks to the orthogonal property of STBC, extending the results in SISO-OFDM systems
[36-38] to the STBC-OFDM systems should be straightforward.
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Table 3.1: Simulation parameters.

Parameter Value

Carrier frequency 2.3GHz

Bandwidth SMHz

FFT size (K) 256

64

ITU Veh-A [34] and
Channel power profiles

Jakes model [33]

0~ 63
Channel delay profiles

(Uniform distribution)

Normalized maximum Doppler frequency (fy) 0.01, 0.05
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|| —— DF DFT-based Method (fd=0.01, V=10)
10| —TF— Newton’s Method (fd=0.01, V=10) Lo N © T

| —— DF DFT-hased Method (d=005,v=3) | ]
i Newton’s Method (fd=0.05, V=3) |~ oo D}

I DF DFT-based Method (fd=0.05, V=10)}. ... ... ... ... ... .. .. ... .. .|
|| —— Newton’s Method (fd=0.05, V=10)
—QO— Perfect CSI

Il Il Il Il Il Il Il

0 2 4 6 8 10 12 14 16
Eb/No (dB)

-4

10

Figure 3.4: BER performance of the two methods.
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—O— Newton’s Method (Eb/No=16dB)

Figure 3.5: NSE performance of the two methods (f; = 0.05).
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3.5 Summary

In this chapter, we present a derivation on the equivalence between Newton’s
method and the DF DFT-based method for channel estimation in STBC-
OFDM systems. The results could provide useful insights for the develop-
ment of new algorithms. For example, extending the DF DFT-based method
to the Levenberg-Marquardt method is quite simple through this equivalence,
which is particularly helpful when the inverse for the weighting matrix does
not exist [41]. As another example, a few pilot tones can be applied to form
a gradient vector at the first iteration.hby using (3.21) and to help the DF
DFT-based method jump,out of local minimum, thus improving the BER
performance in fast fading channels|[42]. Finally, it.is worth mentioning that
the derivation and the:relationships explored in this chapter are also valid
for conventional OFDM systems since they.are only simplified cases of the

systems discussed in this chapter:

28



Chapter 4

A Refined Channel Estimation

Method for STBC-OFDM
Systems in Low+Mobility

Wireless Channels

4.1 Literature Survey and Motivation

OFDM has been widely applied in wireless communication systems in re-
cent years due to its capability of high-rate transmission and low-complexity
implementation over frequency-selective fading channels. STC is another
promising technique to provide diversity gain through the use of multiple
transmit antennas, especially when receive diversity is too expensive to de-
ploy. In particular, STBC has received a lot of attention because a simple
linear decoder can be used at the receiver side [12,13,40]. These advan-

tages make OFDM combined with STBC, known as STBC-OFDM, an ideal
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choice for several applications such as wireless metropolitan area networks
(WMANS) 802.16e [43], etc. However, a high-rate STBC-OFDM system em-
ploying multi-level modulation with non-constant envelope (e.g. 16QAM)
generally requires accurate CSI to perform coherent detection. This in turn
implies that dynamic channel estimation is a crucial factor in realizing a
successful STBC-OFDM system over doubly selective channels.

Blind channel estimation, which merely relies on the received signals,
is very attractive due to its bandwidth-saving advantage. Nevertheless, it
requires a long data record, involves high computational complexity, and
only applies to slowly time-yarying channels: . On the contrary, pilot-aided
channel estimation, using pilot tomeswknewn to“the receiver, shows great
promise for applications in mobile wireless. communication, even though the
use of pilot tones ends up with lower data rate., DF channel estimation offers
an alternative way to track channelvariations; nevertheless, it is vulnerable
to decision error propagation in fast time-varying channels [35-37, 44-46).
As a high quality channel estimator with'low training overhead is needed for
successful implementation of STBC-OFDM systems, we restrict our attention
to the category of pilot-aided plus DF channel estimation methods in this
chapter.

Among a wide variety of pilot-aided plus DF channel estimation meth-
ods, the DFT-based channel estimation method, derived from either MMSE
criterion or ML criterion, has been intensively studied for OFDM systems
with preambles [36-39]. It is shown in [35-38] that the DFT-based channel

estimation method using the ML criterion is simpler to implement because it

60



requires neither channel statistics nor operating signal-to-noise ratio (SNR).
Furthermore, as presented in [38], the performance of the ML estimator is
comparable to that of the MMSE estimator at intermediate or high SNR
values when the number of pilot tones is sufficiently larger than the maximal
channel length (in samples). Thus, we will focus on the ML estimator in this
chapter. In order to save bandwidth and improve system performance, DF
data symbols are also used as pilots to track channel variations in subsequent
OFDM data symbols, and this method is called the DF DFT-based channel
estimation method. Recently, the mathematical equivalence between the DF
DFT-based method and Newten’s method has been studied in [47], and it is
concluded that even though a globalysolution for*CSI is given as the initial
value in the preamble, the DE DFT-based méthod is only applicable to very
slowly time-varying channels because/of the local optimization capability of
Newton’s method.

Most mobile wireless e¢hannels are characterized by channel impulse re-
sponse (CIR) consisting of a few*dominant' paths. The multipath delays are
usually slowly time-varying. The amplitude and the phase of each path, how-
ever, can vary relatively fast. In this chapter, we propose a two-stage channel
estimation method by utilizing these channel characteristics. In the initial-
ization stage, we employ an MPIC-based decorrelation method to identify
significant paths. In the following tracking stage, we develop a refined DF
DFT-based channel estimation method, in which we use a few pilot tones
inserted in OFDM data symbols to form an optimal gradient vector at the

first iteration. This optimal gradient vector helps the classical method jump
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out of the local optimum, thus reducing the error propagation effect. The
classical DF DFT-based channel estimation method is then used at the fol-
lowing iterations. In addition, an approximate weighting matrix is adopted
to reduce the computational complexity associated with the matrix inversion
operation of the weighting matrix in the DF DFT-based channel estimation
method.

The rest of this chapter is organized as follows. In Section 4.2, we de-
scribe the STBC-OFDM system. In Section 4.3, we present the MPIC-based
decorrelation method in the initialization stage. Next, the equivalence be-
tween the DF DFT-based chamnel estimatiotsmethod and Newton’s method
is briefly reviewed, and we proposerarrefined DE DFT-based channel esti-
mation method in the tracking stage. - We then discuss the computational
complexity of the proposed two-stage‘channel estimation method in Section
4.4. In Section 4.5, we present eur-computer simulation and performance

evaluation results. Finally, some concluding remarks are drawn in Section

5.6.

4.2 STBC-OFDM Systems

4.2.1 Transmitted Signals

As shown in Figure 4.1(a), we consider an STBC-OFDM system with Ny
transmit and Ny receive antennas, employing K subcarriers among which
M subcarriers are used to transmit data symbols plus pilot tones and the

other K — M subcarriers are used as either a DC subcarrier or virtual sub-
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carriers at the two edges to avoid the spectrum overlapping problem at the
receiver. Assume that Q and J denote the sets of subcarrier indices assigned
to transmit data symbols and pilot tones, respectively. At subcarrier k € Q
(or k € J) and after symbol mapping, P modulated data symbols (or pi-
lot tones) {sy [k],...,sp[k]} are encoded by a T" x Ny STBC encoder X [k]
to generate Np signal sequences of length T', each of which is denoted by
{XO[1,k],..., XO[T K]}, for i =1,...,Np [12,13,40]. These Ny signal
sequences possess the orthogonal property given by X [k] X [k] = C [k] Iy,
where C'[k] = CY k] = S |XO[t, k]|2 is the total transmitted signal
energy at the kth subcarrier, for each transmit antenna, and they are simul-
taneously transmitted by‘the N transmit.antennas within the duration of T’
OFDM data symbols. "The notation” (-} represents the operation of taking
Hermitian and the notation Tn represents an N X NN identity matrix. At
the tth OFDM data symbol and thevithrtransmit/antenna, after insertion of
K — M zeros for DC and#virtual subcarriers;"8TBC encoded data symbols
and pilot tones X D[t, k], for k"€ Q and 'k € J, respectively, are modulated
onto M subcarriers via a K-point IDFT unit to produce time domain sam-
ples. A CP is then added in front of each OFDM data symbol to eliminate
intersymbol interference caused by multipath channels. As shown in Figure
4.1(b), each OFDM frame starts with a CP-added preamble which occupies
one OFDM symbol and is followed by Np consecutive OFDM data symbols.
In order to avoid TAI at the receiver side, pilot tones are alternatively in-
serted into the available subcarriers of the preamble with antenna-specific

subcarrier shifts [43], and the preamble in frequency domain is denoted by
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PO k], for ke QUJ andi=1,..., Nr.

4.2.2 Channel Model

The complex baseband representation of impulse response for a mobile wire-
less channel (in discrete expression) between the ith transmit antenna and

the jth receive antenna can be described by

LG9

- Z ,ul(j’i) (t)d [7’ - Tl(j’i)} (4.1)
=1

where LU%) is the number of resolvable paths, Tl(j’i) is the time delay in
samples of the [th path, and p(]’ (t) is the complex Gaussian fading gain
of the Ith path. All paths ,ul“) (&), ford = 1,.../ LU are assumed to be
independent of each other, Thus, with proper ¢yclie; extension, the channel

frequency response can:be expressed-as

L) WTU@

HUA) [tk].— Z N(] 1) 2 (4.2)

where k is the subcarrier index.

4.2.3 Received Signals

We assume that both timing and carrier frequency synchronization are per-
fect, and that the length of channel impulse response is always smaller than
the length of the CP. Another assumption here is that the channel is quasi-
static over the duration of each time slot. The time index ¢ in HUD[t, k] is

dropped hereafter. Hence, after the OFDM demodulator in Figure 4.1(a),
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the received preamble at the jth receive antenna can be expressed as
RO (k] =Y HO k] PY [k] + 2V [k] (4.3)

for k € QU J. Moreover, the T successively received OFDM data symbols

at the jth receive antenna are given by
Nr
RO [t k] =Y HO (k] X0 [t, k] + 29 [t, k] (4.4)
i=1

fort =1,...,7 and k € QUJ. Note that ZW[k] in (4.3) or ZW[t, k] in (4.4)
are uncorrelated AWGN with zero-mean and variance 0% on the jth receive

antenna.

4.3 Proposed Channel Estimmation Method

In this section, we first presentsthe MPIC-based decorrelation method for
the initialization stage. Before introducing the refined DF DFT-based chan-
nel estimation method for the tracking stage, we briefly review the equiva-
lence between the DF DFT-based channel estimation method and Newton’s

method.

4.3.1 Initialization Stage: The MPIC-Based Decorre-
lation Method

We all know that CIR can be estimated using the preamble placed at the
beginning of each OFDM frame, while the difficulty is that for most wire-

less standards, the preamble does not have ideal auto-correlation due to the
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Sepl:

Set preassumed number of paths N, & observation window W,
Calculate C,[7] & Coo[7] by
Co[7] = IDFT{R[K] P[K]}. for 7=0,....K -1
Cop[7] = IDFT{P[K] P[K]}, for 7=0,....K -1
Initidizep=0& k=0
Step2:
mate multipath delays and complex gains coarsely:
while p <N,
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find alegal path with time delay 7, =7, & complex path gain /1, =C_ [ 7, |
Cool?] = Colt]-ACuw[r-1.]]. rOW,\{7....7, .}
end
end

Figure 4.2: The MPIC-based decorrelation method in the initialization stage.
(G is the ratio of the CP length to the useful OFDM symbol time, and
IDFT{-} is a K-point IDFT operation.)
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use of either guard band or non-equally spaced pilot tones. Figure 4.2 out-
lines the MPIC-based decorrelation method to estimate CIR path-by-path
by canceling out already known multipath interference. Since the preambles
transmitted from different antennas do not interfere with each other at the
receiver side, channel estimation can be independently performed for each
transceiver antenna pair, and therefore the antenna indices 7 and ¢ are omit-
ted in the following. In step 1, we first define two parameters N, and W,
which represent a preassumed number of paths in a mobile radio channel and
a multipath observation window, respectively. Next, we calculate the cyclic
cross-correlation Csp [7] betweén the receivéd and the transmitted preamble
as well as the normalizedseyclic autoreorrelation Cpp[7]| of the transmitted
preamble. Both p and’k, which stand for a path ‘counting variable and the
number of legal paths found by the MPIC-based decorrelation method, re-
spectively, are initialized to zero.. dmstep:2;we start by increasing the value
of the path counting variable, p, by one, and‘pieking only one path whose
time delay 7, yields the largest walue in"|C';,[7]|, for 7 € W,,. If the time
delay 7, is larger than the length of the CP, this path is treated as an illegal
path, thereby discarded by setting C'sp [7,] = 0. Otherwise, we increase the
number of legal paths found, x, by one, and then reserve this path as the
kth legal path with time delay 7,, = 7, and complex path gain /1., = Csp [T,).
The replica of the interference associated with this legal path is regenerated

and subtracted from Cp [7] to obtain a refined cross-correlation function:

Cip ]« Cip 7] = 1Cpp (|7 — 7xl] (4.5)
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for 7 € Wy \ {f1,...,7,_1}, where "« is the assignment operation. We
continue the iterative process of the step 2 until p reaches the preassumed

value of Nj,.

4.3.2 Equivalence between DF DFT-Based Method and
Newton’s Method

Through the initialization stage, we are able to obtain information on the
number of paths kU (< N,,), the multipath delays %l(j ) the multipath com-
plex gains [Ll(j D for 1 =1,...,kU) and therefore the corresponding channel
frequency response. With the assumption of thie unchanged multipath delays
over the duration of each OF DM-frame, the DF DFT-based channel estima-
tion method using the ML criterion (at thetvth iteration) can be summarized

as follows [36-38,47]. “First, the re-encoded STBC miatrix is used to obtain

the LS channel estimate_[48]:

o= CoIXHARW (4.6)
A , , T
where RV = [R(J)T ©4],... JRO)" [@|@|H is the received signal vector at
the jth receive antenna in which we have RY) [k] = [RU) [1, k], ..., RY [T, k;]]T

and © is a subset of Q used to track channel variations, v is the itera-
tion number from 1 to V, X, = diag {Xv O], ... X, [®|@|}} consists of
the re-encoded STBC matrix X, [k] with decision symbols X% [t, k] which
are obtained by applying the previously estimated channel frequency re-

sponse to decode the received signal RY[k] according to [12,13,40], and

C, = diag {C’U [©1] In,, - .. ,C’U [®|@‘] INT} is the energy normalization fac-
. s 2
tor in which &, [k] = P[] = 27, ‘

X [t,k]| . The notation (-)” takes
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the transpose of (-), the notation (-)~"' represents the matrix inversion of (),
the notation diag {Xj, ..., Xy} represents a block diagonal matrix, and the
notation |®| denotes the dimension of the set @. Thus, it is clear to show
that the ((m — 1) Ny +14) th entry of 8% represents the LS estimate for the
O,,th subcarrier at the ith transmit and the jth receive antenna. Second, a

truncated DFT matrix is applied to improve the LS estimate as follows:

q/) = FO" AW (4.7)
EW) — pOP @) (4.8)
ng) ==} F(j)E(j)_lqgj) (4.9)

where AY) = I16Y) and Tl is an Nz |©| % Np|O] permutation matrix obtained
by making the ((i — 1)@+ m) th row-have all zeros except for a single one
at the ((m — 1) Ny +%)th column-for 7 =1 ..., Ny and m = 1,...,|0|,
FO = diag {FUD, .. [FGDEFUT 0s the O x £ truncated DFT
matrix whose (m,l)th entry s defined as exp{—jQW@mﬁ(j’i)/K}, and the
((i — 1) |®] + m) th entry of M represents the estimated channel frequency
response for the ©,,th subcarrier at the vth iteration, corresponding to the
(7,4)th antenna pair. In order to initialize the channel estimator of (4.9), the
CSI estimated in the previous time slot has to be taken as the initial value
of the CSI for the current time slot.

It has been shown in [47] that the DF DFT-based channel estimation
method can be equivalently expressed in the framework of Newton’s method

as [41]:
Sf]j) _ 1\_/[7(,]21 . (A]qlefR(j) (4.10)
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g/ =FO"AD (4.11)
M) = ijjzl — FOEU gV (4.12)

where MY = TI7'MY, and AY) = 116", According to [47], the purpose of
calculating the difference between 1\_/11(}]21 and C;'X7R in (4.10), followed

=(9)

)" in (4.11), is to form the gradient vector gy’ in

by the IDFT matrix FU
Newton’s method, as observed in (4.12). Furthermore, it is also proved in [47]
that the role of the weighting matrix E®) ™" in (4.12) is in fact the inverse of

the Hessian matrix in Newton’s method.

4.3.3 Refined DF DET=Based Channel Estimation

Through the equivalenee relation described in Section 4.3.2, it is concluded
that the classical DF DFT-based ¢hannel estimation method (called method
I, hereafter) is limited by.the local search capability of Newton’s method and
only applicable to very slowly:time-varying channels. In the previous studies
[36] [37], pilot tones as well as decision data symbols are simultaneously
adopted to perform channel estimation at each iteration. This is, however,
not a good solution in time-varying channels because decision data symbols
easily induces the error propagation effect, whereas pilot tones are much more
reliable than decision data symbols. From the viewpoint of optimization, the
pilot tones inserted in each OFDM data symbol can play a more important
role in providing a global search direction at the first iteration of the method
I. Figure 4.3 shows the refined DF DFT-based channel estimation method in

the tracking stage. With the help from a few pilot tones to form a gradient
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Figure 4.3: Block diagram of the refined DF DFT-based channel estimation
method in the tracking stage. (The subscript "p” is to indicate that the

calculation is only associated with the pilot subcarrier set.)
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vector according to (4.10) and (4.11), the refined channel tracking method
(called method II, hereafter) is proposed here by only modifying the first

iteration (v = 1) of (4.12) as follows
ng) _ Méj) _ B(j)F(j)(_lj(Dj) (4.13)

where @ is the gradient vector calculated according to (4.10) and (4.11) by
only utilizing the set J, instead of @, BY) is a block diagonal matrix defined
as diag { Y] g), ..., 89 g}, and U7 is a real-valued step size which
can be determined by minimizing the following ML cost function over the

pilot subcarrier indices:

Byt = arg ménQ (3)

)q(]))} (4'14)

U
p TP

Ng
= arg mﬁin > RY =X (M)~ BY'F
j=1

where 8 — [BOV, o ,5<NR>T} " in which we dgfie 39) — (800, ... gD
the notations jo ), X5, Méj ), B§,j ), Fl(,j ) and IT, are defined similar to RO, XU,
MY, B®, FUO) and II, respectively, but here the set J is used instead of ©
in the definition. Note that Méj ) is the estimated channel frequency obtained
from the previous time slot. Let MU [k] and U9 [k] for k = J,, denote the
((i = 1) |J| +m) th entries of MY and FY'qY’, respectively. Furthermore,
we define 4 [t, k] = RO [t, k] — S20% MUD [k] XD [t, k] and ¢UD [t, k] =
€U [k] X [t, k). By expanding (4.14) and taking 9Q(8)/08 = 0, after

straightforward manipulations, the optimum value of 3Y ) is given by

1

Bopt - ]) F( 2 (415)
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where the (m,u)th entry of the matrix ®) is calculated by

(@), =D 3 Re {6V [t, k] ¢V [t, K]} (4.16)

t=1 keJ

and the uth entry of the vector I'U) is given by

(TD) —ZZ%{W“ [t k|79 [t K]} (4.17)

t=1 keJ

The notation Re () takes the real part of (-). Note that, after the first itera-
tion, we execute the channel tracking process of (4.10)—(4.12) for the second
and subsequent iterations until a stopping criterion holds. The stopping cri-
terion is to check whether the absélute value of each entry in F(ﬁE(J')’lqﬁ,j )
is less than a prespecified‘threshold e or the iteration number v reaches the
maximum value of V. The channel tracking process.for the current time slot
will be stopped when either of the above two conditions holds.

In order to reduce computational _complexity in:the method II, we fur-
ther propose method IIIFto avoid the matrix inverse of the weighting ma-
trix, E@ ™' by taking into accountrthe strotigly diagonal property of EU)
which is originally proposed for reducing the complexity of multiuser detec-
tion in code division multiple access (CDMA) systems [49]. Define EU) =
1O (L) + Oypf), where ) = SN 0U) and O,y is a zero-diagonal ma-
trix. Then, it follows that if |®] is large enough, an approximate weighting

matrix of EW ™" takes the form:

1

EO ' =
©]

(T) + Oupp) ™"

~
~

(L) — Ooyy)

- (210|1,.) — EVY) (4.18)
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4.4 Computational Complexity

Now let us look at the computational complexity of the three methods, in
terms of the number of real multiplications per transceiver antenna pair. In
general, the operations of K-point IDFT and K x K matrix inversion need
4K log, K and 4K3 real multiplications, respectively. Besides, the weight-
ing matrix EW™ only needs to be calculated once in each OFDM frame
as it is only related to the multipaths delays %l(j’i). Therefore, the complex-
ity considered in the initialization stage is mainly due to the operations of
Ciplt] and ED . The calculation-and update of Cj;,[7] require at most
4(1Q| + [J|)/Nr + 4KTog, K + 4Ny, |W,| real multiplications. Moreover, the
calculation of EY) ™" needs at most 4N real- multiplications, but it needs at
most 2N? real multiplications ifithe approximate weighting matrix of E@
in (4.18) is used instead. In the tracking stage, the computation for each iter-
ation of the method I (or each of the second and subsequent iterations of the
method II and the method III) involves the calculation of FOEW gy in
total requiring at most |©|](47 +2)+2|©|T/Nr+8K log, K +4N? real multi-
plications. For the method II and the method III, an optimal gradient vector
is formed at the first iteration, in which the computation of BWF® g and
the optimum BY) at most requires |J|(47 +2) + 8K log, K +2|@|+ 10|J|T +
N2 + Np(2|J|T + 1) real multipliations. The computational complexity for

the system parameters given in Section 4.5 is listed in Table 4.1. The values

of the parameters |Wy|, Ny, T, Nr, K, |Q|, and |J| are set as 109, 8, 2, 2,
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256, 192, and 8, respectively, while the value of the parameter |®| can be
48, 96, or 192. For a fair performance comparison, both the data subcarrier
set ® and the pilot subcarrier set J are used for tracking channel variations,
except that only the pilot subcarrier set is adopted at the first iteration of
the method II and the method III. Hence, we use |®] + |J| to replace |®] in
the calculation of the complexity in Table 4.1. As observed in Table 4.1, the
complexity of the method II and the method III is a little bit lower than that
of the method I. It can also be noticed that the complexity in the tracking
stage is mostly due to the operations of the DFT and the IDFT which in total
require 8K log, K = 16384 real multiplications. Some complexity gain can
be achieved by using partial DFT processitig such as in [37]. If |©] is larger
than Ny, the computation of the partial DF'I’ progessing mainly depends on
the size of ®. As a result, the complexity of the tracking stage is basically

dominated by |®| since |J|, Ng'and*F-arerusually much smaller than |©].

4.5 Computer Simulation

We demonstrate the performance of the proposed channel estimation meth-
ods through computer simulation of an STBC-OFDM system with two trans-
mit antennas and a single receive antenna. The parameters are set the same
as those in the 802.16e OFDM standard [43] and summarized in Table 4.2.
The system occupies a bandwidth of 5M Hz and operates in the 2.3GHz
frequency band. The entire bandwidth is divided into K = 256 subcarriers
among which |Q| + |J| = 200 subcarriers are used to transmit data symbols

and pilot tones, and the remaining M = 56 subcarriers are used as virtual
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Table 4.1: Computational complexity for the system parameters given in

Section 4.5.

Initialization Stage

second and subsequent iterations of the Method

II and the Method IIT

Method I and Method II 14128
Method 111 A= 12208

|®| 48 96 192
The first iteration of -‘  : 16806 | 16902 | 17094
Method III

Each iteration of the Method I or each of the | 17312 | 17888 | 19040
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Table 4.2: Simulation parameters.

Parameter Value
Carrier frequency 23GHz
Bandwidth OMHz
FFT size (K) 256
Length of CP 64
Number of data and pilot subearriers 200
Number of virtual subcarriers (M) 56
Modulation scheme, for data subcazriers QPSK, 16QAM
Modulation scheme for pilotrsubcarriers BPSK
Number of OFDM datafsymbols per frame (&Np) 40

Channel power profiles

Two-path channel
ITU Veh-A channel [34]

Jakes model [33]

Channel delay profiles

0~ 50

(Uniform distribution)

Multipath observation window (W)

[0, 108]

Preassumed number of paths (V)

4,8
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subcarriers at the two edges and a DC subcarrier. In the simulation, the
modulation schemes for the data symbols are QPSK and 16QAM, while the
BPSK modulation scheme is adopted for the pilot tones. Each pilot subcar-
rier transmits the same power as each data subcarrier. Each OFDM frame
is composed of one OFDM preamble and Np = 40 OFDM data symbols.
The length of the CP is 64 sample periods, i.e., one quarter of the useful
symbol time. The preambles transmitted from the first and second antennas
use even and odd subcarriers respectively with a 3dB power boost, and the
values of those subcarriers are set according to [43]. Both a conventional two-
path channel and an International Telecommunication Union (ITU) Veh-A
channel are simulated with path delayssuniformly distributed from 0 to 50
sample periods, where the relative path power: profiles are set as 0, 0 (dB)
for the two-path channel and 0, —1,.~9, —10, —15,,—20 (dB) for the ITU
Veh-A channel [34]. The vehicle.speedwgofi240km /hr is used to simulate
mobile radio environments, for. which Rayleigh fading is generated by Jakes
model [33]. Moreover, the multipath observation window Wy, is set as [0, 108].
The preassumed number of paths Ny, is set as 4 and 8 in the two-path channel
and the ITU Veh-A channel, respectively. Both the data subcarrier set ©
and the pilot subcarrier set J are used in the tracking stage. The subcarrier
indices of J are uniformly assigned within the available subcarriers. The set
© is uniformly selected from Q, and the parameter |®| could be 192, 96, 48,
24, 12, 6 or 3. The values of the maximum iteration number V' are set as
5 and 7 for QPSK and 16QQAM modulation, respectively. For the stopping

criterion, the prespecified threshold ¢ is set as 10~*. The entire simulations
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are conducted in the equivalent baseband, and we assume both symbol syn-
chronization and carrier synchronization are perfect. Finally, throughout the
simulation, the parameter £,/N, is defined as a ratio of received bit energy
to the power spectral density of noise.

For comparison purpose, the performance curve with ideal channel esti-
mation, denoted as perfect CSI, is provided for reference and served as a per-
formance lower bound. We also compare the proposed methods with both the
STBC-based MMSE method [48] and the Kalman filtering method [50] [51]
where the decision-feedback methodology is employed under the assumption
of ideal channel estimation im the initialization stage. Some statistical in-
formation such as Dopplér frequengypiautostovariance of channels, and noise
power is assumed to beé known for these two existing methods. It is noted
that the Kalman filtering method is.amainly based on [50] and the received
signals within a time slot are used torperform channel estimation according

to the decision-feedback steps.in [51].

4.5.1 NSE Performance of MPIC-Based Decorrelation
Method

Figure 4.4 shows the NSE performance of the MPIC-based decorrelation
method in the initialization stage. The performance measure is the aver-
aged NSE between the actual channel frequency response and the estimated
channel frequency response. We can see from this figure that the NSE de-
creases monotonically as the Ej/N, increases, but the channel estimation

performance is eventually limited by the residual multipath interference at
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high E}/N,. It is also observed that the MPIC-based decorrelation method
in the two-path channel has better NSE performance than that in the ITU

Veh-A channel.

4.5.2 BER Performance

Figure 4.5 shows the BER performance for QPSK modulation in the two-path
channel at v, = 240km/hr with |J| = 8 and |®| = 192. As can be observed
in Figure 4.5, at BER=1072, the required Ej/N, for both the method IT and
the method III is about 3dB less than that for the method I, and at most
0.2dB more than that for the'perfect CSI case. Compared with the STBC-
based MMSE method and the Kalman filtering method, the method II and
the method III also yield much better BER performance. Figure 4.6 and
Figure 4.7 give the BER, performance for 16QAM modulation in the two-
path channel and the ITU Veh-A channel. respectively, at v, = 240km/hr
with |J| = 8 and |®| = 192. As shown in Figurei4.6, it is clear that with the
help from the pilot gradient vector at'the first iteration, both the method II
and the method III provide a substantial gain in E,/N,, and there is only
0.8dB degradation in the required Ej/N, at BER=10"2 compared with the
performance curve of the perfect CSI case. However, for the method I, a
higher error floor is clearly visible at a BER of 4 x 1072. Obviously, the two
existing methods also suffer from severe degradation in the BER performance
due to the error propagation effect, even though they are a little better than
the method I. Similarly to the above results, Figure 4.7 shows that both the

method IT and the method III significantly outperform the method I, whereas
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they still have 3.6dB gap in Ej,/N, compared with the perfect CSI case. The
two existing methods still have a significant Ej,/N, gap compared with the
method II and the method III.

4.5.3 Effect of Normalized Maximum Doppler Frequency

Figure 4.8 and Figure 4.9 show BER versus f; in the ITU Veh-A channel
for QPSK modulation and 16QQAM modulation, respectively, where f; is the
maximum Doppler frequency, normalized by the subcarrier spacing. Clearly,
the BER performance gap between the method I and the method IT (or the
method III) becomes larger a$.fy increases upsto 0.07 and 0.05 in the cases
of QPSK and 16QAM modulation, respectively. It is worthy to mention that
the method III is comparable to the method II at different maximum Doppler
frequencies, even though an approximate weighting matrix is adopted in the
method III. For calibration purpose, the BER performance for the three
proposed methods without,error propagationiis:also simulated in these two
figures. We observe that the adoption of the optimal gradient vector effec-
tively reduces the error propagation effect and even the BER performance
without error propagation is attainable for f; up to 0.05 and 0.03 in the cases

of QPSK and 16QQAM modulation, respectively.

4.5.4 Effect of Number of Pilot Tones

Figure 4.10 shows BER versus |J| in the ITU Veh-A channel for 16QAM
modulation at v, = 240km/hr with |®| = |Q| and E;,/N,= 20dB. As can

be observed from this figure, the BER performance of the method II (or
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the method III) converges faster than the method I, while it is improved
continually until |J| increases to 8. Moreover, both the method II and the
method III can still give better BER performance even when the number of

pilot tones is small.

4.5.5 Effect of Number of Data Subcarriers Used

Figure 4.11 shows BER versus |®| in the ITU Veh-A channel for 16QAM
modulation at v, = 240km/hr with |J| = 8 and E,/N,=20dB. This figure
indicates that there is a trade-off between BER and |®], and that one can
reduce computational compleXity by using a8maller |®| at the cost of slight

performance degradation whenever |@] isdarger than 48.

4.5.6 Average Number of Iterations

Figure 4.12 compares the average number of iterations in the ITU Veh-
A channel for 16QAM modulation at v, ='240km/hr with |J| = 8 and
Ey/N,=20dB. Due to the use of the approximate weighting matrix, when
|®| is larger than 48, the method III requires one more iteration compared
with the method II. However, the method III is still an attractive approach by
decreasing V' from 7 to 6 at the price of slight BER performance degradation

when the computational complexity of matrix inverse is an issue.
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Figure 4.4: NSE performance of the MPIC-based decorrelation method in
the initialization stage (v, = 240km/hr).
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Figure 4.5: BER performance for QPSK modulation in the two-path channel
at v, = 240km/hr (|J| =8 and |®] = |Q| = 192).
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Figure 4.6: BER performance for 16QAM modulation in the two-path chan-
nel at v, = 240km/hr (|J| = 8 and |®] = |Q| = 192).
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Figure 4.7: BER performance for 16QQAM modulation in the ITU Veh-A
channel at v, = 240km/hr (|J| =8 and |@| = |Q| = 192).
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Figure 4.8: BER versus normalized maximum Doppler frequency in the ITU
Veh-A channel for QPSK modulation (|J| = 8, |®| = |Q| = 192, and
Ey/N,=16dB).
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Figure 4.9: BER versus normalized maximum Doppler frequency in the ITU
Veh-A channel for 16QAM modulation (|J| = 8, |®| = |Q| = 192, and
Ey/N,=22dB).
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Figure 4.10: BER versus number of pilot tones used in the ITU Veh-A channel
for 16QAM modulation (v, = 240km/hr, |®| = |Q|, and E}/N,=20dB).
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Figure 4.11: BER versus number of data subcarriers used in the ITU
Veh-A channel for 16QAM modulation (v, = 240km/hr, |J| = 8, and
Ey/N,=20dB).
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Figure 4.12: Average number of iterations versus |@| in the ITU Veh-A chan-
nel for 16QAM modulation (v, = 240km/hr, |J| =8, and E,/N,=20dB).
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4.6 Summary

In this chapter, we present a two-stage channel estimation method for STBC-
OFDM systems in mobile wireless channels. In the initialization stage, an
MPIC-based decorrelation method is used to estimate multipath delays and
multipath complex gains. In the tracking stage, two refined DF DFT-based
channel estimation methods are proposed by using a few pilot tones to form
an optimal gradient vector at the first iteration, and the optimal step size
is directly calculated from the received signals. Further, in order to reduce
computational complexity of matrix inverse in the method II, an approximate
weighting matrix is proposed and used in themethod III. The simulation
results show that both the method IT and the method III can effectively alle-
viate the error propagation effect and thiis'significantly improve the perfor-
mance of the method I(i.e., the classical DE DFT-based channel estimation
method). The two refined methods also‘outperform the STBC-based MMSE
method and the Kalman filtering method; especially when a high-level mod-

ulation scheme, e.g. 16QAM, is adopted in mobile environments.
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Chapter 5

EM-based Iterative Receivers
for OFDM and BICM-OFDM
Systems in Douibly. Selective

Channels

5.1 Literature Survey and Motivation

OFDM is a promising technique to realize high data rate transmission over
multipath fading channels. Due to the use of a GI, it allows for a simple
one-tap equalizer [52]. In addition, BICM combined with OFDM, known
as BICM-OFDM, is introduced as a way to offer superior performance by
exploiting frequency diversity [53]. Over the past decade, OFDM has found
widespread application in several standards such as 802.16e WMAN [54].
However, in mobile radio environments, multipath channels are usually time-

variant. The channel time variation destroys the orthogonality among sub-
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carriers, and thereby yields ICI. The effect of ICI on the BER performance
has been intensively studied in [55,56]. As the maximum Doppler frequency
increases, the one-tap equalizer is no longer sufficient to conquer this chan-
nel distortion. It is shown in [56] that if the maximum Doppler frequency is
larger than 8% of the subcarrier spacing, the signal-to-ICI plus noise ratio is
less than 20dB. Hence, in order to obtain reliable reception, there is a need
for efficient algorithms to combat the ICI effect in a mobile OFDM receiver.

A wide variety of schemes for ICI mitigation have been proposed, mainly
consisting of ICI self-cancellation, blind equalization, and ICI cancellation-
based equalization [56—69]. At the expense of reduced bandwidth efficiency,
the ICI self-cancellation seheme is simple and effec¢tive to provide good BER
performance [57,58]. The scheme, however, is not'suitable for existing stan-
dards as modification to transmit formats is required. In contrast, the blind
equalization scheme is efficient in.saving handwidth but it involves high com-
putation complexity [59].“Among the three ICI mitigation schemes, the ICI
cancellation-based equalization scheme. is the most common [60-69]. Based
on zero-forcing or MMSE criterion, two optimal frequency-domain equaliz-
ers are derived in [60-62]. To enhance the performance, successive interfer-
ence cancellation with optimal ordering can be incorporated with the MMSE
equalizer [63]. Several works, like [56] and [64—66], are targeted toward re-
ducing the complexity of frequency-domain equalizers. By ignoring small ICI
terms, a partial MMSE equalizer is proposed in [64] to avoid the inversion of
a large-size matrix, while a recursive algorithm is developed in [56] for calcu-

lation of equalizer coefficients. Moreover, [65] incorporates a partial MMSE
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equalizer with successive interference cancellation, and [66] combines the par-
tial MMSE equalizer with BICM. Both methods benefit greatly from time
diversity gains induced by mobility. We also find two DF equalizers in [67,68],
which make use of power series expansion on time-variant frequency response.
Apart from using frequency-domain equalizers, [60] and [69] consider time-
domain equalizers which first achieve ICI shortening, followed by MMSE
detection and parallel interference cancellation, respectively, to remove the
residual ICI.

For successful implementation of the ICI cancellation-based equalization,
it is essential to obtain an accurate estimate of channel variation or the equiv-
alent ICI channel matrixi-In' generaly this-¢an-be‘accomplished through the
use of embedded reference signals such as pilot symbols or pilot tones. In [63],
an MMSE estimator, which demandsfrequent pilot symbols inserted among
OFDM data symbols, is proposed toestimate time-variant CIR. As complex-
ity is concerned, most studies model the time/variation of each channel tap
as a polynomial function. By assuming CIR varies in a linear fashion within
an OFDM symbol, [64] and [67] exploit pilot symbols for parameter estima-
tion, whereas [68] and [70] belong to the category which uses pilot tones.
It is concluded that a first-order polynomial is adequate to capture channel
dynamics with the normalized maximum Doppler frequency up to 0.1. When
normalized maximum Doppler frequency is larger than 0.1, a 2-D polynomial
surface function is suggested in [61] to model time-varying channel frequency
response and to gain better performance.

The EM algorithm can facilitate solving the ML estimation problem in
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an iterative manner which alternates between an E-step, calculating an ex-
pected complete log-likelihood (ECLL) function, and an M-step, maximizing
the ECLL function with respect to some unknown parameters [71,72]. Re-
cently, a few EM-based methods have been proposed for channel estimation
and data detection in OFDM systems [73-75]. The major difference among
these methods lies whether they formulate the original ML problem into a
data sequence detection problem or a channel variable estimation problem.
Yet, the wireless channel is assumed to be quasi-static in all these works,
i.e., channel gain remains constant over the duration of one OFDM symbol.
In this chapter, we investigate two EM-based iterative receivers for OFDM
and BICM-OFDM systems in doublyselective fading channels. By assuming
channel varies in a linear fashion, we first analyze the ICI effect in frequency
domain and derive a data deteetion method based onthe EM algorithm using
the ML criterion. In an effort t6.reduce complexity, groupwise processing is
adopted for the two EM-based receivers. For OFEPM systems, we implement
an ML-EM receiver which iterates between a groupwise ICI canceller and an
EM detector. Based on this receiver structure, a TURBO-EM receiver for
BICM-OFDM systems is then proposed to successively improve the perfor-
mance by applying the turbo principle. Finally, for the initial setting of the
two receivers, MMSE-based channel estimation is first performed by using a
few pilot tones and it is later improved via the DF methodology.

The rest of this chapter is organized as follows. In Section 5.2, we de-
scribe the OFDM and BICM-OFDM systems, followed by the analysis of

ICT in frequency domain. According to the frequency domain ICI model, an
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Figure 5.1: BICM-OFDM systems.

EM-based data detection method is developed in Section 5.3. In Section 5.4,
an ML-EM receiver and a TURBO-EM receiver are proposed. Afterwards,
we describe the initialization procedure of the two receivers and discuss their
computational complexity. In Section, 5.5, we present our computer simula-

tion results. Finally, some, €onclusions are drawn. in Section 5.6.

5.2 System Madel

5.2.1 Transmitted and Received Signals

Figure 5.1 shows a BICM-OEDM: system; where information bits are mod-
ulated by BICM along with an OFDM modulator [53]. Data symbols are
generated by concatenating a binary convolutional encoder with a 27-ary
mapper through a bitwise interleaver (denoted as IT). Throughout this chap-
ter, we only consider BPSK modulation (v = 1); therefore, data symbols are
one-to-one mapped from coded bits. Subsequently, these data symbols are
transmitted over Np consecutive OFDM symbols. Let X [k] be the data sym-
bols to be transmitted over the kth subcarrier for an OFDM symbol. After

modulated by an N-point IDFT and appended with GI of length N¢, time
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domain samples of an OFDM symbol are given by

-1
2mkn

X [k] e~ (5.1)

N
1
x[n] = N
k=

for n = —Ng,..., N — 1, where we assume that X [k] is mapped from the
coded bit stream c [k].
At the receiver, by removing the GI and taking the DFT, the demodulated

signal in frequency domain is given by [19]:

Y [k] = H [k, k] X [k] + z_: H [k, m] X [m] +Z [K] (5.2)

m=0,m#k

J/

ICI term

for k =0,..., N — 1, where:H [k, m] represents the leakage term of ICI from
the mth subcarrier to the kth subcartier, e [k,an, 1] is the DFT of a time series
h [l,n] corresponding to thelth channel tap at time delay [, for [ =0,..., L—1
and n =0,...,N — 1.((*)), denotes the modulo-N, operation, and Z [k] is

AWGN with zero-meanand variance-o%.-Therefore, we have

L—1
H [k, mi] & Y@y o 1] e 75 (5.3)
=0
and
1= 2mn((k—m))
alkm i) =5 hllnje? " w N (5.4)

I
o

n

Moreover, we assume that the channel tap h [l, n] for different [ is an indepen-
dent and identically distributed (i.i.d.) complex Gaussian random variable
with zero mean and variance =;. From (5.2), we can observe that a de-
modulated subcarrier is affected by the ICI contributed from all the other
subcarriers, and this effect severely degrades the system performance if a

conventional one-tap equalizer is employed [56].
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5.2.2 Modeling of ICI in Frequency Domain

We adopt a linear function to model the temporal variation of each channel

tap over an OFDM symbol, as follows:
hil,n]=all,1]n+all,0] (5.5)

forl =0,...,L—1and n = 0,...,N — 1, where a[l,p] is the complex
coefficient of the pth order for the Ith tap. Substituting (5.5) into « [k, m, (]
of (5.4), we can obtain

Mall, 1] +all,0], for k=m

alk,m,l] = (5.6)
Ok, m]all, 1]5 otherwise
where @ [k, m] can be derived as
- == EIG AT, 1
D[k, m] = —uy na Ll M= o g (5.7)
N nz:% 2 2tah <7"((k;vm))N>

According to the fact of 1 < ((A =) <N — 1,/ we observe that the value
of m((k —m)) /N ranges fromar /N to 7 (N =4)/N. Apply the Maclaurin
series of tan (z) = z, for |z| < ar/2;and.after some straightforward derivation,

we can represent ¢ [k, m] as

L for (k= m))y = ¥

P [k,m]~{ —3 —I—jm, for 1<((k—m))y <% (5.8)

N ],for Y <((k—m))y <N-1

_1 - N @
2 +j27r[((k—m))N—N 2

From (5.8), it follows that ® [k, m] is a fixed value, which only depends on
(k —m) modulo N and it can be calculated in advance. By using (5.6) and

(5.8), (5.2) can be rewritten as
Y [k] = H [k, k] X [k] + Z_: ® [k, m]w [m] X [m]+Z [K] (5.9)

m=0,m#k

J/

ICI term
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where w [m] is a new channel variable in frequency domain and can be defined

as

w[m] = i:a [0, 1] e "% (5.10)

I=
It is worthy to mention that in orthogonal frequency division multiple ac-
cess (OFDMA) systems, each user merely detects a set of nearby subcarriers
of interest (e.g. zones or clusters in 802.16¢), instead of all the N subcar-
riers [54]. With the formulation of (5.9), one can deal only with a small
number of channel variables even when the number of channel taps is large.
Finally, we can rewrite (5.9) in 8 matrix notasion, leading to a more compact

representation:

Y = HX + Z
= (M4 ®W)X + Z

— MX + dw + Z (5.11)

where Y = [Y[0],..., Y [N —1)]", X =[X[0],..., X [N —1]]", the (k,m) th
entry of His H [k,m], Z = [Z[0],...,Z [N —1]]", the (k, m) th entry of ® is
just @ [k,m], w=[w]0],...,w[N —1]]", W = diag {w}, the (k, m) th entry
of ® is given by @ [k, m] X [m], M = diag {[H [0,0],...,HI[N —1,N — 1]]T},
and the superscript ()T stands for the transpose operation. Moreover, we
have w = Fs, where s = [0 [0,1],...,a[L — 1,1]]" and F is a DFT matrix of

size N x L, with the (m, 1) th entry given by exp {—j27ml/N}.
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5.3 EM-based Data Detection Method

The EM algorithm was originally introduced by Dempster et al in 1977 for
iteratively computing the ML estimate in a missing data model. [71]. The
algorithm was given its name since the iteration procedure consists of an ex-
pectation step (E-step), followed by a maximization step (M-step). Dempster
et al pointed out that the EM algorithm had been used in a wide range of
applications, but they generalized the algorithm and more importantly, de-
veloped the theory behind it. Since 1977, due to this development, the EM
algorithm has been applied in many,research works and fields, such as image
signal processing, communication signal proeessing, and even economic and
social science. From (5.41); the optimunm ML data detection problem can be
formulated as follows:
Xy =arg. max oY HX)
X Py,

= arg’,max /L (Y |w X) P (w) dw (5.12)

X1y
where L (-) is a log-likelihood function, obtained by taking logarithm of the
corresponding probability density function P (-). Direct calculation using
(5.12), however, involves multidimensional integration over the hidden vari-
able w. With the ability to tackle missing data models, the EM algorithm is
considered as a good alternative to solve (5.12), and the core idea behind this
algorithm is to iterate between the E-step and the M-step such that mono-
tonic increase in L (Y| X) is obtained. The theorem of the EM algorithm is
reviewed and proved in Appendix E. More details of the algorithm and its

application can be found in [71,72].
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The E-step and the M-step associated with the optimization problem of

(5.12) are expressed respectively as

(XY, X)) =By g [ (Y, W] X)) (5.13)
X —arg max 0 (X] Y,X(mfl)) (5.14)
Xef{1,-1}V

where X(™ denotes the hard decision of X at the mth EM iteration, and
Q <X| Y,X(m*1)> is known as the ECLL function, to be maximized in the
M-step of (5.14). By using the fact that L (¥, w|X) = L (Y|w,X) + L (w)

and from (5.11), we can further simplify+(5113) as

0 (XY, X020 By g ALY, X)) + const.

—1
= E % xw-1 {—2 Y = HXHQ] + const.
Iz

A" (YHY — YHEHAX
%

IXTATY + XHfJX) + const. (5.15)

where H and ¥ denote E iy x(m-1 [H] and E iy xom-1) [HHH} , respectively,
and the superscript ()H represents the Hermitian operation. The constant
term in (5.15) can be dropped for simplicity. Without loss of generality,
the CSI M can be estimated through pilot tones embedded in each OFDM
symbol, and we denote the estimate as M. By inserting H = M + ®W into

H and ¥, it is straightforward to calculate the two terms as

H=E,ygmo [M + cbw] — N + W (5.16)
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2 =E gy o {(M + @W)H (M + @W)}
= Ey xm-n [MHM + M7dW + WHSTM
+W T eW]
= MI'NI + MY @ W + W NI
+E oy gm-1) [(WWH)T ® (@Hq))]
= M7M + MW + WeTM
+E oy xm-1 [(WWH)T] o (")

— MIM + MZdW + WHeLNI

+ (Ea¥ s s [wwH])T o (BHd) (5.17)

where we have W 2 E v xe-n [W]and the notation © denotes as the

Hadamard product. Let

and

W £ diag {W} (5.18)

A

Ay EW|Y,X(’"—1) [W} (519)

S A - -
w = By g1 [(W - W) (w— W)H

=By g [ww'] —ww! (5.20)

We can rewrite (5.17) as

Y = MM + MAOW + WHHM
~ T
+(Sw+ww) o (ee) (5.21)
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Also, from (5.11), it is observed that the conditional probability density func-
tion P (w| Y, X(mfl)) is a Gaussian distribution, with mean and covariance

given by [76]

® =ty + Cuy Oy (Y — pry) (5.22)

3o = Cuw — CoyCyy Cyw (5.23)

where the relevant terms are defined and statistics are calculated in the
following way. We first apply a first-6rder autoregressive (AR) channel model
to compute p, and Cyw.4Details are provided in, Appendix F, and the two

terms can be derived as

B =Eiw] =0 (5.24)

Cow =E |(w = py) (w = MW)H] — FCF! (5.25)

where Cg in (5.25) is a diagonal matrix with the Ith diagonal entry equal to
2(1—a)5 /(N - 1)%, and « is the channel tap autocorrelation as defined in

(F.2). Moreover, we can get

py = E[Y] = MX (5.26)

Cyy=E [(Y — py) (Y — MY)H]

~ (m—1) —~(m—1)#

=® Cow® + 021 (5.27)
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and

Coy =C¥, =E [(Ww— ) (Y — piy)"| = Cyow® (5.28)

(m—1) . ~
is obtained by substituting the hard decision X1 into ®.

where ®
Using (5.16)-(5.28), we can calculate the ECLL function of (5.15). The EM
algorithm for data detection is then summarized in Figure 5.2, and it is
repeated until a stopping criterion holds. The stopping criterion is to check

whether X(™ = X(m=1 or the iteration number reaches a predefined limit

NEM-

5.4 Implementation: " EM-based Iterative Re-

celvers

Because the data detection methodin(5:14) has.high computation com-
plexity, in this section, we investigate two EM-based iterative receivers for

practical implementation.

5.4.1 ML-EM Receiver for OFDM Systems

As depicted in Figure 5.3, we consider an ML-EM receiver with N subcar-
riers partitioned into R groups, and each group consists of GG subcarriers.
Denote the jth group of subcarriers as G; = {jG,...,(j +1)G — 1}, for
j=0,...,R—1. Next, we define the jth data group and observation group

as

X; = [X[§G],....X[(j+1)G—1]" (5.29)



Initialization:
Calculate M, choose X, and set m=0
Execution of EM agorithm:
do{
m=m+1
E-step:
Compuite statistics
C,, =FC_F"

H — Py H -1 A A
w=C, o™ (cp(m‘l)cwwcp(m‘l) + 02 ) (Y -mx)

—~

%, =C,,~C,, @™ (<i>(’“‘l)c @V +a§|) “omic
L=NM"M +M oW+ WH e M +(X, +va“)T o(e"®)
For all X 0{1,-1}"", calculate

Q(x|v,x™) :—%{YHY—Y”I:IX—XHFIHY +X"EX]
z

M -step:

XM = arg xurH%N Q(X\Y,)A((m'l))

} while (X" #X(™ and m< N, |

Figure 5.2: EM-based data detection method.
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ICI
Canceller

EM (ML)
Detector

CE
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(optional)

(a) ML-EM receiver for OFDM systems

G, X g
| ................................. ]
Xo | ix((k-Q-l))R X((k-Q))R E i K [ems X((k+Q))R x((k+Q+1))R| . Xga
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I
YO e o o e o o | Y((k_Q))R . Yk ° o 0 Y((k+Q))R | ° o 0 e o o YR—l
e = _  ——
- Y
- Y. .

1. Calculate statistics of w, by using X_ and Y .
2. Calculate ECLL function, by using Y, .

(b) An illustration for group detection

Figure 5.3: (a) ML-EM receiver for OFDM systems (b) An illustration for

group detection.
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and
Y; = [Y[jG],....Y[G+1)G—1]" (5.30)

Further, we use B; to denote the set {((7 — @))g,...,((j + Q))p}. Without
loss of generality, we focus on detecting the kth data group. Assume that
due to the ICI effect, the energy of X is spread over 2Q) + 1 observation
groups of Y;, for j € By, which also contains interfering energy caused by
other adjacent data groups X;, for j € B;\{k}. As observed in Figure
5.3(a), there is an additional iteration loop outside the EM detector, called
ML iteration. Within an ML iiteration, the,ICI is first reconstructed and
subtracted from the observation greupsyielding assignal:

Y=Y = X (5.31)

i€ Bp\{k}

for j € By, where X; is the tentativepdecision of X, and the (p, ¢) th entry
of H,; is given by the (5G4 p,iG + q) th entry*of H, the estimate of H,
for p,g = 0,...,G — 1. Both"X; and H ‘are obtained from the output of
the EM detector at the previous ML iteration. After ICI cancellation, the

EM detector is executed by applying the EM-based data detection method

. . < S (m—l)T < T

in Section 5.3. Define Xp = [Xf o 1)) X" X1,
T N

and Ygp = Y%F(kafl))R’ . ’YakJrQH))R] , where X,(cm_l) is the hard deci-

sion of Xy, at the (m — 1)th EM iteration within the EM detector. Par-
ticularly, for m = 1, we initialize X,(go) as X;. In the E-step, at the mth
EM iteration, we replace X and Y (in Figure 5.2) with Xz and Yy to
calculate the statistics W, H and . The size of these three matrices now

becomes (2Q) + 3) G x (2Q + 3) G. After that, the interference-reduced signal
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_ _ T
Yy = Y%F(k—Q))R’ . ,YaHQ))R} is taken to compute the ECLL function,
for each combination of X, € {1, -1}, as follows:

1 -
Q(Xel Yor, Yo Xp) = —— (YﬁYM ~YHRLX,
Z

~XHAHY,, + X1 ikxk) (5.32)
where the matrices Hy and X, are of size (2Q + 1) G x G and G x G, with
the (p, q) th entry given by the (G + p, (Q + 1) G + q) th entry of H and the
((Q+1)G +p,(Q +1)G + q) th entry of X, respectively. Finally, the deci-
sion of X}, is calculated in the M-step according to:

~

X — g max  Q (Xl Y, Y, Xp) (5.33)
X e{1,-m¥s

Within the EM detector, the above procedure'is’conducted to detect R groups
simultaneously, i.e., we use parallel processing for group detection. Once the
stopping criterion is met, the feceiveryproceeds to the next ML iteration
until a good performanceds achieved, and Xy and H are updated. In other
words, at the end of the kth parallel processing, X, is replaced by X,(Cm),
the (kG + j)th diagonal entry of W is renewed by the ((Q + 1) G + j)th
diagonal entry of W, for k =0,...,R—1and j =0,...,G — 1, and H is
calculated as M + ®W.

The intuition behind the group detection is explained as follows. While
computing and maximizing the ECLL function, we can acquire the diversity
gains through examining the interference-reduced signals Y, of which the
energy is contributed mainly by the data group Xj. Therefore, it is reason-
able to expect that full diversity gain is achievable when the value of @) is

sufficiently large and the ICI is perfectly cancelled out. The diversity gain we
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Figure 5.4: TURBO-EM receiver for BICM-OFDM systems.

can achieve also depends upon whether a good estimate of W is provided.
Recall that the 2Q) + 1" observationsgroups=(in the neighborhood of Yy) are
sufficient for estimating the ehannel variables of the kth group, but they also
include ICI from adjacent data groups. Foriexample, the ((k — @)), th obser-
vation group is interfered by the data groups X, for j = ((k — 2Q))y,.... k.
Hence, in the E-step, we takes an enlarged cluster of original observation
groups Y g, as well as the corresponding data groups Xpg, to calculate the
channel variables of the kth group. Strictly speaking, the size of Y and
X should be chosen as 4Q) + 1, but our experimental trials suggest that the

choice of 2() 4 3 is large enough to get a good result.
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5.4.2 TURBO-EM Receiver for BICM-OFDM Systems

Figure 5.4 shows the TURBO-EM receiver for BICM-OFDM systems. The
receiver implements the turbo iterations by exchanging the extrinsic informa-
tion between the EM detector (after the ICI canceller) and the soft-output
Viterbi algorithm (SOVA) decoder. Within each TURBO iteration, the ICI
is first reconstructed and subtracted from the observation group to obtain
the interference-reduced signal Y; by using (5.31), but with soft decision

X, replacing the hard decision X;. In this way, we can mitigate the error

propagation effect, and the soft decision for the BPSK case is given by [77]

)\C,post

where AT = [ACrEE@IL L ACPEGA NG = 1]]T is the a posteriori
log-likelihood ratio (LER), associated with.X,;, from the SOVA decoder at
the previous TURBO iteration; and the LI.R of a data symbol ¥ is defined as
the logarithm of the ratio of P(W).= +1).t0 P.(Y) = —1). We then apply the
maximum a posteriori (MAP) EM algorithm to the EM detector, which fur-
ther takes account of the a priori information to compute the ECLL function
as follows:

-1 - -
Q(Xe| Yar, Ye, Xg) = — (YﬁYM - YIH, X, - XIHIY),
7Z

X1 izkxk> 4 L(X,) (5.35)

where L (X)) = In P (Xy) is calculated from the interleaved extrinsic infor-
mation AL = (NGt [KGY,.. Gt [(k+ 1) G — 1]}T with respect to X

which is generated by the SOVA decoder. Under the assumption of an ideal
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interleaver, data symbols are independent of each other, and we obtain

ZL kG + j] = ¢;) (5.36)

where ¢; denotes the value of X [kG + j], and L (X [kG + j] = g;) is calcu-
lated by using (G.4) in Appendix G. At the final EM iteration, the extrinsic a
posteriori LLR A, ™ = [AD<et [kG] ..., APt [(k + 1) G — 1]}T is generated

at the output of the EM detector. From [78] and (G.3), we get

)\D,e;rt UCG-F]]
. P(X[kG+j] = +1] Yu)
P (X [kG +ygl==11Ywn)

~ Imax . 2+1xT )\C'ext

kaenj o2 5 R MR\ {5}
~ max Yo~ B+ X] Acm) 5.37
xkeﬂ;( i —FLX, BN} (5.37)

where Qj denotes the_set forswhichrtherjth entry of X, is "+17; Q is

_ )\C,e:ct [kG—f—j]

defined similarly, and the wectors Xy ;1 and )\kc\?ji are obtained by omitting
the jth entry of X, and )\kc’m, respectively. The extrinsic LLR A" is then
converted into soft bits using (5.34), modeled as the output of an AWGN
channel with unit gain and variance ¢, deinterleaved through IT™!, and
passed to the SOVA decoder. The variance o2 is estimated as [79]
Ny
s 1 , 2

oc =77 2_ (kldl=1) (5.38)

iz
where p [i] indicates the soft value of the coded bits ranging between —1 and
+1, and Ny represents the interleaver size. It is mentioned in [79] that the
Gaussian assumption is not satisfied at the beginning of TURBO iterations,

but it becomes a good approximation as the number of iterations increases.

113



Xl

for TURBO-EM )_(
Ol’le-Tap Viterbi receiver
Equalizer Decoder

MMSE-based
Channel
Estimator

for ML-EM )_(

receiver !

CSIof M '\7'
>

Figure 5.5: Initialization procedure for ML-EM and TURBO-EM receivers.

After the SOVA decoder produces the soft_information by considering the
ML path and its strongest competitor in the trellis diagram, the receiver
progresses toward the néxt TURBO iteration until apreset maximum number

of iteration, Nrp, is reached.

5.4.3 Initial Setting 'and Channel Estimation Update

Figure 5.5 depicts the block diagram for initialization of the two receivers.
The initial channel estimation is performed through the use of pilot tones
and improved via the decided data symbols. Let Xp be a diagonal matrix
whose diagonal elements are obtained from the stacked vector of J pilot
tones on subcarriers { Fy, . .., P;_1 } within the OFDM symbol. Applying the

MMSE-based channel estimation method, we obtain [39]
M = F (FIXEXpFp + (0% + 020;) 1) FEXEY, (5.39)

where Yp and Fp are defined similar to Y and F, respectively, but here

related to subcarriers { Py, ..., P;_1 } only. By invoking central limit theorem,
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the ICI energy o2, is approximated as (27 f;)> /12 [55]. Subsequently, an
one-tap equalizer is used for data detection, and a DF approach is carried out
to initialize the two receivers. For the ML-EM receiver, decided data symbols
together with the pilot tones are used to generate a new channel estimate M
by using (5.39) and then produce an updated decision symbol X;, while for
the TURBO-EM receiver, much more reliable decision symbols are generated
by the Viterbi decoder. At the first TURBO iteration of the TURBO-EM
receiver, )\kc’ext is set to 0, and X; is used to replace X; in (5.34). Moreover,
we initialize H as 1\71, i.e., set W = O, since no information on W is available
at the first iteration of the two receivers.

Due to ICI, the initialiestimate ofiMrbecomesiinaccurate as f; increases.
Hence, Figure 5.3(a) and Figure 5.4 offer an option for channel estimation
update, wherein at tlie second and sitbsequent iterations (outer loop), the
ICI (reconstructed from Ny adjacentpsubeartiers/in a hard or soft manner)
to the subcarriers is canceled out in the received’signal Y, and the MMSE-

based channel estimation is aghin used to refine the estimate M by setting

2
oicr = 0.

5.4.4 Computational Complexity

Now let us look at the number of complex multiplications required for the
two proposed receivers. Assume that the operation of K x K matrix inversion
needs K3 complex multiplications. In Table 5.1, the first and second rows in-
dicate the complexity of the ICI canceller and the EM detector, respectively.

The third row gives the complexity for precomputing Cyw and ®7® in the
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EM detector. Note that the calculation of (5.36) in the MAP EM detector
does not require any multiplications, and the number of multiplications re-
quired to calculate (5.37) is presented in the fourth row of the Table 5.1. For
example, in the case of G = 4, Q = 4, v = 1 and L = 6, the complexity
is calculated in the third column as well. Some complexity reduction can
be achieved by applying the SAGE algorithm and the Viterbi algorithm, as
proposed in [80] and [77] respectively, to simplify (5.33) and (5.37) when the
values of G and v are relatively large to dominate the overall computation
complexity. Moreover, the complexity of the SOVA decoder is, in general,
upper-bounded by two times that of the Viterbi decoder. Finally, the com-
putational complexity ofithe MMSE=based"channel estimation method can

be referred from [39] for details.

5.5 Computer Simulation

Our simulation demonstrates the performance of the two EM-based receivers.
The simulation parameters are defined according to the 802.16e OFDM stan-
dard [54] and listed in Table 5.2. The entire bandwidth, 5M Hz, is divided
into N = 256 subcarriers among which 192 subcarriers carry data symbols,
J = 8 subcarriers transmit pilot tones, and the remaining 56 subcarriers
are virtual subcarriers. The BPSK modulation scheme is adopted for the
pilot tones, and a pilot subcarrier transmits at the same power level as a
data subcarrier. Each OFDM data frame is composed of Np = 40 OFDM
data symbols, and the length of GI is set to Ng = 64. For the BICM

scheme, we employ a rate-1/2 convolutional code with generator polynomial
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Table 5.1: Computational Complexity (Ex: G = 4, Q = 4, v = 1, and

+ [(27¢F244) Q + 3 x 28

L =6).
Operation Number of Complex Multi- | Example | Unit
plications
ICI canceller (2Q)G* (2Q + 1) 1152 /ML
(or TURBO)
iteration
/group
EM detector | 5(2Q +3)*G? 447208 | /ML
+ 136Q* + (108 #20¢H1) Q (or TURBO)
+ (81 F2GHG? iteration

/EM iteration

+6] G /group
Precalculation | (2Q + 3)* (L + 1) G? 13816 | /group
of Cyw & + (2Q +3) LG
PP
Eq. (5.37) 27E=D[(2Q + 1) G? 1480 | /TURBO
+(2Q+2)G+1] iteration
/group

117




(133,171) represented in octal and a block interleaver with 96 rows and 80
columns. Both a conventional two-path channel and an ITU Veh-A chan-
nel are used in our simulation with path delays uniformly distributed from
0 to 50 sample periods, where the relative path power profiles are set as
0,0 (dB) for the two-path channel and 0, —1,—-9,—10,—15,—20 (dB) for
the ITU Veh-A channel [34]. The fading channel is generated with Jakes
model by setting f; = 0.1 [33]. The user-defined parameters are chosen as
Ny = 10 and Ngj = 5. Some statistical information such as power delay
profiles, Doppler frequency, and noise power is assumed to be known to the
receivers. Throughout the simulation, the parameter E,/N, is defined as a
ratio of averaged receivetbit energyrtorthe'power spectral density of noise.
As a benchmark, the performance curve with ideal initialization, labeled as
CSI and data known, serves as a performance lower bound, and the results
obtained with ideal CSI, denoted asTCSITknown, is provided for reference.
Furthermore, we also include the performancecurve of the one-tap equalizer

in quasi-static channels, under the assumption of ideal CSI.

5.5.1 BER Performance of ML-EM Receiver

Figure 5.6 and Figure 5.7 show the BER performance of the ML-EM receiver
in the two-path and the ITU Veh-A channel, respectively. The parameter of
[G, Q] is set to [4,4]. Tt is seen from Figure 5.6 that after three iterations,
the ML-EM receivers with or without channel estimation update have much
better performance than the same receiver at the initialization stage. Since

time-variant channels introduce diversity gains, the ML-EM receiver also per-
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Table 5.2: Simulation parameters.

Parameter Value
Carrier frequency 2.3GHz
Bandwidth OSMHz
FFT size (V) 256
Length of CP (Ng) 64
Number of data subcarriers 192
Number of pilotssubcarriers (.J) 8
Number of virtual subecarriers 56
Modulation BPSK
Number of OFDM data symbols per frame (Np) 40

Generator polynomial of eonvolutional ecode

(133, 171) in octal

Block interleaver size (rows, columns)

(96, 80)

Channel power profiles

Two-path channel
ITU Veh-A channel [34]

Jakes model [33]

Channel delay profiles

0~ 50

(Uniform distribution)

Normalized maximum Doppler frequency (fy)

0.1
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forms better than the one-tap equalizer in quasi-static channels. In addition,
its BER is comparable to that based on ideal CSI knowledge, whereas for
the case without channel estimation update, an error floor occurs in the high
Ey/N, region at BER=2x 107%. When compared with the lower bound, there
is still an E,/N, gap of 1.5dB and 4.5dB at BER=10"2 and 10~%, respectively,
for the ML-EM receiver with channel estimation update. Clearly, this gap is
due to the error propagation effect. It is worth noting that the performance
lower bound in Figure 5.6 comes very close to the theoretical matched-filter
bound analyzed in [56]. Similar performance trends are observed in Figure
5.7 for the ITU Veh-A channel.. We ¢an sée that for the ML-EM receiver
with channel estimation update, therequiréd /N, at BER=107 is almost
the same as that for an one-tap equalizer,in quasi-static channels, while a
loss of 4.5dB and 3dB:in FE,/N, can beé observed as compared with the lower

bound and the case of ideal CSI, respectively:

5.5.2 Effect of Group Size

Figure 5.8 addresses the impact of group size on the BER performance, and
the number of @ is selected to keep (2Q) + 1) G ~ 39 for fair comparison.
As expected, joint detection with more subcarriers will attain better perfor-

mance, and the improvement eventually saturates as the size of G increases.

5.5.3 BER Performance of TURBO-EM Receiver

Figure 5.9 demonstrates the BER performance of the TURBO-EM receiver

in the two-path channel. With the BICM, the effect of error propagation is
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effectively suppressed. From Figure 5.9, we see that after three iterations, the
receiver with channel estimation update achieves a performance close to the
lower bound, and the gap between them is only about 0.5dB at BER=10"°.
We also notice that there is a significant performance improvement over the
initialization case and it also outperforms the case without channel estimation
update by 1dB. Figure 5.10 depicts the BER performance in the ITU Veh-
A channel. We see from Figure 5.10 that after four iterations, the receiver
with channel estimation update achieves a performance gap with respect to
the lower bound by less than 1dB at BER=10"°, and the receiver exhibits
a remarkable improvement asicompared with the initialization stage. How-
ever, when CSI is not updated, therperformance o6f the receiver deteriorates

remarkably, although it'is still better than. that of the initialization stage.

5.5.4 FER Performance of TURBO-EM Receiver

Figure 5.11 depicts the frame error rate (FER) performance in the I'TU Veh-
A channel. This figure also shows‘that"the receiver with channel estimation
update performs very well in terms of FER. Hence, in order to achieve a good
performance, it is necessary to refine the CSI, especially when the number of
pilot tones is small and the normalized maximum Doppler frequency is large.
From Figure 5.9 to Figure 5.11, we also observe that the receivers with G = 2

and G = 4 have nearly identical BER performance.
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Figure 5.6: BER performance of the ML.-EM receiver in the two-path channel
(N =3 and [G, Q] = [4,4]).
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Figure 5.7: BER performance of the ML-EM receiver in the ITU Veh-A

channel (Nyp =3 and [G, Q] = [4,4]).
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Figure 5.8: BER performance of the ML-EM receiver with channel estimation

update for various [G, Q] (Nyr = 3).
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Figure 5.9: BER performance of the TURBO-EM receiver in the two-path
channel (Nrg = 3 and [G, Q] = [4,4]).
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Figure 5.10: BER performance of the TURBO-EM receiver in the ITU Veh-A
channel (Nrp =4 and [G, Q] = [4,4]).
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Figure 5.11: FER performance of the TURBO-EM receiver in the I'TU Veh-A
channel (Nrp =4 and [G, Q] = [4,4]).
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5.6 Summary

In this chapter, we have investigated two EM-based iterative receivers for
OFDM and BICM-OFDM systems in doubly selective channels. Based on
the proposed EM algorithm for data detection, both receivers use groupwise
processing with ICI cancellation to reduce computational complexity and
to explore time diversity inherent in time-variant channels. For OFDM sys-
tems, the ML-EM receiver significantly outperforms the conventional one-tap
equalizer, and its BER performance even approaches the BER performance
without Doppler effect. Compared, with the matched-filter bound, an E;,/N,
gap appears because of thelerror propagation effect. For BICM-OFDM sys-
tems, a TURBO-EM receiver; which-iterates between the MAP EM detector
and the SOVA decoder, is then introduced. This receiver effectively solves
the error propagation problem, and it attains a performance close to the low
bound in terms of both*BER"and FER “Simulation results indicate that in
order to attain a good performiance, the ¢hannel estimation update is re-
quired when we use low-density pilot tones at high Doppler frequencies. As
a final remark, a group size of two to four is large enough to guarantee an

acceptable performance under practical channel conditions.
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Chapter 6
Conclusions

In this dissertation, we haveistudied channel éstimation and data detection
methods for OFDM systems in time-varying:multipath channels. The scope
of our research encompasses-the design of*pilot signals for MIMO channels,
channel estimation and tracking for low-mobility cHannels as well as data
detection for high-mobility channels. There arefour main contributions in
our works. First of all, we design CC piletsignals for optimal channel es-
timation in MIMO systems. It is worth noting that the CC pilot signals
not only exhibit the properties of both impulse-like auto-correlation and
zero cross-correlation, but also have the characteristic of minimum PAPR
in time domain. We also propose a CC pilot-based STBC-OFDM system to
achieve bandwidth-efficient transmission at high vehicle speed. A receiver
architecture for channel estimation and data detection is developed and its
BER performance is analyzed and simulated. The second contribution is
to present the equivalence between the DF DFT-based channel estimation

method and the Newton’s method. Thus, the relationship between them

129



is well established. We clarify that the DF DFT-based channel estimation
method can be further improved through the use of this equivalence. As to
the third contribution, a refined channel estimation method is investigated
for STBC-OFDM systems. The proposed channel estimation method is ac-
complished in two stages. In order to reduce computational complexity and
improve channel estimation performance, we propose an MPIC-based decor-
relation method to catch significant channel paths in the initialization stage.
The tracking stage considers the use of a gradient vector derived from pilot
tones to track temporal channel variation at the first iteration, followed by
the DF DFT-based channel estimation methed at the subsequent iterations.
In addition, an analytic férmula for adaptivély detérmining the optimum step
size is investigated. The final contribution of this dissertation is the devel-
opment of OFDM receivers that enable to deal, with the ICI in the presence
of Doppler spread in multipath” chanmels: - In this work, the EM algorithm
is derived and performedsfor data detection.uising ML criterion. By inte-
grating the groupwise ICI cancellation with the proposed EM algorithm, we
study the design of a low-complexity iterative ML-EM receiver for OFDM
systems. Based on the turbo processing principle, a TURBO-EM receiver,
for joint detection and decoding in BICM-OFDM systems, is proposed to

further improve system performance.
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Appendix A
Complementary Sequences

Complementary sequences atfe defined as a pair,of sequences having the sum
of their autocorrelation values equal to a Kronecker delta function. Binary
complementary sequences;-also widely named (oldy sequences, were first
introduced by Marcel 1. E. Golay 11949 [30,31]. Later, complementary se-
quences were generalized.to polyphase or multilevel complementary sequences
by other authors [81].

Let {«[0],...a[N —1]} and {B]0],...3[N — 1]} be a pair of binary
complementary sequences, i.e., the values of the two sequences are either

"+1” or ”-1”7. The two sequences are complementary if we have

Y = 3 o) a* [(m — )]
BB [(m— )]}

=2N -9 n]
2N, for n=0

= (A.1)
0 ,for n#0

where ¢ [n] is a Kronecker delta function. This ideal autocorrelation property
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makes complementary sequences attractive for many applications like radar
pulse compression and spread spectrum communication. From (A.1), the
complementary sequences in frequency domain representation have comple-

mentary power spectrum as follows:

=

LIk =) IAKP+ BIK]*=2N (A.2)

B
Il

where {A [k]} and {B[k]} are the DFT of {«[n]} and {3 [n]}, respectively.
For the simplest example, we have binary complementary sequences of length
two, given by {a[n]} = [+1,+1] and {B[n]} = [+1,—1]. Given a pair of
complementary sequences {q {r]} and {B{n]};.a new pair of complementary

sequences can be generated from thefollowing rules if

1. Any of the two sequénces is multiplied by ¢/?.

2. Any of the two sequences.is time-reversed.

3. Any of the two sequenges.is circular-shifted.

4. The two sequences are interchanged.

D. Both sequences are decimated in time by K.

6. Both sequences are multiplied by e/™"/N where k is a constant.

7. The two sequences are concatenated to form [« [0],...,a [N — 1], 3[0],
B[N —1]] and [«[0],...,a[N = 1], —=B[0],..., =B[N — 1]].

8. The two sequences are concatenated and interleaved to form [« [0] , 5 0],

L a[N—1],8[N 1] and [«[0], —B0],...,a[N — 1], -8[N — 1]].
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9. The two sequences are added and subtracted to form [ [0] + 50],. ..,
a[N =1+ B[N —1]] and [«[0] = B]0],...,a[N —1] — [N —1]].
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Appendix B

Proof of (2.37) and (2.38)

By substituting the definition of D, in (2.36) into E [De} , we can obtain

E[D.] = (1 ~BERG(OIE  BERSCNE [ Xrc
+A2Xsc}
+ (1% BERGIQIBERAQ) E A Xrc + 2H; Xs
+A, X SC}
YBER: (C) (1~ BERG (O)E [2H1XF + A Ko
+A2X'sc}
VYBERe (C) BERc (O)E [2H1XF + A X e
F2H, X+ AQXSC}

=2BERc (¢) (HiXF + H2X5) (B.1)

146



Moreover, we can calculate the second moment of D, as follows:

E [‘De

| = - BERC ©) (1~ BERC Q) |10 ||
+ Ao ‘X’scﬂ
+ (1= BERe () BERe ()8 [Iasf* [Xeo -+ 410 1P
+laaf R |

Xrc

‘ 2

{BER: () (1 - BER: Q) E [4 P 1X0 P + A

(B.2)
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Appendix C

Proof of (3.21)

Define g% = [g, g7 ]" andig%?" = [q7, qf] s where g1, g2, au, and gy are
of size G x 1. From (3.15)(3:17)pwe convert g¥= EU) " qU into block

matrix representation ‘as follows
=¥

A-B
g1 P q: (C.l)
g2 B A qs

where A and B are G x Gisub-matrices of EU?" Tt is clear that the matrix
EU4)™" holds the same structure as the matrix EG9, given by
E(.jvi)_l — C_D
D C
where AC — BD =I5, BC + AD = 0g, and Og is a zero matrix of size

(C.2)

G x G. Hence, we have

g1 + 782 = (Cq; — Dqy) + 7 (Dq; + Cq»)
= (C+ D) (a1 + jq2)

= (A+B)" (a1 + ja2) (C.3)
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Appendix D

Explanation of Hessian Matrix

In this appendix, we provide an explanation of EU)™". For simplicity, we
assume that the DF data symbols are all eorrect: ie., X[k] = X[k], and
neglect noise terms. Therefore; the LS estithate in (3720) for channel H U [k]

given in (3.1) becomes
& o (k—1)(1—1)
C [k HOD Jjg, = Z - (D.1)

for k € ©, where C[k] = SV [ X@[t %] and 77" is the complex gain of
the [th path. Taking the IDFT of (D.1), we get the estimate for the I'th

channel path gain as follows

G
i) 27r(k 1) 2r(k—1) (V' =1)
771/ § J E :C (D.2)
=1 ke®

where 1 <[’ < G. By rewriting (D.2) in a vector form, we have

~ (4.3 1= 1) & (4,0
n(]:) — §E(]7)u(.77) (D3)

where EG9 is defined as in (3.21), #¥0 = [ . g8NT and pt) =

(97 a9Y)7 . As can be seen in (D.2) and (D.3), /i’ from other paths
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causes interference in ﬁl(,J ) due to the effect of aliasing, and EG)™ acts as a

path decorrelator to mitigate this effect.
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Appendix E

Review of EM Algorithm

Consider a general ML estirfiate problem in:a/missing data model. Suppose
that we observe a vectoriy generated from P(y|x,;80), where 0 is the param-
eter vector and x represents the missing.data vector (or called unobserved

latent data vector), and want to compute the ML estimate

A

0 = arg mOaXP (] 6) (E.1)

The EM algorithm seeks to find the M estimate of (E.1) by iteratively
applying the following two steps:
E - step:

Compute

e [L(y,x|0)] (E.2)

0 (0| v, é(m’”) —E
where the expectation is with respect to P <X| Yy, é(m_l)>.
M - step:

Maximize

A(m)

B A(m—1)
0 = argmgx@ <0|y,0 ) (E.3)
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We refer to L (y,x|6) as the complete log-likelihood function which cor-
responds to the complete data of both y and x. The theoretical core of
the EM algorithm is that the likelihood function L (y| @) is guaranteed to
increase monotonically at each iteration by maximizing {2 (0] Yy, 9(m71)> at

the M-step. In other word, we can ensure that

L(y16™) > r(y0"") (E4)

The EM procedure is conducted until a fixed value of €2 (9(7”)‘ y, @(m_1)>
is obtained. In this case, we have L (y| é(m)> =L <y| 9(m71)>. The the-
orem can be proved as follows. According to the Bayesian rule and taking

logarithm, it is easy to shew that
L(y|0) = L(y,x[8) = L(x|y:0) (E.5)

By taking the expectation of (E:5)withrrespect to P <x| v, 9(m_1)>, it leads

to

L(y|0)=E_  ow-n[L(y,x|0)]-E omnl[L(x]y,0)] (E.6)

xly,0 x|y,0

From the definition of the M-step in (E.3), it is straightforward to find

E ~(m—1) |:L <y,X| 9(m)>:| 2 E

xly,0 £ (m—1) [L (y,x| 9<m_1)>] (E.7)

ly.0
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Moreover, from Jensen’s inequality, we can obtain

P (x| Y, 9(m))
E w1 |log ——
x|y,0 P (X’ y, 0( 1))
P (x| Y, @(m))
<logE

2 (m—1) e

= log/P (x| Y, 9(m))dx

=0

Thus, we can verify (E.4) by using (E.6)-(E.8).
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Appendix F

Proof of (5.24) and (5.25)

Let us first define an AR channel model
R (1IN === a|l;0] +'u (F.1)

where « is the parameter of the AR model and u represents a complex Gaus-
sian random variable, andependent-of Al nl, with Zero mean and variance

o2. From Jakes model, a/is evaluated by

a=E[h[l,N — 1] AL0) =, <w> (F.2)

where Jy (+) is the zeroth order Bessel function of the first kind, f; denotes
the normalized maximum Doppler frequency. Recall from (5.4) that we have
E[h[l,n]] = 0 and E[h?[l,n]] = =;. Following the energy conservation rule
in (F.1), the variance of u can be calculated as 02 = (1 — a?) Z;. According
to (F.1), (F.2) and (5.5), we find the slope of the [th tap over the duration
of one OFDM symbol as

a[l,l]:ﬁ{h[l,]\f—l]—h[l,o]}

1
= {l@=Dh[L0+u} (F.3)
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and its mean and variance is calculated by

Efall, 1] =0 (F.4)
and
* _ 1 a—1)2%= A
Blafl 1) 1) = g (o= 1720+ (107 2)
. 2 (1 — Oé) El
=" (F.5)

Besides, it is reasonable to assume that the slopes of channel taps are inde-

pendent of each other, ie., E[a[l,1] a*[I',1]] = 0 if | # I’ since h[l,n]’s for

and

where Cg = E [SSH } is a diagonal matrix with the (th diagonal entry given

by 2(1 — )5 /(N —1)%.
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Appendix G

Calculation of (5.36)

Using the definition of LLRfwe have

L (X [kG + j] =5%1) =S IEC iy~ In (e“ + e*am[mﬂl) (G.1)

L(X[kG4+jl=21)= —In (1 4 eAc’emt[kG—l-j]) (G.2)
The calculation of (G.1) and (G.2) can be simplified by using the rule:

aneaﬁ' R max a (G.3)

J

When applied, straightforward manipulation yields

| “In2, if ACT kG §] = 0
L(X[kG+j]=q) = (G.4)
min (gA%*"* [kG + j],0) , otherwise

where ¢ is either +1 or —1.
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