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Abstract. We propose a method to detect a face with different poses
under various environments. On the basis of skin color information, skin
regions are first extracted from an input image. Next, the shoulder part is
cut out by using shape information and the head part is then identified as
a face candidate. For a face candidate, a set of geometric features is
applied to determine if it is a profile face. If not, then a set of eyelike
rectangles extracted from the face candidate and the lighting distribution
are used to determine if the face candidate is a nonprofile face. Experi-
mental results show that the proposed method is robust under a wide
range of lighting conditions, different poses, and races. The detection
rate for the HHI face database is 93.68%. For the Champion face data-
base, the detection rate is 95.15%. © 2009 Society of Photo-Optical Instrumenta-
tion Engineers. �DOI: 10.1117/1.3156843�

Subject terms: face detection; profile face; various lighting environments; skin
color.
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Introduction

etecting a face from an image is the first step for face
pplications. Although it has been studied for many years,
etecting a face under various environments is still chal-
enging work. Some factors make face detection difficult.
ne is the variety of colored lighting sources; another is

hat facial features such as eyes may be partially or wholly
ccluded by a shadow generated by a bias lighting direc-
ion; and others are race and different face poses with/
ithout glasses. Several methods1–11 had been proposed to
etect faces. Some2–4 use eigenface, neural network, and
upport vector machine to detect faces of restricted poses
nder normal lighting condition. Hsu et al.5 proposed a face
etection algorithm that uses a nonlinear transform to over-
ome the variance of the skin tones. Some defined chroma
roperties are used to extract the facial features and applied
o verify a face. Chow et al.6 proposed an approach to
ocate a face candidate under different lighting conditions
nd then applied an eigenmask-based method to verify the
ace. However, these methods failed to locate faces with
ome kinds of poses �such as a near-profile and profile
ace�. Shih and Chuang7 used shape and contour informa-
ion to locate a face in a plain background and normal
ighting condition. However, it is difficult to detect a face in
complex background and various lighting conditions. Wu

nd Zhou8 proposed an algorithm to locate face candidates
sing eye-analog segment information. The algorithm
ould fail when a person wears glasses. Some methods9–11

se mosaic, edge, and mathematical morphology to detect
yes; however, these methods would fail to locate eyes
hen a face is under poor lighting conditions �such as a
ias light source�. As mentioned above, various lighting
onditions, different head poses, glasses, race, and complex

091-3286/2009/$25.00 © 2009 SPIE
ptical Engineering 067202-
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backgrounds are factors that make face detection difficult.
To solve these problems, we propose a method to detect a
face with/without eyeglasses under various poses and envi-
ronments. Figure 1 shows the block diagram of the pro-
posed face detector. First, we use skin color to extract can-
didate skin regions. Next, shape information is used to
judge whether a skin region contains a shoulder part. If it
does, then a skin-projection-based method is applied to re-
move it and the head part is labeled as a face candidate for
further processing. For each face candidate, a set of geo-
metric constraints are first applied to judge if the face can-
didate is a profile face. If not, some eyelike rectangles
�ERs� are first extracted. Then, based on these ERs, a hori-
zontal eye line and a vertical symmetric line are located to
judge if the face candidate is a nonprofile face.

The remainder of the paper is described as follows. In
Sec. 2, a shape-based algorithm is proposed to identify a
profile face. Section 3 presents an algorithm to detect a

Fig. 1 Block diagram of the proposed face detector.
June 2009/Vol. 48�6�1
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onprofile face. In Sec. 4, some experimental results based
n the HHI and Champion face databases are given to dem-
nstrate the effectiveness of the proposed method. In Sec.
, we present a conclusion.

Profile Detection
n this section, we provide a method to determine if an
mage contains a profile face. First, the skin region detector
roposed by Jing and Chen12 is adopted to extract skin
egions from an input image. Figure 2 shows the extracted
esults from some face images with different poses taken

Fig. 2 Some results of applying Jing-Chen skin
lighting environments and �b� The extracted sk
detector.

ig. 3 Example showing two men wearing clothes with/without skin-
ike color: �a� man wearing a T-shirt of skinlike color, �b� man wear-
ng a T-shirt of nonskinlike color, �c� detected skin region of �a�, �d�
etected skin region of �b�, �e� horizontal projection of �c�, and �f�
orizontal projection of �d�.
ptical Engineering 067202-

m: http://opticalengineering.spiedigitallibrary.org/ on 04/25/2014 Terms of U
under various lighting environments. Note that some pixels
in clothes with color similar to skin are also labeled as skin.
In the following, we provide a method to remove these
pixels.

2.1 Shoulder-Removing Procedure
Figure 3 shows an example of two men, one �in Fig. 3�a��
wears a T-shirt of skinlike color and the other �in Fig. 3�b��
wears a T-shirt of nonskin color. Figures 3�c� and 3�d� show
the results of applying the Jing–Chen method to Figs. 3�a�
and 3�b�, respectively. In Fig. 3�c�, pixels on the shoulder
are labeled as skin pixels. Here, a projection-based proce-
dure is provided to remove the shoulder part.

First, we need to determine whether a skin region in-
cludes a shoulder part. In general, the shoulder of a person
is wider than the head and neck. On the basis of this fact,
the horizontal projection of skin pixels is used to remove

extractor: �a� three images taken under various
ns �white pixels� using Jing–Chen skin region

Fig. 4 Example for removing the shoulder from a skin region: �a�
the Top-Down line for a projection histogram, �b� the neck point and
the cutting line located, �c� the located cutting line on Fig. 3�c�, and
�d� result of removing shoulder from �c�.
region
in regio
June 2009/Vol. 48�6�2
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houlder. Figures 3�e� and 3�f� show the horizontal projec-
ions of skin pixels in Figs. 3�c� and 3�d�, respectively.
rom these figures, we can see that, if a shoulder exists,

hen the number of the labeled skin pixels below the middle
art of the whole skin region, L, should be larger than that
f the upper one, U. On the basis of this fact, L /U��s is
pplied to judge whether a skin region includes a shoulder
art. In this paper, the threshold �s is 1.4.

ig. 5 Example for illustrating the profile features: �a� some feature
oints on a right profile, �b� extracted nose peak, �c� extracted chin
can line and chin point, �d� extracted nose bottom scan line and
ose bottom, and �e� extracted nose top.

ig. 6 Example to show the defined profile variables and the face
ectangle: �a� the defined variables for a skin region and �b� the
efined profile face rectangle.
ptical Engineering 067202-
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If a skin region is determined to have a shoulder, then
the neck location is considered as a good cutting point to
remove the shoulder part. Because the neck is thinner than
the other part of a human body, it will appear at the valley
of the projection histogram �see Fig. 3�e��. Thus, we take
the valley point as the neck point. In order to locate the
neck point, the beginning and maximum points of the pro-
jection histogram are used to form a base line called the
Top-Down line �see Fig. 4�a��. For each histogram point
below the Top-Down line, we evaluate the distance from
the histogram point to the Top-Down line. The point with
maximum distance is considered the neck point �see Fig.
4�b��, and the horizontal line passing the neck point is con-
sidered the cutting line. Figure 4�c� shows the detected cut-
ting line on a skin region. After locating the cutting line, all
skin pixels below the cutting line are removed. Figure 4�d�
shows the result of shoulder removal. Now, we decide if the
remaining skin is a profile face. There are two kinds of
profiles, one is a right profile; the other is a left profile.
Because these two kinds of profiles have the same charac-
teristics, in the following, we will only describe how to
detect a right profile, as to left profiles, a similar way can be
applied.

Fig. 7 Example for simple face model: �a� a face image, �b� the
located horizontal eye line and ERs, and �c� the defined face
rectangle.

Fig. 8 Two examples for the complexity face model: �a� a man with
glasses and �b� a man under bias lighting source.
June 2009/Vol. 48�6�3
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Fig. 9 Vertical histogram projection patterns and detected vertical symmetric lines: �a� half-profile
pattern, �b� a bias lighting pattern, �c� a near frontal pattern with left-side pose, and �d� a normal
pattern.
ptical Engineering June 2009/Vol. 48�6�067202-4
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.2 Profile Feature Extraction
here are some feature points �see Fig. 5�a�� on a profile.
hese are nose peak, nose bottom, nose top, and chin point.
n the basis of the geometric relations among these points,
e can judge if a skin region is a profile. Here, we will
rovide a method to extract these points.

First, the furthest right point of a skin region is consid-
red as the nose peak �see Fig. 5�b��. Next, a vertical line V
assing through the nose peak is taken. Line V is then ro-
ated clockwise with respect to the nose peak until the
ength of the intersection segment between the rotated V
nd the skin region is larger than a predefined threshold.
he rotated V is then defined as the chin scan line. For each
ontour pixel of the skin region below the nose peak and at
he right side of the chin scan line, the distance from the
ixel to the chin scan line is evaluated, and the point with
he maximum distance is considered as the chin point �see
ig. 5�c��.

On the basis of the extracted chin point, the line from
he nose peak to the chin point is defined as nose-bottom
can line, which will be used to locate the nose bottom.
ollowing the contour points from the nose peak to the chin
oint, the contour point with the maximum distance to the
ose-bottom scan line is considered as the nose bottom �see

ig. 10 Example to illustrate the eyelike boundary for a skin region.

Fig. 11 Two examples for true eye and face loc
location based on the eye locations from �a�, �
location based on the eye locations of �c�.
ptical Engineering 067202-
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Fig. 5�d��. Finally, in order to locate the nose top, we draw
a circle using the nose peak as its center and the distance
from the nose bottom to the center as its radius; the top
point of the skin region on the circle is considered as the
nose top �see Fig. 5�e��. On the basis of these extracted
points, we will provide a procedure to check if a skin re-
gion is a profile.

Four rules are provided to verify the extracted profile
features. At first, we define some profile variables. Let H be
the height of the skin region, T be the vertical distance from
the nose top to the chin point, C be the vertical distance
from the nose peak to the chin point, D be the distance
from the nose peak to the nose bottom, and K be the verti-
cal distance from the nose peak to the top of the skin re-
gion. Define A to be the angle formed by the three points:
nose top, nose peak, and nose bottom. In order to determine
the front-head part of a profile face, we define a vertical
line V2 passing through the nose peak and then rotated
counterclockwise with respect to the nose peak until the
length of the intersection segment between rotated V2 and
the skin region is larger than a predefined threshold. The
rotated V2 is then defined as the front-head line and B to be
the angle between the front-head line and the vertical line
passing through the nose peak. Figure 6�a� shows an ex-
ample for the above-defined variables. On the basis of these
variables, four rules for profile checking are given as fol-
lows:

Rule 1: T�H /4.
Rule 2: D�0.5 C.
Rule 3: 0.85 K�C�1.2 K.
Rule 4: 45�A�150 deg and 15�B�45 deg.
If all rules are satisfied, the skin region is considered as

a profile face.
If the skin region is not considered as a profile, the skin

region is rotated according to the degree sequence �+5,
−5,+10,−10,+15,−15�, and the profile detection proce-

a� a case satisfying rule 1, �b� the detected face
se satisfying rule 2, and �d� the detected face
ation: �
c� a ca
June 2009/Vol. 48�6�5
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ure is applied again. On the basis of the nose peak and the
istance C, a rectangle called a profile-face rectangle is
ormed and we use the rectangle to identify the profile-face
ocation. Figure 6�b� shows an example of the detected face
ectangle for a profile face.

Nonprofile Face Detection
or a skin region not determined as a profile face, a non-
rofile face-detection procedure is then applied. Jing and
hen12 have proposed a method to locate the horizontal eye

ine and some eyelike rectangles on a skin image. Each
yelike rectangle has the same height, h. On the basis of the
utput of the Jing–Chen method, we provide a method to
etermine if a skin region is a nonprofile face. Figure 7
ives an example. Fig. 7�a� is a face image, and Fig. 7�b�
hows the located horizontal eye line �in green� and some
yelike rectangles using Jing–Chen’s method on Fig. 7�a�.
n the basis of the located horizontal eye line, we can
efine a checking bound, which is formed by a pair of lines
ith distance 1.5h from the horizontal eye line, to remove

hose false eyelike rectangles. In Fig. 7�b�, we can see that
nly two eyelike rectangles are in the defined checking
ound and the horizontal eye line passes through these two
yelike rectangles. We classify this layout as simple face
odel. For a simple face model, the only two ERs within

he checking bound are considered as the true eyes. Let de
e the distance between the two eyes. A face rectangle is
hen defined as shown in Fig. 7�c�. However, if a man
ears glasses or a face is taken under a bias lighting source,

hen more than two ERs will exist in the checking bound
see Fig. 8�. We classify these skin regions as a complex
ace model. In the following, we will introduce a vertical
ymmetric line locator to solve the complex face model.

.1 Vertical Symmetric Line Location
n general, face is a nearly symmetric pattern, a symmetric
ertical line exists. There are some methods13–15 based on
his property to extract the symmetric vertical line. How-
ver, they may fail when a face is taken under a biased
ighting environment or is not frontal. A human face is a
-D object; different lighting sources and poses will make
he symmetric line location difficult. In order to overcome
hese factors, we first classify the complex model into four
atterns: half profile, bias lighting, near frontal, and normal
see Fig. 9�. From our observation, we found that the nose
eak and forehead areas always have higher lighting re-
ponse than other facial regions. And the areas of eyebrows

ig. 12 Two examples for the two kinds of eye patterns: �a� two-
ayered pattern and �b� three-layered pattern.
ptical Engineering 067202-

m: http://opticalengineering.spiedigitallibrary.org/ on 04/25/2014 Terms of U
and eyes contain fewer skin color pixels and have lower
gray values than other facial regions. On the basis of these
facts, we define a vertical skin projection histogram AH�x�
in Eq. �1� to catch these characteristics. Note that the pro-

Fig. 13 Some examples for true eye and face rectangle location: �a�
two-layered patterns at each side of the symmetric line, �b� the de-
tected face location based on the true eye locations on �a�, �c� one
two-layered pattern detected, �d� the detected face location based
on the eye locations on �c�, �e� another example for only one two-
layered pattern detected at one side, �f� the detected face location
based on the eye locations on �e�, �g� one three-layered pattern
detected, �h� the detected face location based on the eye locations
on �g�, �i� example of other patterns detected, and �j� the detected
face location based on the eye locations on �i�.
June 2009/Vol. 48�6�6
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ection area, A, used in Eq. �1� is formed by extending BR
1 /4�wBR height �see the black rectangle in Fig. 9�a��,
here BR is the rectangle bounding all eyelike rectangles

nd wBR is the width of BR. Figure 9 shows some projec-
ion results from some face images taken under different
oses and lighting conditions

H�x� = �
�x,y��A

�gray�x,y� + Cr�x,y�� . �1�

On the basis of the vertical projection histogram, we can
o the classification and then locate the vertical symmetric

Fig. 14 Part of the image

Fig. 15 Part of the images f
ptical Engineering 067202-

m: http://opticalengineering.spiedigitallibrary.org/ on 04/25/2014 Terms of U
line. First, define ymid=1 /wBR�x=left
right AH�x� to be the middle

line of the histogram, where wBR is the width of the pro-
jection area and “left” and “right” indicate the left and right
bounds of the projection area. If there are only two valleys
below the middle line �see Fig. 9�a��, and the intersection
between the middle line and the histogram contains three
segments, then we say this is a half profile, and the vertical
line passing the peak between two valleys is considered the
symmetric line �see Fig. 9�a��. If the skin region is not a
half profile, then bias lighting testing is conducted. In order
to judge the shadow ratio on a face, we collect all dark

the HHI face database.

e Champion face database.
s from
rom th
June 2009/Vol. 48�6�7
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Fig. 16 Detection results for persons with different skin colors.
Fig. 17 The detection results for persons with different poses.
ptical Engineering June 2009/Vol. 48�6�067202-8
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egments on the middle line. Let DL be the longest dark
egment �see Fig. 9�b��. If the length of DL is larger than
�wBR /2�−��, we call this as a bias lighting pattern, and the
ertical line passing the end point of DL near the histogram
iddle side is considered as the symmetric line �see Fig.

�b��. In this paper, we set the threshold � as wBR /8. If the
kin region is neither a half profile nor a bias lighting pat-
ern, then we apply the near-frontal testing procedure.
here are two kinds of near-frontal patterns; one is a face
ith left-side pose, and the other with right-side pose. In

he following procedure, we describe how to test a left-side
ear-frontal pattern. Using a similar method, we can test
ight-side near-frontal patterns. At first, define two refer-
nce lines, ytop=ymid+d /2 as the top line and ybottom=ymid
3d /4 as the bottom line, where d is the distance from the
lobal maximum peak of the histogram to the middle line.
f there exists three valleys v1= �x1 ,y1�, v2= �x2 ,y2�, and
3= �x3 ,y3� satisfying the left-side rule as follows:

The left-side rule:

1 � x2 � x3,

1�x2 − x3� � �x2 − x1� ,

x1 − x3� �
wBR

2
and y1 � ybottom,

nd the peak, P2,3, between v2 and v3 is higher than ytop.
hen, we consider the skin region to be a left-side near

rontal face pattern and the vertical line passing P2,3 as the
ymmetric line. Figure 9�c� shows an example of a man
ith left-side near-frontal face pattern. In this paper, t1 is

et as 1.2. Finally, for a skin region not belonging to any of
he above three patterns, the vertical line passing the maxi-

um peak not near the boundary of the projection area is
onsidered the symmetric face line �see Fig. 9�d��.

Table 1 Detection results on H

Head pose Frontal

No. of images 66

Face

No. of
false

positive

Proposed
method

5

Hsu et al.5 4

Correct
detection
rate �%�

Proposed
method

92.4

Hsu et al.5 89.4

Average
execution
time per
image

�s�

Proposed
method

Hsu et al.5
ptical Engineering 067202-

m: http://opticalengineering.spiedigitallibrary.org/ on 04/25/2014 Terms of U
3.2 False ER Removing

As we know, a pair of human eyes is symmetrically located
on the left and right sides of the symmetric line of a face.
That is, if we label one eye from a side of the symmetric
line, then the other eye must locate at the other side and be
symmetric to the labeled eye with respect to the symmetric
line. Using this property, those false ER can be eliminated.
On the basis of the vertical symmetric line, an eyelike
boundary is defined to remove those false ERs. First, for
each ER, evaluate the distance of the rectangle to the sym-
metric line. Second, the two farthest ER at both sides of the
symmetric line are taken, and let a be the distance of the
near one. Finally, based on the horizontal eye line and the
ER height �h�, we can define the eyelike boundary as
shown in Fig. 10. Any ER out of the eyelike boundary is
considered a false ER and is removed. Now, we will locate
the true eyes from the remaining ERs.

abase �image size 640�480�.

ar
ntal

Half
profile Profile Total

4 75 11 206

tion

1 6 0 12

6 14 3 17

.1 92 90.9 93.68

.71 74.67 18.18 80.58

7.5
e mobile processor 1.4-GHz CPU�

22.97
�on the 1.7-GHz CPU�

Table 2 Detection results on Champion database �image size
	150�220�.

Proposed method Hsu

No. of images 227

No of false
positive

7 14

Correct detection
rate �%�

95.15 91.63

Average execution
time per image �s�

4
�on the mobile

processor 1.4-GHz
CPU�

5.78
�on the 1.7-GHz CPU�
HI dat

Ne
fro

5

Detec

98

90

�on th
June 2009/Vol. 48�6�9
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.3 True Eye-Locating Procedure
ow and Cipolla16 use some geometric constraints to detect

eature points, including two eye points; however, when a
ace picture is taken under a biased lighting condition, these
eature points cannot be correctly detected. Here, a two-
tep procedure is designed to locate two true eyes. In the
rst step, two rules are provided to identify the true eyes.
ith located eye centers �lxe , lye� and �rxe ,rye�, a parallelo-

ram with the top-left point �lxe−de /2, lye−de /2� and
ottom-right point �rxe+de /2, rye+1.5de� is then defined to
e face area �see Figs. 11�b� and 11�d��, where de is the
orizontal distance between the two eyes. In order to in-
lude the mouth area, if the distance de is shorter than a
hreshold 1.2w, then the bottom-right point of the face area
s refined as �rxe+de /2, rye+2de�.

Rule 1: If exactly one ER locates at each side of the

ig. 18 ROC curves for our face detector on the HHI and Champion
atabases.

Fig. 19 The detection results of face images co
video clips.
ptical Engineering 067202-1
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symmetric line, these two ER are considered as the true
eyes and the face rectangle is located �see Figs. 11�a� and
11�b��.

Rule 2: If only one ER locates at one side of the sym-
metric line and more than one at the other side, consider the
only the ER as one true eye and identify the nearest ER on
the other side as the other true eye. Figure 11�c� and 11�d�
show an example of the located true eyes and the corre-
sponding face location.

For those cases not satisfying rules 1 or 2, the second
step is conducted. On the basis of the relative locations
among eyebrows, glasses, and eyes, for the ER height �h�
and width �w�, two kinds of eye patterns �two layered and
three layered� are defined to help locate true eyes.

Definition 1. A pair of two ER is called a two-layered
pattern, if these two ER have horizontal distance dw with

Table 3 Detection results on non-profile faces of HHI database.

Proposed method Chow

No. of images
�nonprofile faces�

195 �206-11� 151 �selected�

No. of false positive 12 4

Correct detection rate
�%�

93.8 92.7

from our laboratory, the Internet, and MPEG7
llected
June 2009/Vol. 48�6�0
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w�w and vertical distance dv with dv in �h /2,2h� �see
ig. 12�a��.

Definition 2. A group of three ER �R1, R2, R3� is called
three-layered pattern if the horizontal distance between

ny two neighboring rectangles is less than w and the ver-
ical distance is �h /2,2h�. Figure 12�b� gives an example of
he three-layered pattern.

In the second step, if we find a pair of two-layered pat-
erns located at each side of the symmetric line, respec-
ively, then both bottom rectangles are identified as the true
yes �see Figs. 13�a� and 13�b��. If there is only one two-
ayered pattern detected, then we choose the bottom ER as
he true eye and remove all ER that intersect with the ver-
ical symmetric line. The nearest ER on the other side of
he symmetric line is considered the other eye. Figure 13�c�
nd 13�e� show two examples of this case. If there is no
wo-layered eye pattern on any side, then we consider
hree-layered patterns. For a three-layered eye pattern, the
iddle rectangle is identified as the true eye. If a three-

ayered pattern is detected on one side, then the other eye is
dentified to be the closest ER on the other side. Figure
3�g� shows an example of this case. If there are neither of
he two kinds of patterns, then we consider the nearest rect-
ngles to the symmetric and horizontal lines as the true
yes �see Fig. 13�i��.

Experimental Results
n order to show the effectiveness of the proposed method,
e apply the method to the HHI face database17 of 206

mages �see Fig. 14� and the Champion face database18 of
27 images �see Fig. 15�. We also collect some images
rom our laboratory, the Internet, and MPEG7 video clips
o evaluate the performance. These contain images of
eople of different race under different kinds of lighting
onditions �such as overhead, side, and color lighting� and
oses. The size of faces ranges from 252�229 to 79�79.
igure 16 shows the successful results of applying our
ethod to some faces with different skin color. The suc-

essful results for faces with different poses and eyeglasses
re shown in Fig. 17. Even if there is a shadow on a face,
he face can also be detected.

In this paper, if the located face rectangle bounds a face,
e consider it a correct detection. If a face rectangle is

ound for a nonface region, we call it a false-positive de-
ection. For the HHI database, the correct detection rate is
3.68% and, for the Champion database, it is 95.15%.
ables 1 and 2 show the detail detection results for both

Fig. 20 The detectio
ptical Engineering 067202-1
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databases. Table 3 shows the detection result of the nonpro-
file faces in HHI. In order to show the effectiveness of the
proposed method, the original results of Hsu et al.5 using
both databases and Chow et al.6 for HHI database are also
given in Tables 1–3 to do comparisons.

The receiver operating characteristic �ROC� curves for
both databases are also given in Fig. 18. Figure 19 shows
the successful detection results for a set of images from our
laboratory, the Internet, and MPEG7 video clips. Figure 20
shows detection results of multiple faces.

5 Conclusion
In this paper, we have developed a face detector for face
images under various environments and poses. On the basis
of the proposed method, we can handle a left/right profile
face and a nonprofile face. In addition, we also present an
efficient procedure to determine if a person wears skinlike-
color clothes and output the neck point as a cutting point to
separate the head and shoulder part of the body for further
processing. In order to handle the environments and pose
variations, the detector combines the shape, color, and
lighting distribution information to locate true eyes, and
then, to locate the face location. Experimental results show
that the proposed method is robust over a wide range of
lighting conditions, various poses, and race. Even is there is
a closed eye on a face, the face can also be detected. The
proposed face detector has a higher correct detection rate
than those of Hsu et al.5 and Chow et al.6
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