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Abstract

In this thesis, we propose novel MapReduce algorithms to search for
and rank alpha users in massive telecom social networks. We first apply
the principle of divide-and-conquer to find out trusses in a social graph and
then use the eigenvector centrality to identify alpha users in the trusses in
parallel. In addition, we propose ranking alpha users in distinct trusses based
on their shortest path coverage. Furthermore, we propose novel algorithms
to efficiently detect and decompose giant components in a social graph. In
addition to synthetic social networks, we have used the proposed algorithms
to analyze real smart phone social networks that are created based on call

detail records collected by a telecom operator.
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Chapter 1
Introduction

In this thesis, we study the problem of finding out all alpha users and the
corresponding communities in mobile telecommunications social networks.
Online social network analysis [1] draws a lot of attention recently and has
a variety of applications including social marketing. According to [2], alpha
users of a social network tend to be highly connected users with exceptional
influence to the other thought-leaders. In addition, modern social marketing
campaigns attempt to use alpha users as spokespersons in marketing and
advertising [2]. As [3] [4] [6], we study telecommunications social networks
extracted from a large amount of Call Detail Records (CDRs). In telecom-
munication company strategy, in addition to identify the alpha user finding
its own corresponding community is also very important. It helps telecom
operator to recognize who can be affected by this alpha user, and these users
are considered as the potential marketing objective.

In principle, given the adjacency matrix [5] of a social graph, one could
identify alpha users by calculating the eigenvector associated with the max-
imum eigenvalue [7]. However, this approach is not scalable and does not
identify the corresponding community for an alpha user. In addition, to the
best of our knowledge, for the adjacency matrix of an arbitrary graph, there
is no formal proof for the existence of strictly positive eigenvectors in the

literature. Let k > 3 be an integer. A k-truss [8] of a graph is a component



of the graph such that each edge in the component belongs to at least (k —2)
triangles in the component. In [17], based on the theory of non-negative ma-
trix, prove that for the adjacency matrix of an arbitrary k-truss, there exists
a strictly positive eigenvector associated with the maximum eigenvalue.

To address the scalability issue and to find out the communities, we pro-
pose enumerating all trusses in the social graph and then finding out the
alpha users in all trusses in parallel. The identified alpha users are called
truss alpha users, since trusses are used to efficiently identify the alpha users
and the corresponding communities in the social graph. Besides, there is
usually a giant community within any large social network, and this kind
of giant community is too large to analyze. To deal with the giant com-
munity problem, we propose a MapReduce algorithm to decompose a giant
component into smaller components. We also address the issue of ranking
alpha users in different trusses. In particular, we propose using the short-
est path coverage to rank alpha users. Furthermore, we have implemented
MapReduce [9] Java programs to analyze massive networks.

The rest of the thesis is organized as follows. In Chapter 2, we briefly
introduce related work. In Chapter 3, we propose a MapReduce framework
to efficiently search for and rank truss alpha users. The proposed framework
exploits graph theory and linear algebra. In Chapter 4, we present some

numerical results. Our conclusions are included in Chapter 5.



Chapter 2

Related Work and MapReduce

In this chapter, we introduce related work and the MapReduce platform.
In particular, MapReduce is the de facto standard for processing big data in

academic and industry [11] [12] [13].

2.1 Related work

Newman [15] proposed a fast community detection algorithm based on the
idea of modularity. Cohen [8] introduced some MapReduce graph algorithms
for social network analysis. In particular, instead of cliques, he used trusses
for community detection. For finding trusses in e-mail social networks, Gau,
Hsieh, Tsai, and Cheng [16] compared the performance of cloud computing
programs with that of conventional computer programs. Wang and Chen
[18] proposed fast algorithms for truss decomposition in massive networks.
In this thesis, we focus on finding out alpha users and the corresponding
communities in social networks.

PageRank [19] is a well-known link analysis algorithm for the World Wide
Web. While PageRank could be used to identify alpha users in principle, it
is not designed for finding out the corresponding communities. Weng, Lim,
Jiang, and He [20] proposed TwitterRank for identifying influential users of

micro-blogging services. In particular, TwitterRank takes into consideration
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both topic similarity between users and link structure. Instead of micro-
blogging services, we study mobile telecommunications social networks in
this thesis. In addition, the proposed approach in the thesis could be easily

modified to use PageRank to identify alpha users in each truss.

2.2 Truss definition

As we mention in Chapter 1, a well-defined community structure has the
advantage of target marketing in business strategy. There are three desired
features for a community structure. First, the structure has to be well-defined
in mathematics. Second, the link between two users in the same commu-
nity should be stronger than the link between users in different communities.
Third, this structure can be efficiently discovered by parallel algorithms. As
the data size increases, It is necessary to utilize parallel computing to in-
crease the efficiency. Based on the above arguments and previous works we
studied, K -truss is one of the most appropriate subgraphs for community de-
tection. K-truss is a relaxation of clique definition. In particular, a K-truss is
a maximal connected subgraph such that each edge in the subgraph belongs
to at least (K — 2) triangles in the subgraph. [8]. For example, in a 4-truss
every edge is contained in at least 2 triangles. Figure 2.1 shows 3-trusses, 4-
trusses,and 5-trusses. Note that the problem of finding the maximum clique

in a graph is NP-hard. Namely, it can’t be solved in polynomial time.

2.3 Eigenvector centrality [7]

Eigenvector centrality is a measure of the influence of a vertex in a graph.
It starts from a concept that a vertex can be considered as important if and
only if it also has lots of important neighbors. Google’s PageRank is a variant
of the eigenvector centrality measure. Now we give an explanation of using

adjacency matrix to get eigenvector centrality. Consider a graph G := (V| E).



(a) 3-trusses (b) 4-trusses

(c) b-trusses

Figure 2.1: K-trusses of graph with randomly assigned color, vertices and
edges not in trusses are black.



Let A be the adjacency matrix. Note that a;; = 1 if vertex z; connects to
vertex xj, and a;; = 0 otherwise. Let A be the Perron-Frobenius eigenvalue
of A. Let M(v) be a set that is composed of the indexes of vertices adjacent

to vertex v. Let z; be the eigenvector centrality of vertex i. In particular,

JEM(3)

L
= X Zai]‘l’j (21)

j=1
Define a vector z = (z1,x9,...,2,), where n = |v|. Then, based on the

above equation, we have
X = 1AX (2.2)
= .

Ax = A\x (2.3)

In [17], it has been proved that for an arbitrary K-truss G, the adjacency
matrix A is primitive and therefore there exists a strictly positive eigenvector
associated with X. As the result, the ky element of the eigenvector we get
represents the centrality value of the vertex k in the graph. A common
algorithm to find the largest eigenvalue is the power method which is also

used in this thesis.

2.4 The MapReduce platform [9] [10]

In order to process a large amount of call data records from a telecom
company, we need a platform that could efficiently store big data, and run

parallel algorithms to analyze big data. One of the well-known methods



is MapReduce which is a programming model proposed by Google for pro-
cessing large data sets with a parallel, distributed algorithm on a cluster
of computers. A popular free implementation is Apache Hadoop which is
an open-source software framework. It supports the running of applications
on large clusters of commodity hardware with proper scheduling mechanism
and fault tolerance techniques. Since large clusters are built by commodity
hardware, Hadoop is very cost efficient on storing and processing big data.

The Hadoop Distributed File System (HDFS) is an master/slave ar-
chitecture of distributed data storing in Hadoop framework. There are two
important components in HDFS, NameNode and DataNode. Figure 2.2 illus-
trates the HDF'S.

« NameNode is a master server responsible for storing meta-data about
HDFS and managing all the requests to files by the clients. For exam-
ple, It executes file system operations : opening, closing and renaming
files and directories. Meta-data contains several file information like
the file namespace, number of replications, and the address of files.

The information controls and organizes the process on HDF'S.

e DatalNode In HDFS data storing, a file is divided into one or more
blocks and these blocks are stored in DataNode. A DataNode is also
responsible for serving requests from file system’s client, and executing

instructions from the NameNode.

In the MapReduce framework, a key-value pair is an essential data struc-
ture. Each input data is assigned a key and a value, which could be prim-
itives (integers, strings, floating values ..) or complex structures like lists,
tuples, etc. For the famous word count example, keys are words, and values
corresponded to the number of occurrences. In MapReduce programming,
developers have to define a mapper (map function) and a reducer (reduce

function) with following characteristics :
map : (keyi,valuer) — [(keya, values)]
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HDFS Architecture

Metadata (Name, replicas, ...):
/homeffoo/data, 3, ...
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Metadata ops v
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‘ | |
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o [ g Blocks
Rack 1 Write Rack 2

Figure 2.2: A figure of HDFS structure from [10]

reduce: (keys, [values]) — [(keys, values)]

The mapper is applied to every key-value pair in the input which is originally
stored on the underlying distributed file system. The result of mapper is an
arbitrary number of intermediate key-value pairs, and then these pairs will
be sorted and grouped by the same key, finally be passed to reducer(reduce
function) as input. This step is called shuffle which can strongly affects the
efficiency of MapReduce tasks. After shuffle, the reducer starts to apply user-
defined function to every intermediate key and its related values. In the end,
the output of reducer will be written back to HDFS. For each MapReduce
process, there are M map tasks and R reduce tasks where M is the number
of divided parts of input and R is the number of reducers.

A task which can be divided and conquered is suitable for processing on
MapReduce platform. There is a famous example of word count in Figure 2.3.
It counts the number of occurrences of words. In mapper, for each input it

emits the word as key and the integer one as value. After shuffle step, all



values with the same key are collected in the reducer. The only task which
reducer has to do is summing up all the counts of words. In the end, reducer
emits the final result as output.

It is worth to mention that a combine task (combiner) is widely use in
MapReduce to increase the efficiency and reduce network loading. The com-
biner can be considered as the helper of reducer, its main objective is to
decrease the size of output from mapper. More specifically, It is operated lo-
cally after the processing of a map task, its main objective is to merge lots of
results from each mapper into one message. This would be a great difference
while processing vast amounts of data. We also use this method to increase

the efficiency and speed up the implementation of algorithm in this thesis.

I love dog, you also love dog

Im value |

IHEI | love dog, -(mapper f
-

IIE you also a{mapper

Iaa love dog # mapper | :'

Figure 2.3: A simplified view of word count example, illustrating the function
of mapper and reducer.

{ reducer
«{mducer l
ﬁi‘:i‘l? oo EIEIAETT
_{ reducer }




Chapter 3

System model and MapReduce

algorithm

In order to find influential users in giant telecom networks, we propose

and implement a MapReduce based solution to deal with large amount of call

data records. As shown in Figure 3.1, this model consists of four modules,

which are Pre-processing, K-truss clustering, Decomposing component,

and Influential ranking. The overall flow chart for the proposed approach is

shown in Figure 3.2. Furthermore, we elaborate on the four modules in this

chapter.

Call
Data
Records

®

®

Pre- K-truss Influential
Processing Clustering ranking
Decomposing

giant community

Figure 3.1: System modules
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with smaller
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Figure 3.2: System workflow




3.1 Pre-processing

The main objective of the pre-processing module is to prepare graph input
data with proper format for the K-truss clustering module. Basically, call d
records (CDRs) contain lots of information. To efficiently test our algorithm,
irrelevant information has to be filtered out. Each input record is represented
by (s,r,w), where s and r correspond to two users/smart phones, while w is
the call duration from user s to user r. Based on the input records, we
create a weighted graph in which a vertex corresponds to a user. In addition,
the edge (u,v) exists if the accumulated call duration between user u and
user v exceeds a predetermined threshold. Further more, the weight of the
edge (u,v) is the accumulated call duration between user v and user v. The
MapReduce algorithm for creating the social graph based on CDRs is very

similar to the WordCount tutorial. Therefore, we omit the details.

3.2 K-truss clustering

In order to run K-truss clustering algorithm on Hadoop platform, we
implement seven MapReduce algorithms according to Cohen’s work [8]. The
goal of the first four algorithms is to find triangles in the graph. To achieve
that, an iteration is used. The input is a list of edge records and an edge
record is represented by (vq1,vs,w), where v; and vy are users, while w is
the call duration between the two users. Each output record of the K-truss
clustering module is represented by ((v1,v2), (ve,vs), (vs,vl)), Where vy, va,
and vz form a triangle. The fifth MapReduce algorithm is responsible for
checking if every edge in the list of triangles has sufficient support. Let
k > 3 be an integer. For a graph G, a maximal component H is said to be
a K-truss if each edge in H exists in at least (k — 2) triangles in H. After
the step of checking supports, two MapReduce algorithms are used to find
components in the social graph. Initially, each component consists of a single

vertex. In each iteration, two adjacent components are merged. The leader

12



of the merged component is the leader with the smallest index among the
two leaders in adjacent components. In the end, every edge belongs to a
specific leader. If two vertices have the same leader, they belong to the same
component. Namely, they are in the same "community”. The output of this
module is a list of edges with format ((v1,v2),1), where [ is denoted as the
common leader between v; and vy. The procedure of finding K-truss can be

found in Algorithm 3.1. and details can be found in Cohen’s work [8].

Algorithm 3.1 K-truss clustering according to [8]

Input: The undirected and unweighted graph G of list of edge records with
format : "vertexl vertex2 call-duration”

Output: The undirected and unweighed K-truss graph Gy of list of edge

records with format : "vertexl vertex2 leader”

repeat

Augment the edges with vertex valences (MapReduce Job 1&2);

Enumerate triangles (MapReduce job 3&4);

For each edge, records the number of triangles containing that edge.
Then keep only the edges with sufficient support K — 2 (MapReduce 5);
until If step 4 didn’t drop any edges
6: Find the remaining graphs components G with two MapReduce jobs

repeating until finishing recognized components (MapReduce 6&7)
7. return Gy;

o

3.3 Decomposing large communities

One issue in social network analysis is the existence of giant communi-
ties. In our own experiment, it happens while the graph is extremely large
i.e., in giga-byte scale. From the marketing aspect in real world, the giant
community is too big to be useful in social marketing. The appropriate size
of community is under 300. So in this section, we will describe the algorithm

we use to decompose a giant community into several smaller components.
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3.3.1 Statistic algorithm

Before running the decomposing algorithm, it is necessary to collect some
statistic information on the results of K-truss clustering. For example, the
community size is required to check if a giant community exists or not. The
mean of the edge weights is also an important information for the decom-
posing algorithm. In this subsection, we present a two steps MapReduce
algorithm for calculating the community size, the mean of edge weights, and
the largest edge weight in a community. For each input edge (vi,v2) to the
Map phase in the first step, mapper emits v; as the key of an output record
and vo as another one. They both pass an integer count 1 and the half input
edge weight as value. For the pairs with key (vertex) v;, reducer sums all
counts as sumN and all weights as sumW. Practically, sumN is the degree
value of v;. In addition, reducer also finds the larges edge weight. Algo-
rithm 3.2 shows the details of algorithm. In the second step of algorithm,
mapper merely pass leader as key and add an integer count 1 to the output
value. After shuffle phase, all pairs with same key (leader) are collected to the
same reducer. Reducer sums all counts as the size of community, all sumWs
as the total number of edge weights, all sumNs as the total number of edges,
and finds the largest edge weight. Algorithm 3.3 shows the pseudo codes of
this algorithm, and Figure 3.3 to Figure 3.9 illustrate whole algorithm in an

example.

3.3.2 Decomposing Algorithm

In this subsection, we introduce an algorithm to decompose a giant com-
munity. A giant community can be considered as a composition of sev-
eral sub-communities. The connections between sub-communities are much
weaker than the connections inside each sub-community. As a result, if we
can find the relatively stronger connected structure, then the giant com-

munity is very likely to be decomposed. We first analyze the probability

14



Algorithm 3.2 Statistic algorithm setpl

The mapper emits an intermediate key-value pair for each vertex and its
connected edges information. The reducer sums the number and the total
weight of the vertex connected edges, and finds the maximum edge weight.

1: class MAPPER

2: method MAP(string [vertex,, vertexs], string [leader, weight])
3 V1 — vertex;
4 Uy <— vertexs
5: n < count 1
6
7
8

w < weight /2
EmiT(vertex vl set [leader,n,w)])
EMmIT(vertex v2, set [leader,n,w)])

1: class REDUCER

2 method REDUCE(vertex v, sets [[leader, ny, w1, [leader, ny, ws), . . .])
3 sumN < 0

4: sumW <« 0

5: maxWeight < 0

6 for all set [leader,n,w] € sets [[leader,ny, wy],...] do

7 sumN 4 sumN +n

8 sumW <« sumW + w

9: if w > maxWeight then

10: maxzWeight < w

11: EMmIT(vertex v, sets [leader, sumW, sumN, maxW eight))

15



Algorithm 3.3 Statistic algorithm step2

The mapper emits an intermediate key-value pair for each community and
its connected vertices information. The reducer computes the sum of edge
weights, number of edges, mean of edge weights, and the largest edge weight.

1: class MAPPER

2: method MAP(string [vertex], string [leader, sumW, sumN, maxW eight])
3: s 4 count 1

4: w — sumW

5: n < sumN

6 mw <— maxWeight

7 Emir(leader, set [s,w, n, mw])

1: class REDUCER

2 method REDUCE(leader, sets [[s1, w1, ny, mw ], [S2, we, ne, mws], . . .])
3 sumO fWeight < 0

4: numO f Edges + 0

5: maxWeight < 0

6 size <0

7 for all set [s,w,n, mw] € sets [[s1, w1, n1, mw],...] do

8 stze 4 stze + s

9: sumQO fWeight < sumO fWeight + w
10: numO f Edges < numO f Edges +n
11: if mw > maxWeight then
12: maxWeight < muw
13: maxWeight < maxWeight x 2
14: meanO fWeight < sumO fWeight /numO f Edges
15: stat « [size, sumO fWeight, numO f Edges, meanO fW eight, maxW eight]
16: Emit(leader, stat)

16
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Figure 3.3: Example graph for illustrating statistic algorithm
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Figure 3.8: Statistic algorithm step2 reducer
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Figure 3.9: Statistic algorithm step3

distribution of the call duration. Next, we create a new graph by removing
each edge with weight below a threshold from the original graph. Whenever,
a new graph is generated, the K-truss clustering module is used again to
cluster the new graph. We check if the giant component still exists. We
could repeat the above procedure until either there are no giant components

or there is no way to decompose the giant components.

3.4 Influential ranking

In this section, we propose two MapReduce algorithms to find alpha users
and rank alpha users. We first append the edge weights to the output of the
K-truss clustering module. As a result, the format of records is represented
by ((v1,v2),1,w), where [ is the leader of the edge (v, v2) and w is the weight of
the edge (v1,v2). We use the well-known eigenvector centrality to find alpha
users. In addition, we propose ranking alpha users based on the shortest

path coverage. In the end, the influential ranking module creates a list of
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the most influential users in a telecom social network.

3.4.1 Eigenvector centrality computing

The influential ranking module calculates the eigenvector centrality of
each member in each community. It takes the output of k-truss clustering
module as input. To reduce computational complexity, we cluster call data
records into several communities first and then calculate eigenvector central-
ity of each community instead of calculating centrality directly. If we want to
calculate the eigenvector centrality directly, the only choice is to use the iter-
ation method. However, from our own experience in Hadoop programming,
an iteration method is always quite slow, especially running many iterations
usually needs longer period of time. After clustering data into communities,
we only need one more MapReduce round which a power method of eigenvec-
tor centrality computing is embedded in the Reducer. Thus, this algorithm
not only saves the running time but also allows us to easily observe the most
influential user in each community. The details of algorithm are shown in
Algorithm 3.4.

3.4.2 Influence ordering between communities

In practical social marketing, the resource of marketing is usually limited.
However, it’s easily to extract lots of small communities users from the origi-
nal graph which is created by call data records. And each community has its
own influential user. So several issues arise : First, how can we compare the
importance of different influential users in different communities ? In addi-
tion, if we are the marketing operators in a telecom company, who should
we invest the marketing resources first ? To address these issues, we propose
a new algorithm to rank alpha users in different trusses. The key idea of
the algorithm is that the intimacy between two users usually relates to their

accumulated phone call duration. Namely, the longer phone call duration
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Algorithm 3.4 Finding influential users

The mapper emits an intermediate key-value pair for each edge and its leader.
The reducer collects all the edges it has, and then creates adjacency list
to compute the largest eigenvalue and corresponding eigenvector by power
method.

1: class MAPPER

2 method MAP(string [vy, ve], string leader)

3: edge < string [vy, vg]

4 EmiT(string leader, edge) > Pass leader as key, edge as value
1: class REDUCER

2 method REDUCE(string leader, edges [edgey, edges, . . .])

3 L < string leader

4: L.ADJACENCYLIST « edges [edge, edges, . . ]

5: A < L.ADJACENCYLIST

6 start with vector y = z, the initial guess

7 fork =1,2,... do > Power method to calculate eigevalue
8 v=y/lyll

9: y=Av
10: K=0U%xYy
11: if ISCONVERGED( ||y — kv||2) then
12: break
13: accept A = kand z = v
14: EmiT(string leader, pair [\, z])
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they have, the closer their relationship is. Starting from this idea, we define

the abstract distance between two users as follows :

ABSTRACDISTANCE  1/ACCUMULATEDCALLDURATION (3.1)

Once we have the abstract distance between users, we can use a well-
known shortest path algorithm such as the Dijkstra algorithm to determine
the shortest distance between two users. Back to the original problem, the
limited marketing resource now corresponds to limited distance. So the order-
ing problem of influential users in different communities can be transformed
into a shortest path problem. Algorithm 3.5 shows the pseudo codes of this
algorithm. Figure 3.10 shows an example of ranking procedure. In partic-
ular; the larger the number of users an alpha user can reach within limited

distance, the higher rank the alpha users is of.
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Algorithm 3.5 Shortest path

The mapper emits an intermediate key-value pair for each edge and its leader.
The reducer collects all the edges it has, and then creates adjacency list to
compute the shortest distance to truss alpha user based on Dijkstra algo-
rithm.

1: class MAPPER

2: method MAP(string [v, ve, w], string leader)
3 edge < string [vy, vg, W]
4: EmiT(string leader, edge) > Pass leader as key, edge as value

1: class REDUCER

2 method REDUCE(string leader, edges [edgey, edges, . . .])
3 L < string leader

4: L.ADJACENCYLIST < edges [edge, edges, . . ]

5: A < L.ADJACENCYLIST

6 LD < LIMITEDDISTANCE

7 S < INLFUENTIALUSER

8:

N = RUNDIJKSTRAALGORITHM(A, LD, S) > Start from
S vertex, apply Dijkstra to find vertices set N with limited distance LD
requirement
9: SORT(NV)
10: EMmiT(string leader, vertices N)
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131

The most Influential User

(a) A 3-truss community with weighted edge. An
alpha user (most influential user) is determined
with red circle.

g1 — P

(b) A shortest path algorithm is applied, new
weight of each edge is the reciprocal of original
weight multiplied by 1000

(¢) Given limit distance 8, edges whose weight ex-
ceed 8 have been deleted from the graph. As a
result, this alpha user can reach 7 users in this

condition.

Figure 3.10: A procedure for calculating shortest path ranking algorithm.



Chapter 4
Experimental Results

In this chapter, we include experimental results to show the scalability of

the proposed MapReduce framework.

4.1 Datasets and system settings

4.1.1 Datasets

We use the Erdés-Rényi model (ER model) citeNewman2001 to generate
synthetic data. A random graph is constructed by connecting vertices ran-
domly. The ER model has two parameters n and p, and therefore it is also
called G(n,p) model. The number n represents the total number of vertices,
and each edge is included in the graph with probability p independent from
every other edge. Right after an edge is created, to simulated CDRs in real
world, an actual call duration distribution is applied to determine the weight
of each edge. In the end, a random graph is prepared for testing. In addition
to synthetic data, real world CDRs from a telecom are used, However, to
protect privacy, experiments based on the real world CDRs are executed in

a private cluster of the telecom operator.
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4.1.2 System settings

To implement the proposed algorithms, we wrote a MapReduce Java pro-
gram which can be executed on Hadoop platform. Our MapReduce Java
program had been executed in a private cluster of 10 computers in our lab.

The detail specification of each computer is shown in Table 4.1.

Table 4.1: The computers’ specification of the cloud

S

CPU RAM | HDD

Intel(R) Core(TM)2 Quad CPU Q9500 @ 2.83GHz | 4.0GB | 290GB

Intel(R) Core(TM)2 Quad CPU Q8200 @ 2.33GHz | 2.0GB | 460GB

Intel(R) Core(TM)2 i5 CPU 650 @ 3.20GHz | 2.0GB | 220GB

Intel(R) Core(TM)2 Quad CPU Q8300 @ 2.50GHz | 2.0GB | 460GB

Intel(R) Core(TM) i5-2300 CPU @ 2.80GHz | 4.0GB | 460GB

Intel(R) Core(TM)2 Quad CPU Q8300 @ 2.50GHz | 2.0GB | 460GB

Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz 4.0GB | 460GB

Intel(R) Core(TM) i5 CPU 760 @ 2.80GHz 2.0GB | 460GB

O 00| | O O W= | W DN —

Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz 4.0GB | 460GB

—
]

Intel(R) Core(TM)2 Quad CPU Q8400 @ 2.66GHz | 2.0GB | 200GB

4.2 K-truss clustering

In Figure 4.1, we show a 3-trusses clustering result of a real data, each
member of 3-trusses subgraph is randomly assigned a color, and the members
not in any community is marked in black. Figure 4.2 is obtained by deleting
non-trusses members in Figure 4.1. These figures show that the k-trusses

components represent central part of each component.

4.2.1 Performance of K-truss clustering

We create social graphs based on the G(n, p) model, where p = 1.5 x 107°.
For a specific collection of telecom CDRs, the corresponding value of p is

about 1.5 x 1079, In Table 4.2 and Figure 4.3 we show the number of vertices,
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Figure 4.1: The result of 3-trusses clustering of a real data, each member of
3-trusses subgraph is randomly assigned color. And the members not in any
community is black.

the total number of edges, the size of each input file, and the execution time
for processing each input file in our own cluster. When the number of vertices
is set to 1 million, there are 7,242,803 edges, the size of input file is 0.125GB,
and it takes around 9.95 minutes for our MapReduce program to finish.
When the number of vertices is set to 1million, there are 754,531,223 edges,
the size of the input file is 14.578 GB, and it takes around 1743 minutes for
out MapReduce program to finish.

In addition to the synthetic data, our MapReduce program had been
executed in a private cluster of 20 computers that is owned by a telecom
operator. In each computer in this cluster, there is an Intel Xeon E5520
2.27GHz CPU and 16GB RAM. In addition, the input file is composed of
real call detail records (CDRs). In Figure 4.4, we show the size of each input
file, the total number of CDRs in each input file, and the execution time for
processing each input file. It only takes 147.5 minutes for our MapReduce
program to analyze the 13.5GB input file which has 558,537,632 CDRs. The
performance difference between these two experiments is quite large. There

are three reasons. First, the size of the input file becomes smaller after
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Figure 4.2: The result of 3-trusses clustering of a real data, non-trusses

members have been deleted from the graph.

the preprocessing step. Second, there are more and faster computers in the
telecom operator’s private cluster. Third, the configuration of the telecom
operator’s cluster had been optimized for large data processing. These results

show that our MapReduce program has the ability to process large data in

real world telecommunication networks.

Table 4.2: Synthesis data generated from Erdés-Rényi model with p = 1.5¢7°

vertices (millions) | file size (GB) | total edges
1 0.125 7.242 803
2.5 0.868 46,537,077
) 3.587 187,814,176
7.5 8.156 423,754,868
10 14.578 754,531,223

4.3 Decompose giant component

In this section, three synthetic data with 100 thousand vertices is pre-

pared as input to test the decomposing function. As [24], each synthesis
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Figure 4.3: The experimental results of synthesis data in our own clusters

data is generated with different weight distribution which is real world call

duration distribution, exponential distribution, or log-normal distribution.

In Table 4.3 we show the optimal parameters of the log-normal and the ex-

ponential distribution to approximate the actual density function. Figure 4.5

shows the three probability density functions for call duration. In addition,

we set the acceptable size of each generated component after decomposing

to 300.

Table 4.3: The parameters of density function

Density function | mean u | std o
log-normal 100 1
exponential 150

In Figure 4.6, 4.7, and 4.8, the trends are quite similar. In particular,

as the normalized threshold increases from 0.1 to 0.6, the total number of

acceptable components increases too, but the maximum component size and

survived edges ratio decreases. The decreasing of survived edges ratio shows
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The performance of our MapReduce program
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Figure 4.4: The experimental results of synthesis data in a Chunghwa Tele-
com’s private server
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three probability distributed function comparison
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Figure 4.5: The probability density function of actual call duration distribu-
tion, exponential distribution, and log-normal distribution

that many edges with smaller weight had been deleted. As a result, the giant
component seems no longer inseparable. There are more and more smaller
components had been separated from the giant component. It explains the
trends of the decreasing of maximum components size and the increasing
of total number of acceptable components. When the normalized threshold
increases from 0.6 to 0.8, all the three lines decreases. Because there are too
much edges had been deleted, many acceptable components were deleted as

well.

4.4 Result of influential rankings

In Figure 4.9, we show two results of 3-truss clustering and 4-truss clus-
tering to the same real world community and the corresponding truss alpha

user. For a rectangle, the number next to the rectangle is the eigenvector
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decompose a giant component by removing edges with smaller weights
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Figure 4.6: The decomposing result of actual distribution with five times the
average

decompose giant component with exponential weight distribution
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Figure 4.7: The decomposing result of exponential distribution with five
times the average
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decompose giant component with log—normal weight distribution
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Figure 4.8: The decomposing result of log-normal distribution with five times
the average
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centrality of the corresponding user. The figure is created by the NetDraw
network visualization tool [23]. We can find a 4-truss rather than a 3-truss
represents the more central part of this community.

In Figure 4.10, we show the relationship between the result of shortest
path ranking algorithm and the size of the corresponding community with
five different limit distance in the synthetic dataset with real edge weight
distribution. The variable in the X axis represents the rank number of each
truss alpha user. The smaller the rank number is, the larger the total number
of vertices the associated alpha user can reach. The variable in the Y axis
is the size of the community. In general, top truss alpha users can reach
more vertices in the same limit distance condition, and it usually belongs to
the community with larger size. The trend in Figure 4.11 is similar to that

in Figure4.10.

4.4.1 Another social network

We have applied the proposed MapReduce algorithm to two non-telecom
social networks. The first one [25] is the collaboration graph of authors of
scientific papers from DBLP computer science bibliography. In the DBLP
social graph, an edge between two authors represents a common publication.
In addition, edges are annotated with the date of the publication. There may
be multiple edges between two vertices, when the two authors have written
multiple publications together. The second one Libimseti.cz [26], is a Czech
dating site. This is the network of ratings given by users of Libimseti.cz to
other users. The network is unipartite, directed, and edges represent ratings
on a scale from 1 to 10.

In Figure 4.12, we show the 3-trusses clustering result of DBLP dataset.
The variable in the X axis represents the size of community, the giant com-
munity with size 839,636 is excluded. The variable in the Y axis represents
the total number of communities. In Figure 4.13, we show the edge weight

probability density functions of DBLP and Libimseti. These two distribu-
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(b) An Influential rankings result of 4-trusses community.

Figure 4.9: 3,4-truss community and its corresponding truss alpha user

35



compare sequence with its original size of component in synthesis data
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Figure 4.10: Comparison of the sequence of each truss alpha user in different
community and the corresponding size of truss-component in synthesis data
with five times the average
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Figure 4.11: Comparison of the sequence of each truss alpha user in different
community and the corresponding size of truss-component in real world data
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tions are quite different from the call duration distribution. For the DBLP
or Libimseti, the weight of an edge is between 0 and 10. Table 4.4 shows the
features of the giant community after the 3-trusses clustering in each dataset.
In Figure 4.14 and Figure 4.15 we show the decomposing results of these two
data. The giant component /community is not decomposed to many smaller/
acceptable components. The results are very different from those of telecom
social networks. Since the two giant components constitute of edges with
large weight, it is very difficult to decompose the giant components by fil-
tering out edges with smaller weight. In Figure 4.16, we show the relations
between the rank of an alpha user and the size of the corresponding truss,
when the shortest path ranking algorithm is applied to the DBLP dataset.
The trend in the DBLP dataset is very similar to that in the telecom dataset.

size to total number relation from the result of 3-truss clustering of DBLP dataset
14000 T T

@
12000 [ 1

10000 | 1

8000 q

6000 q

total number of community

4000 1

2000

0 TT?QOO(\(\ o o o 5

0 5 10 15 20 25 30 35 40 45
size of community

Figure 4.12: the result of 3-trusses clustering in DBLP dataset
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Table 4.4: The giant community in DBLP and libimseti dataset after 3-truss

clustering

Dataset

size

total number of edges

DBLP

839,636

3,866,921

libimseti

181,563

13,138,033

probability
o o ° o o © o
N w N (6] o)) ~ (o]

o
Fs

probability density function

libimseti
dblp

10 15 20

edge weight

Figure 4.13: The edge weight probability density function comparison of
DBLP and Libimseti dataset

38



giant with ial weight distribution

10 T T T i i T
o total number of acceptable components
¢ -+ maximum component size
© - edge survival percentage
3 3
i o <& o ' o o
10°F o &
10°F E
@
I3
g
5
°10°F E
@
a
3
N
@
10°F o E
oo
© o
o
(o}
o
e}
10" of
o
o o
10° I I I I I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

F(y):normalized threshold of weight for removing edges
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compare sequence with its original size of component in DBLP dataset
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Figure 4.16: Comparison of the sequence of each truss alpha user in different
community and the corresponding size of truss-component in DBLP dataset
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Chapter 5
Conclusion

In this thesis, we have proposed novel MapReduce algorithms to search
for and rank alpha users in massive smart phone social networks. We have
applied the principle of divide-and-conquer to find out all trussed in a so-
cial graph and then use the eigenvector centrality to identify alpha users in
the trusses in a distributed manner. In addition, we have proposed rank-
ing alpha users in different trusses based on the corresponding shortest path
coverage. Furthermore, we have proposed novel algorithms to detect and
decompose giant components in a social graph. We have implemented and
verified the proposed MapReduce algorithms in a Hadoop platform. In ad-
dition to synthetic social graphs, we have used the proposed approach to
efficiently analyze large-scale smart phone social networks that are created
based on call detail records collected by a telecom operator. Future work
includes analyzing the computational complexity of the proposed MapRe-
duce framework. Another direction of future research is to exploit additional
communication records such as HT'TP connection records and geographical

data.
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