


£ AP RO 2Rl AR T ] 2 PRI ST 4 R T A 4T

Quality of Service and Power Saving Analysis of DRX Mechanism in
LTE-Advanced Networks

Student : Tzu-Han Wu
L — ~Advisor : Tsern-Huei Lee



£ B Y il B jTis 4
2 JRIFSFE G R A 1T

Fi4 38 th R A L

B2R S B RG S ARF F AL 5L

FIqRP e i - BB gLl e 2 T RFF 2 RFHFTH B
ROt B EARTE E iR TR AR R il 0 B8
FIFRSALE DTS PR R EHT PR AFRRET - 5
@’%F%%ﬁﬁ i RS T 4 e e A R L eh s o B
2o Rl g TR T g 0 S W gt ¢ SR G PR AR
w%* FR R o AR BB RN R SR LR T
fENI e BAPF R 2 g T ARt E S ol P Ay
BF WP TR TN AT 2 Rl - 2R S o R
HHEL G A EF RS R RT EEN G ERH Y T 2
PR AT e F 3 B N Sk 10 R Bl R B i K
T MRS R D BE N R E s AT E ST
BB E AL RO ER T AT EF RBSTERT > o3
Reeng Loxs s B2 b ik 4K i

o

A

»y

}

g AL S

B4EF ¢ bl R 4 T RIS

A



Quality of Service and Power Saving Analysis of DRX
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National Chiao Tung University

ABSTRACT

With demand for better user-experience, performance of power saving oan mobile phones
has been a critical issue in recent years. In LTE-Advanced network, a Discontinuous
Reception (DRX) mechanism is provided to support power saving functionality. It is clear
that there is a trade-off between energy saving and quality of service (QoS). Unlike previous
studies, which analyzed the average packet delay as QoS requirement, an analytical model for
ratio of packet loss due to violation of delay bound requirement is proposed in this work and
given DRX parameter values, equations for power consumption are also derived. Under the
constraint that the packet loss ratio is no greater than a pre-defined threshold, an approach to
maximizing average power saving is presented for selection of values for DRX parameters.
The analytical model is verified with computer simulation and the result of analytical
calculation matches that of simulation. Moreover, the power saving efficiency achieved by the
proposed approach is close to that of optimum configuration. This work is expected to
provide a fundamental analysis for packet loss probability and power saving efficiency under

DRX mechanism.

Keywords : Discontinuous Reception, DRX, Power Saving, QoS support
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Chapter 1

Introduction

1.1 Enhancements on Diverse Data Applications

With the development of faster and cheaper mobile networks, more and more smart
phones are adopted by users and the number of mobile applications also rapidly increases.
Different types of data communication emerge as applications on handheld devices require
varieties of Internet connections. However, most mobile applications are not designed based
on the protocol stacks of underlying wireless networks, causing inefficient system usage. To
provide better user experience, many applications possess always-on connectivity in

background processes, sending keep-alive message periodically.

Among existing applications, the ones with background traffic are the most critical to
wireless service providers. The reason is that a wireless connection requires control-plane
negotiation and wireless resource, such as pending data indication and scheduling grant,
before any data transmission. However, the amount of background traffic is often quite small
and widely dispersed in time. Since the control-plane negotiation also occupies wireless
resource and will consume user device’s battery, most conventional systems are apparently

incompetent to support background traffic.

To provide improved always-on connectivity, the Third-Generation Partner Project
(3GPP) initiated a work item called Enhancements on Diverse Data Applications (eDDA) for
Long-Term Evolution (LTE) in 2011 [1], which is still an on-going discussion for

LTE-Advanced system. The objective of eDDA work item is to identify and specify
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mechanisms that enhance the ability of LTE to handle diverse traffic profiles. The identified
improvements are expected to achieve better trade-offs when balancing the needs of network

efficiency, user battery life, signaling overheads, and user experience.

Four possible areas of enhancements are listed in the work item description, including
Radio Resource Control (RRC) state control mechanisms, enhancements to Discontinuous
Reception (DRX) configuration, more efficient management of system resources and potential
knowledge sharing from User Equipment (UE) as well as the network. Under LTE network,
the DRX mechanism is provided at Medium Access Control (MAC) layer to reduce the power
consumption on UE side. The main idea of DRX is to let UE enter sleeping state, where UE
can power off receiver circuit to save energy, if there is no data transmission in a period of

time longer than a pre-defined threshold value.

In the early stage of eDDA work item, the DRX mechanism was intensively evaluated
and many proposals were submitted to 3GPP standard body for discussion and decision. For
example, 3GPP company member RIM proposed evaluation metrics for DRX mechanism,
such as active time utilization and power efficiency in-[4]. Impacts on UE receive/transmit
status, battery performance as well as data latency of different DRX configurations were also
considered in [5]. In addition, RIM conducted numerical evaluations on DRX and its
relationship to QoS based on the downlink latency performance of several DRX
configurations in [6]. Huawel and HiSilicon evaluated several DRX parameter settings for
different types of traffic which were captured in real network in [7]. Another company
member Intel calculated the power consumptions with different DRX Inactivity Timers, DRX
Cycles and On Durations in [8]. Finally, the overall evaluation outcomes and agreed

proposals were captured in the technical report of eDDA work item [9].

Apparently, the DRX mechanism tends to have negative impact on packet delivering



because packets arriving at the sleeping state might be dropped due to violation of delay
bound requirements. When studying enhancements to power saving, quality of service (QoS)
Is another important issue that should be considered. It would be beneficial if the performance
of DRX mechanism can be analyzed since one can configure proper DRX parameter setting

without losing support of QoS.

1.2 The DRX Mechanism

In LTE networks, different types of control and user data transmissions are served by a
set of logic channels. Among the control channels, Physical Downlink Control Channel
(PDCCH) is used for downlink data indication. The PDCCH carries downlink data allocation
information and UE monitors and decodes PDDCH in each sub-frame (or millisecond) to
check if there is any downlink data designated to it. According to LTE MAC protocol
specification [2], an UE may be configured by RRC with DRX functionality to control the
UE’s PDCCH monitoring activity. Once DRX is configured, UE is allowed to monitor the

PDCCH discontinuously; otherwise, UE monitors the PDCCH continuously.

RRC controls DRX operation by configuring five major parameters, namely, On Duration
Timer T, Inactivity Timer C,, Long Cycle Length C,, Short Cycle Length C; and Short
Cycle Timer Ng. . If DRX is configured, the Inactivity Timer will be reset after each data
transmission. When Inactivity Timer expires, that is UE has no data transmission for C,
milliseconds, DRX operation enters sleeping state where discontinuous PDCCH monitoring
takes place. During the sleeping state, DRX first adopts Short Cycle as DRX Cycle, and then
migrate to Long Cycle after N¢. consecutive Short Cycles without receiving any downlink
data indication. The Short Cycle is an optional functionality; in other words, it is allowed to
set Ng. to zero. During On Duration of each cycle, UE has T, milliseconds to monitor

PDCCH regardless of Long or Short Cycle being adopted. The start timing of PDCCH
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monitoring, that is On Duration, in each cycle is determined by another parameter, DRX Start
Offset. The Start Offset is designed for network to share the time among UEs with DRX, and
for convenience, each Short or Long Cycle is assumed to start with an On Duration as shown
in Figure 1. Moreover, an example of DRX mechanism with Short Cycle Timer Ng. =2 is
illustrated in Figure 2.

&-On Duration—>1€—— Opportunity for DRX —>

UE shall monitor >
PDCCH

N
A4

DRX Cyele

Figurel DRX cycle

R R NN
", N O D |
|‘_CT I CS I Cs I CL ’ll‘ CL I
l Packet arrival I Transmission
N
\ .
§ On Duration Power off
N

Figure 2 Example of DRX mechanism

1.3 Related Works

Discontinuous reception is a conventional mechanism from Universal Mobile

Telecommunications System (UMTS), the former technology of 3GPP LTE-Advanced. Many
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efforts have been made to analyze the performance of DRX mechanism. In [12], the authors
proposed an analytical model assuming that packets arrive at the system according to a
Poisson process and the transmission time of each packet is generally distributed. The model
was extended in [13], [14], [15] for different goals and some analyses involved Z and
Laplace transforms. The derivations are quite complicated. A more general traffic model, the
ETSI bursty data traffic model, which is widely used in various analytical and simulation
studies of 3GPP networks, was adopted in [16]. Another recent research [17] derived the
DRX performance metrics based on the concept of regenerative cycles. This approach is
much easier than using Z and Laplace transforms. A drawback of the above previous studies
is that only the average packet delay was derived, which may not be applicable as a QoS

requirement of real-time applications.

1.4 Structure of the Thesis

In this thesis, only downlink traffic is considered. Power saving performance and packet
loss ratio of DRX mechanism with a real-time Poisson traffic are analyzed by combining
Short and Long Cycles as a regenerative cycle. Instead of average packet delay, the packet
loss ratio of DRX mechanism is derived, which is more realistic when verifying the quality of
service under a system. Moreover, a procedure of DRX parameter setting is also proposed.
Both numerical analysis and suggested configuration are verified, respectively, with computer

simulation and optimum setting. The structure of thesis is organized as follows.

First in the beginning of Chapter 2, the analysis approach similar to [17] is described,
followed by formulation of target metrics of packet loss ratio and power saving efficiency.
The remaining part of the chapter includes derivations of variables required in the target

metrics.

The proposed procedure of DRX parameter setting is introduced in Chapter 3.
5



In Chapter 4, curves of analytical results and computer simulation with different values of
DRX parameters are plotted for verification. The comparison between optimum DRX
configuration and proposed approach is also presented in this chapter. Finally, the conclusion

of this thesis is organized in Chapter 5.




Chapter 2

Analysis

2.1 Regenerative Cycle

The analysis is derived based on the concept of regenerative cycles, in which a cycle
consists of multiple periods operated in different states. Accordingly, under DRX operation,
UE switches between two states, namely, active state and sleeping state. An active state and
its following sleeping state or vice versa form a regenerative cycle. To distinguish from DRX
Long and Short Cycle, a regenerative cycle is called super cycle and is assumed to begin with
active state followed by a sleeping state. An example of super cycle with N, =1 is

illustrated in Figure 3.

N N
i L — [

7277

f— ¢ — k—¢, cy — G N — D —>
<— Active state Sleeping state
Super cycle
l Packet arrival Exceptional first busy period § On Duration
D

B

H Busy period No-arrival DRX cycle

U No-arrival period H Triggering DRX cycle
Figure 3 Example of super cycle

The active state starts with an exceptional first busy period, followed by some (could be
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zero) busy periods, and ends with a period of length specified by Inactivity Timer. The
exceptional first busy period is created by pending packets which arrived during sleeping state.
Each busy period is created by a single packet arrival, and every busy period is preceded by a
time period of length shorter than C, without any packet arrival. Finally, the length of the

inactivity period is C, and there is no packet arrival in this period.

During DRX Short and Long Cyeles, UE periodically wakes up for T, milliseconds and
listens to PDCCH for traffic indication. UE stays in sleeping state if the current DRX cycle is
a no-arrival cycle; that is, there is no packet arrival in the current DRX cycle. Note that some
packet arrivals may be dropped due to violation of delay bound constraint in a no-arrival

cycle.

In contrast, UE enters active state from sleeping state if the current DRX cycle is a
triggering cycle; in other words, at least one packet, which does not violate the QoS
requirement, arrives in the current DRX cycle. To summarize, the sleeping state consists of
some (could be zero) no-arrival DRX cycles and one triggering DRX cycle. In this study,
packets could be discarded because of QoS violation. Asa result, it is possible that all packets
arrived at a DRX cycle are dropped. Under this circumstance, the DRX cycle is considered as

a no-arrival cycle because UE does not know there are downlink packet arrivals.

2.2 Target Metrics

In this thesis, an UE is assumed that its packet arrival is a Poisson process with arrival
rate 4 per millisecond. The arrival rate A is further assumed small that the possibility of
having two or more packet arrivals within a sub-frame can be neglected. Also, the service
time of each packet is deterministic and equals one millisecond, that is, each packet requires

one millisecond to be served. The delay bound requirement of the traffic is denoted as D



milliseconds and there is a buffer which can store D packets is allocated in UE so that a
packet is dropped if and only if its arrival time preceding next active opportunity more than

D milliseconds.

To analyze the packet loss ratio of DRX mechanism, let M, , M, and M, denote,
respectively, the number of packet arrivals during the exceptional first busy period, the busy
periods and the sleeping state. Also, let N represent the number of packets dropped in a
super cycle. Since a super cycle consists of one exceptional first busy period, some busy
periods and a complete sleeping state, the total number of packet arrivals in a super cycle
equals M, +M,+M,. With the amount of packets dropped in a super cycle, the packet loss

ratio of a super cycle p canbe represented as

== +E[N]
CE[M,+M, +M,]

P

1)
EN]

T E[M, ]+ E[M,]+E[M,]

To deal with the power saving performance of DRX mechanism, one can analyze by the

duration UE spends in active state and sleeping state. Let T, and T, be two random

variables that denote the lengths of active state and sleeping state in a super cycle,
respectively. Moreover, ‘let T , be the random: variable representing the length of On
Duration where UE should power on in the sleeping state. Therefore, the UE power saving

efficiency e can be derived as ratio of the duration UE powered off to the length of a super

cycle as shown in equation (2).



E|:TS _TS_onj|
E[TS +TA]

E[TS]_ E|:Ts_on:|
T E[T]+E[T,]

(@)

In the following sections, the packet loss ratio shall be derived first, followed by the analysis

of power saving efficiency.

2.3 Analysis of Packet Loss Ratio

One can note that the random-variables in equation (1) are independent to each other.
Therefore, the packet loss ratio.can be derived by calculating ‘E[N], E[M,], E[M,] and
E[M3] separately. In the scope of this thesis, the packet arrival rate A is small that the
possibility of having more than one packet arrival in one millisecond can be ignored. For an
UE with traffic following Poisson process, one can have that e * + e * ~1.

Note that if packet arrives inthe i sub-frame of the On Duration where 1<i<T -1,
the active state starts from the (i+1)" sub-frame; otherwise, the active state begins right

after the end of the current DRX cycle if the packet arrives at the (T, 0n)th sub-frame of the On

Duration. Let G denote the probability of having one or more packet arrivals in the first

(T,, —1) sub-frames of On Duration and thus,
G=1-g " (3)

To denote the time interval from the (T, )" sub-frame to the end of current Short or

Long DRX cycle, let

10



Cs' :Cs _Ton +1, (4)

CL' :CL _Ton +1 . (5)
Further let s, |, and d, stand for , respectively, the probabilities of having k

!

packet arrivals in a time period of length C.', C, and D, for k>0. One can infer that

o - (ACs) e

ST (6)
II(:(/1CLl)(!e‘ L | )
a - 2E ®)

Since a packet shall be dropped if it is buffered for a time period longer than the delay

bound requirement, the time interval C.' and C, are divided into two segments,
respectively, if C.'>D and C,'>D. For time interval C,’, the first segment is of length
C, —D and the second one is of length D. In the same way, the time interval C ' is

divided into two segments with the first one of length C,' —D and the second one of length

D.

2.3.1 Derivation of E[M,]

For convenience, one additional random variable K is introduced to represent the
number of buffered packets when UE enters active state from sleeping state, that is, the

number of buffered packets right before the exceptional first busy period. Since one buffered

11



packet creates one busy period, K buffered packets will create K busy periods. With the

fact that the average number of packets served in a busy period is 1/ (1— A)[10], the average

number of packet arrival during exceptional first busy period is

E[K]
1-2
= /E[K]

| 1 N

SRS

9)
To compute E[K] , three cases are considered separately below.
Casel. C.<C/'<D

For C,' <C,' <D, nopacketarrival will be dropped in a DRX cycle. In other words, the

first DRX cycle with packet arrival(s) is the triggering cycle. E[K] can be derived by

calculating the cases of having first arrival in different DRX cycles, such as the first N

Short Cycles and the following Long Cycles. Therefore,
c, Cs'
E[K]=[G+{=G) s -kl+e"*[G+({-G)> s, K]
k=1 k=1
o Cs
+e )6 +(1-G) 2 5, K]t (€7) G + (1-G) D s, k]
=) k=1
Cy L
+(ef/lcs )NSC [G n (1_ G)Zlk } k] + (e*ﬂCs )Nsc e 7L [G + (1_ G)Zlk . k] . (10)
k=1 k=1

+(e7) " (e )’[G + (1-(3)CZL,|k K]+

k=1

The equation for E[K] can be simplified with some manipulation. The result is as follows.

12



Ngc -1

E[K]=[G+(1- G)Zsk k]z(e-ﬂcs) + ()< [G+(1- G)ZI k]Z(e—ﬂCL)

l1-e —ACsNgc

=[G + (1- G)AC, ]—+(e-ﬂCs)Nsc[G+(1 G)AC - :

_e G

G+(1-G)AC, . G+(1-G)AC,
el e L 1 ek

— (1 _ e—ﬁcs Nsc )

Case2. C.

For C : : first segment

of C/

(12)

After some manipulation, one can ge

13



Ngc—1 D

E[K]=[G+ (1—G)Zisk -K] Z €7) + ()< [G+(1-G)) d, ~k]i[(1—G)d0]i

=1
_ —ACsNgc
L (e7%)"[G+(1-G)AD]—
1—e "% 1-(1-G)d,
G+(@1-G)AC, 4 gt G+ (1=G)AD
1—e "% 1-(1-G)d,

(13)

=[G+(@1-G)AC,]

— (1_ e*ﬂCstc)

Case3. D<C{<C/

For D<C{ <C,", packets arriving in the first segments of C,;' and C,’ are dropped.

With the same idea above, one can derive

Ngc—1

E[K]=[C+ (l—G)ZD:dk -K] Z [A-G)d,]

H(0-6),1"[G +0-6)> d; KNI~ G)d,

N « 1_(1_G)d0Nsc e Nsc @ 1
=[G+ (@-G)AD] S o +[(1=G)d,]"[G + (1 G)/’LD]l_(l_G)do
1 (1~ Nee \ G +(1-G)AD B Ne G+ (1-G)AD
- (1-(@=B)dy) )1_(1_G)d0 +((1-G)dy) N

(14)

By substituting E[K] into equation (10), the results of E[M,] under different cases

shall be acquired.

2.3.2 Derivation of E[M,]

With the assumptions of having at most one packet arrival in a sub-frame and

14



deterministic packet service time, no packet will be dropped during the active state. If there is
no packet arrival in time interval of length C; , an UE terminates the active state; otherwise,

a packet arrival creates a busy period and resets the Inactivity Timer. Since the average

number of packets served in a busy period equals to 1/(1— 1), one can derive the average

number of packet arrivals before expiration of Inactivity Timer as follows.

EﬂWJze”q-O+a—e*GxI%E+EﬂwJ)

1—e @ )

e (1=4)

2.3.3 Derivation of E[M3]

Derivation of E[M,] is similar to that of E[K]. In the same way, three cases are

considered respectively.
Casel. C,/<C/'<D

Under the assumption that the chance of having two or more packet arrivals in a

sub-frame can be neglected, one can infer that no packet will be dropped in the sleeping state

if C,' <C_'<D.Therefore, E[M;] equalsto E[K] for case 1.

G+(1-G)AC, _,cn. G+(@A-G)AC/
1_ e—lCS +€ 2 1_ e*iCL

E[M,]=(1-e7%"e) (16)

Case2. C,/<D<C/

The equation for E[M,] in case 2 is the same as that for E[K], except the term

[G+(@1-G)AD] in (13) is replaced with [G+(@1-G)AC,']. It is because instead of only

15



considering the packet arrivals in the second segment of C' for E[K], the arrivals in both
first and second segments should be taken into account when calculating E [Mg] :

G+(@1-G)AC, L gt G+ (- G)AC,

E[M,]=(@—e "N
[Ma]=( ) 1-e7% 1-(1-G)d,

(17)

Case3. D<C/<C/

Similar to case 2, for D<C,' <C', the equation for E[M,] is the same as that for
E[K], except the terms [G+(1-G)AD] in (14) are replaced with [G+(1—G)AC'] for

the first one and [G + (1-G)AC, ] for the second one.

c31+(1—<3)ﬂbc:S +(1-6) O)NSCG+(1—GMCL
—(1-G)d, 1-(1-G)d,

E[Ma]=(1-(=€)d,)"™ )

2.34 Derivation of E[N ]

Recall that M, and K' represent the number of buffered packets, respectively, in the

whole sleeping state and right before the beginning of active state. Since packets can only be

discarded in sleeping state, the number of dropped packets in a super cycle shall be the

difference of M, and K. Thus, one canget N =M, —K , which implies
E[N]zE[Mg]—E[K] : (19)

With the equations for E[M,], E[M,], E[M,] as well as E[N], the packet loss

ratio p under different cases can be calculated.
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2.4 Analysis of Power Saving Efficiency

To obtain the power saving efficiency, three equations for E[T,], E[T,] and

E [TS_OH] are required in (2). The equations are derived below separately.

2.4.1 Derivation of E[T,]

The length of the active state in a super cycle consists of three parts, namely, the length of

exceptional first busy period, busy periods and an Inactivity Timer. The expected length of

exceptional first busy period equals to E[K]/ (1—A) because, on the average, it is created

with E[K] packets. Similarly, the expected length of a busy:period equals 1/(1-1) and

each busy period is preceded by a no-arrival period shorter than the Inactivity Timer. The

average length of the no-arrival period can be derived as follows.

¢ Ate™ A (S,
Io 1485 iz 1 — .[o tedt
/1 e—/'it Cr
= S (A1)
e
1-e A? =
1 e—/'tt Cr
T
1-e A =0 (20)
1 g™ 1
zl—e_ﬂCT [ 1 (=4C; _1)"';]
1 1 _ _
=T G- e ]
1 G
A e’ 1

One can infer from (15) that the average number of busy periods in an active state is

(L—e ") /e . Combining the lengths of the first exceptional first busy period, the busy
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periods and the last Inactivity Timer, E [TA] can be derived as

E[K] 1-e™ 1 1 G
[T]= 12 e [1—Z,+/1 e’ -1

]+C,

[K] 1—ee [z(e‘CT—1)+(1 )™ -1)-C. A- /1)] c

1o el A=) (" -1) i
[K] 1-e ~1-C . A(1- A)

12 e Cau —1)[ A1) I+G - ()
E[K] [ch ~1-C, A(1-A)+C,A(1— /1)]

T 14y A1 A1)

E[K] —1

vy K 12

2.4.2  Derivation of E[T;]

Let g represent the probability of having one packet arrival in one millisecond and H
denote the expected duration before entering active state during the first (T, —-1) On

Duration sub-frames.

g=1e" (22)
Ton—1
H=>=9)"g.k (23)
k=1

As the calculation of E[M, ], three different cases are considered separately.

Casel. C,<C/'<D

For C,'<C/ <D, itholds that

18



E[T,]=[H +(1-G)C,] Z (7"

+(e—ﬂCs )Nsc [H + (1_ G)CL]i(e—ZCL )k

. (24)
— 1—e "N ~2Cs Ngc 1
=[H+Q-C)Csl—— e [H+Q-8)C
— (1_ e—/?.Cs NSC) H ‘::-‘El__)f)cs n e_ACSNSC H ‘::-‘Ele—_gl_)cl_

Case2. C, <D<C
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E[T,]=[H +@-8)C,1 ). [1-C)d, ]
HL-G)d, " [H + - G)C 1Y [a-G)d, I

L-(@=-G)d)™ .11 G)d J*[H + (1-G)C, ]—

R+ -G e 1-(1-G)d,

H+(@1-G)C, +(@—G)dy) H+@0-G)C,
1-(1-G)d, 1-(1-G)d,

(26)

=[1-((1-G)dy)"]

2.4.3 . Derivation of -E[Ts, |

The equation for E[ Ty g ]-is similar to that for E[T]. Since only the length of On

—on

Durations: contribute to E[T, ,, |, the two terms [H +(1-G)C;] and [H+(1=G)C,] in

_on

(24), (25) and (26) are both replaced with [H+(1-G)T_,].

Casel. C,/<C/'<D

H+(-G)T,, e, H+U-G)T,

E [Ts 1o /S 1—e %

] . [ e—/lcsNSC)

(27)

—on

Case2. C,/<D<C/

H+ @-O)T, e, H+A-G)T,

E[T
[ 1S 1-(1-G)d,

S_on

|=@—e7%Ne) (28)

Case3. D<C/<C/

H+A=CTuy (1 gyq yie H+A=O,
1-(1-G)d, 1-(1-G)d,

t (29)

E[T, , |=[L-(Q-G)d,)"*]
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As the equations for E[T,], E[T] and E[TS ] are derived, the power saving

_on

efficiency e can be calculated by substituting the expected values in (2).

A DRX performance simulator is also created in this work. Before verifying the accuracy
of equations derived above, a configuring procedure for DRX parameters based on

observations from DRX simulator is proposed in next chapter.




Chapter 3

QoS Support

3.1 Proposed DRX Parameters Configuration

Table 1 lists the available values of DRX parameters which are specified in the

LTE-Advanced standard document [3].

Table 1 Available VValues of DRX Parameters

Parameter Values

On Duration (T,,) 1,2,34,5,6,8, 10, 20, 30, 40, 50, 60, 80, 100, 200 (ms)

0,1,2 3,4,5,6,8, 10, 20, 30, 40, 50, 60, 80, 100, 200, 300,

Inactivity Timer (C
3 (€ 500, 750, 1280, 1920, 2560 (ms)

10, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1024,

Long Cycle Length (C, ) 1280, 2048, 2560 (ms)

2,5,8,10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512,

Short Cycle Length (Cy) 640 (ms)
ms

Short Cycle Timer (Ng.) Integer{1, ..., 16}

With all the possible values, there are hundreds of thousands of combinations can be
achieved. Based on the analysis in previous chapter, an approach to configuring the DRX
mechanism with Poisson arrival traffic is proposed. The initial design intension of introducing

these five parameters is not mentioned in the specification document. Thus, the purposes of
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each parameter are designed based on the proposed approach.

First, On Duration is mainly for indication of downlink traffic and can be set with a
small value by assuming that the scheduler of eNobeB is well designed to allocate resource
precisely within the On Duration. The small value can be 2 or 3 milliseconds and is set to 2
ms in the following verification. The goal of Inactivity Timer is assigned to extend the
duration in the active state for consecutive reception of packets buffered at eNodeB and
packets which arrive after the last buffered packet is delivered. From simulation of DRX
mechanism, the packet loss ratio and power saving efficiency of different Inactivity Timers or

Long Cycle Lengths are plotted in Figure 4 and Figure 5, respectively.

L -
s
* . . .
’i . i . . .
0.8 %------ S A Power Saving Efficiency |.--.
% : : : : : === Packet Loss Probability
PO ; : : : . : : :
0.7 - : : : :

s o e =
W = in =&

Probability / Efficiency

=3
a

0.1

0 10 20 30 40 50 60 70 80 92 100
Inactivity Timer

Figure 4 Impact of Inactivity Timer on power saving efficiency and packet loss
probabilty for 4=01, T,6=2ms , C =256ms, Cy=16ms, Ny =2 with
D=100ms.
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Figure 5 Impact of Long Cycle Length on power saving efficiency and packet loss
probabilty for A=01"," T, =2ms , C,=1ms , C,=16ms , N, =2 with
D=100ms.

Based on the analysis for E[TA] and simulation figures, one can see that the power

saving efficiency decreases nearly exponentially as Inactivity Timer increases. However, the
same improvement of packet loss performance can be achieved with smaller sacrifice of
power saving by adjusting the Long Cycle Length. Therefore, Inactivity Timer is suggested
using the value of 1 millisecond, which is enough to extend the active state for successive
packet delivery. The remaining work is to select appropriate values for Short Cycle Length,

Short Cycle Timer and Long Cycle Length.

It is obvious that to achieve maximum power saving performance, one should choose
parameter values so that the packet loss probability is as close as possible to but no greater
than the QoS requirement. Moreover, given the desired packet loss probability, the proportion
of time UE has to be powered on to receive packets is a constant. Therefore, to achieve higher

energy saving performance, the chances of having idle On Durations should be reduced. Since
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Short Cycles have higher possibility to generate idle On Durations, the suggestion is to set
DRX mechanism without any Short Cycles, leaving only Long Cycle Length to be

configured.

Finally, the Long Cycle Length is selected to be the one that maximizes the power saving
efficiency subject to the constraint of QoS requirement. Because there are only 16 possible

values for Long Cycle Length, one ce m values using exhaustive search by

substituting each value op
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Chapter 4

Verification

In this chapter, the analyses are verified with computer simulation and the suggested

DRX selection is also compared with the optimum configuration.

4.1 Verification of Numerical Analysis

The numerical results of packet loss probability and power saving efficiency are verified
with the simulation. In the following comparisons, four DRX parameters, that is, Long Cycle
Length, Short Cycle Length, Short Cycle Timer and Inactivity Timer are adjusted respectively,
leaving three other parameters fixed in each comparison. Cases of 1=0.01 and A=0.1 are
both considered. In general, compared to the case of A=0.1, the case of A =0.01results

higher packet loss probability and power saving efficiency with the same configuration.
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First in Figure 6, the value of Long Cycle Length is a variable. As one can see, the
analytical results match well with simulation results. There is no packet dropped before the
value of Long Cycle Length exceeds the delay bound requirement, that is, 150 milliseconds.
As Long Cycle Length increases, both packet loss probability and power saving efficiency
increase. The packet loss probability increases rapidly once the Long Cycle Length exceeds
the delay requirement. Therefore, it can be inferred that the appropriate Long Cycle Length
should be the values close to the delay bound. Another observation is that the increasing
speed of packet loss probability is higher as arrival rate becomes smaller, which implies that

for more time-dispersed traffic, the Long Cycle Length shall be set closer to the delay bound.

0.8
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0.6

F
o
P
N

Packet Loss Probabilty
Power Saving Efficiency

0.2 0.2 F----mmtemomoro oo oo bbbl foomoooeot —
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""" 2=0.1, Analysis : i | =====a=0.1, Analysis

0 -=&-3=0.1, Simulation _ 0_ -=&-3=0.1, Simulation _
I I I I I i i I I I
0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500
Long Cycle Length Long Cycle Length

Figure 6 Packet loss probabilty and power saving efficiency with different Long Cycle
Lengths for 4=0.01, 0.1, T,,=2ms, C; =10ms, C;, =16ms, N,. =2, D=150ms.
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In Figure 7, comparisons with different Short Cycle Lengths are conducted. The
analytical and simulation results are still matched. One can discover that the DRX
performance varies dramatically as Short Cycle Length differs. In case of 1=0.1, if a small
value of Short Cycle Length is adopted, the DRX tends to enter Long Cycle more easily
because there is good possibility of having no-arrival Short Cycles. As Short Cycle Length
rises, there is a zone with much lower packet loss probability where Short Cycle Length is
long enough to capture most packet arrivals, mitigating the packet loss in Long Cycle.
However, after the value of Short Cycle Length exceeds the delay bound, cases of packet loss
in Short Cycle are created, and the loss ratio increases as bigger values of Short Cycle Length

are configured.
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Figure 7  Packet loss probabilty and power saving efficiency with different Short
Cycle Lengths for 4=001,01, T,=2ms, C =512ms, C,=10ms, N =2,

D =150ms.
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In Figure 8, the Short Cycle Timer is a variable. In case of 1=0.1, there is a lower
bound both in packet loss probability and power saving efficiency with Short Cycle Timer of
values bigger than five. The reason is that with the parameter configuration described in
Figure 8, the chance of having packet arrivals, whose inter-arrival times are greater than the
length of five or more consecutive Short Cycles, can be neglected; in other words, only Short
Cycles are executed in this case. Therefore, no packet will be dropped if all packets arrive in

Short Cycles of length shorter than the delay bound requirement.
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Figure 8 Packet loss probabilty and power saving efficiency with different Short
Cycle Timers for 4=0.01, 0.1, T, ,=2ms, C _=512ms, C,=16ms, C, =10ms,

D =150ms.
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Comparisons with Inactivity Timer being adjustable parameter are shown in Figure 9 and
the analytical analysis matches the simulation result. As discussed in previous chapter, the
power saving efficiency decreases severely as Inactivity Timer increases for the case of
A=0.1. To lower packet loss probability, one can adjust DRX by decreasing Long Cycle
Length or Short Cycle Length. Increasing Short Cycle Timer or Inactivity Timer are also
other alternatives. However, with the same improvement of packet loss probability, one can
see that the adjustment by increasing Inactivity Timer will cause severe degradation on power
saving efficiency. Therefore, it is suggested to set Inactivity Timer to some small values for

Poisson arrival process.
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Figure 9  Packet loss probabilty and power saving efficiency with different Inactivity

Timers for A4=001,01, T,=2ms , C_=512ms , Cgy=16ms , N, =2,
D=150ms.
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4.2 Verification of Proposed Configuration

One can infer that the trade-off between packet loss probability and power saving
efficiency can be achieved by adjusting any DRX parameter. However, the simplicity of
parameter configuring approach should also be considered. The approach proposed in
previous chapter manages to raise the power saving efficiency as high as possible by only
adjusting DRX Long Cycle under the constraint of QoS requirement, and is expected to be an
eligible method for Poisson arrival process. For verification of proposed approach, optimum
configuration is obtained by brute force search, and the performance of proposed approach is

shown in Figure 10.
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Figure 10 Performance comparison between proposed DRX configuration and
optimum DRX configuration for D =100,150ms and 77 =10%.
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Under the constraint of packet loss probability threshold 7 =10%, the power saving
efficiency achieved by the suggested approach is slightly smaller than that obtained by
optimum configuration. According to numerical results, the difference is less than 2.5% for

D =100ms and 0.9% for D =150 ms.

Another observation is that there are some vibrations in the curves of optimum
configuration. Since available values for each DRX parameters are discrete integers, it is
possible that two different values of 4 achieve optimum performance with the same DRX
configuration, and higher power saving efficiency is obtained from analytical equations with
the bigger A . In contrast, with only one variable being adjusted, the performance curve of the

proposed approach is therefore with smoother result.
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Chapter 5

Conclusion

Delay bound and packet loss ratio due to violation of delay bound are common QoS
requirements of real-time applications. Equations for packet loss probability and power saving
efficiency under DRX mechanism with a Poisson arrival process are derived in this study. The
analytical model is verified with computer simulation and analytical results matches the ones

of simulation.

For DRX parameter selection, a suggested method is also proposed. For an UE with
traffic following Poisson arrival process, it is suggested to configure On Duration and
Inactivity Timer with some small values and adopt only Long Cycle for DRX Cycle. The
Long Cycle Length can be obtained by exhaustive search based on the derived equations. The
performance achieved Dby the proposed approach is also close to that of optimum

configuration.

The analytical model derived in this study cannot be applied directly to analysis of
realistic system for the complexity of real traffic profiles. However, this study is expected to
provide a fundamental analysis for packet loss probability and power saving efficiency under

DRX mechanism.
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