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Inferring Potential Users in Social Networks

Student : Tsung-Hao Hsu Advisor : Dr. Wen-Chih Peng

Institute of Network Engineering
National Chiao Tung University

ABSTRACT

With the developing of technologies about networks, there are more
and more companies provide social media service. In service providers’
view, more customers.lead to more income. How to explore new
customers has become a significant issue. We call the people with high
tendency to join a specific'service as potential users. All the information
about potential users comes from their friends. In the real world, people
were often influenced by their friends. As a result, analyzing friends’
interaction behavior logs offer an unique way to explore potential users.
In this paper, we extract explicit features based on friends’ interaction
behavior. Moreover, people tend to organize their own community in
their life, we extract community based implicit features for a deeper
exploration. To select effective predictors, we do some observation for
choosing discriminative feature set. After exploring the effective
predictor, we use different classifiers to predict the potential users and
compare their effectiveness. Finally, we conduct our method in real

dataset and show that the features we extract can reach about 70%

accuracy.
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Chapter 1

Introduction

With the emerging of social networks such as Facebook, Twitter, or cell-phone communication
applications, reserving or attracting the service customers becomes a significant issue. People
joining or leaving lead the networks to be-dynamic: Since the networks are always dynamic
and keep changing every hour and every day, there are more and more research focus on
predicting the dynamic status.changing phenomenon among networks.

In service providers’ views, more customersdead to.more revenue. Some research [7, 24, 25],
which be called as churn prediction,concentrate on reserving the customers. The goal of
churn prediction is to predict whether'a existing customer will leave the service or not in the
near future. However, a startup company does not have enough customers to reserve. In this
case, how to attract new customer to join the service is more important than reserving the
existing one. In this paper, we try to explore the potential nodes which are the inactive nodes
(unregistered users) now, while have higher tendency to become active nodes (registered
users). There are several application for exploring the potential nodes in the networks. For
instance, if the service provider can know the potential users, the provider can target on these
users and send advertisement information. Moreover, the service provider can further analyze
the characteristic of potential users and provide a customized program to attract more users.

There are some similar researches study on dynamic status changing among networks.
For instance, [1, 17] study the edge status changing which prevalently be called as link
prediction. The goal of link prediction is to predict whether a edge will appear in the

near future or not. Other researches [7, 13, 22, 24, 25] concentrate on node status changing



prediction which is more similar to our problem. However, the existing work for prediction the
networks dynamic changing all focus on the active nodes, namely that they do not consider the
user who have not joined the networks. It is much easier to analyze the behavior because
active nodes usually have more information to extract. Note that not every networks are
composed of both active nodes and inactive nodes as we defined in this paper. For example,
the nodes appear in Facebook and Twitter are all registered users, the nodes appear in VoIP
or CDR networks are probably unregistered users. In this paper, we mainly study on the later
one.

Some issues comes up when we consider both active nodes and inactive nodes. First of
all, since inactive nodes have not joined the service, we don’t have any direct information of
them. In the other words, all we can get is some connections with them from active nodes
(which would be called cross-edges.in‘the following):

Secondly, we do not know any interaction between inactive nodes pair and must infer their
characteristics in a indirectly way.

To deal with above issues, a two-layer networks will be constructed to model the problem,
the cross-edges are the connection between the active‘and inactive nodes. For extracting the
predictor for classifier, we first observe the interaction between users which called explicit
features in the following. Furthermore, since people tend to organize communities in the
real world, we extract implicit features based on grouping algorithms including density based
9, 29], sharing interesting based [24] and modularity based [9, 14] methods. After extracting
the explicit and implicit features, we do deeper observation for each feature. Recording to the
observation, we select a effective features subset as our powerful predictor and use classifier
to distinguish the potential nodes from inactive nodes set.

In summary, the main contribution of our work is as follows:
o We extract explicit features and community based implicit features to identify potential

users.

e We compare the effectiveness of implicit features between different based community

algorithm.



e We do several observation for deriving effective features from explicit and implicit fea-

tures.

e We discuss the sparseness phenomenon and show our method can also apply on sparse

dataset.
e We show that our method is more stable than traditional dimension reduction methods.

e We use effective features in classifier to distinguish potential nodes and non-potential

nodes from inactive nodes set.

The paper is organized as follows. The next section list systematically the related works.
Section 3.2 discuss about the preliminary of this paper and the way to construct two-layer net-
work. An approximate method will be proposed in Seetion 3.3 to show how to get the ground
truth of ”inactive nodes with higher tendency-to become active” (i.e., potential nodes). For
extracting features as our predictor, Section 4.2 analyze the interaction behavior and catego-
rize the features into local or global. Moreover, because people tend to organize communities
in the real world, Section 4.3 further explore the implicit features based on community. Sec-
tion 4.4 study on the sparseness issue by observing effectiveness of features in different density
data. According to the observation in Section 4.2 and 4.3, we use the powerful predictors
selected in these two section as the input features for different classifiers and show the exper-

imental results in Section 5. Finally, we summarize this work and future directions in Section

6.



Chapter 2

Related Work

Given a social network S with its vertex set V and edges set E, V usually indicate the
users and FE indicate the relationship between users in the real world. With the emerging of
social networks in the recently years,«there are more-and-more researches study on the social
networks. One of them is status changing phenomenon [7, 12, 26, 28] in networks. Since
social networks are not always in-a static state and often grow and change quickly over time
(e.g., some relationship may construct, some-users may join-or leave), the status changing
phenomenon can be refer as the dynamic'among F or I/ in the social networks S. Moreover,
since people often be together and influenced by friends in the real world, how to conduct a

well group exploring in the networks is always a core problem.

2.1 Edge Status Changing

Some of the researched focus on edge status changing phenomenon, generally be called as
link prediction problem. In particular, given a time point ¢, link prediction aim to predict
the whether there is a link between two nodes in the near future ¢ (where t < t'). Getoor
et al [12] did a completely survey for link prediction problem and summarize some mainly
methods to deal with the problem. A mainly method is constructing a probability model
[17, 19, 27] to predict the appearance probability of links in the near future. Hasan et al [1]
and Lichtenwalter[20] et al refered the link prediction problem as a classification problem and

predicted whether a link will appear or not in the near future. The other framework provided



by Sun [26] concentrate on a different problem, they study appearing time for the link in social

networks.

2.2 Node Status Changing

Node status changing: The other researches focus on node status changing in the networks.
For instance, customer churn prediction problem [7, 13, 22, 24, 25] is an increasing core issue
in customer relationship management (CRM). The goal of churn prediction is to identify the
churner (i.e., the customers or subscribers have higher probability to leave a specific service)
in the networks. The popular models to predict the customer churn are regression models,
neural networks and support vector machine [7, 13, 22]. Most of the existing works focus on
the individual in the networks and try. to extract the powerful predictor for modeling the churn
likelihood. [24] provided a group-based:-churn prediction approach with the assumption that
people usually behave together, ‘and apply an influence model to find the leader in a group.
Once the leader leaving, the probability of churners in the same group will increase. A similar
research proposed by Shaomei Wuret, al [28] study the natural arrival and departure of users
in a social network. By studying the dynamic.arrival’ and departure correlation among friends
using a snapshot in social network, [28] shows that people’s status in social networks (e.g., stay
or leave) often influenced by their friends. Based on the word-of-mouth behavior among human
being, another researches build a information diffusion model [8, 18, 23] called viral marketing
to analyze the information propagation in networks. The goal of viral marketing is to identify
whether a node p in the networks will be infect by others, namely that whether p will get a

specific information (e.g., news or advertisement) from friends or not.

2.3 Group Exploring

On the other hand, some of researches [19, 24| using group structure to help them exploring
deeper information in social networks, so as our method in this paper. There are plenty of

clustering algorithm for finding the group (community or cluster) in networks. Density-based



2,9, 29] clustering algorithm is a well known method. The central idea of density-based algo-
rithm is to merge high density nodes together. However, it requires some parameters to define
clusters. A quality measure called modularity is a widely use criteria in network grouping.
Newman et al [6, 21], Blondel et al [3] and Feng et al [10] using modularity-based algorithm
to explore the group and show the effectiveness of modularity. Hierarchical-based clustering
is also a prevalent method for networks grouping. However, it is hard to define the stop
criteria in hierarchical-based algorithm. [14, 21] merge the central ideas of hierarchical-based
and modularity-based clustering algorithm to define the dynamic stop criteria for clustering.
Sharing interesting based is a simple and well-performance provided by [24]. In this paper,
we will apply some community algorithm [9, 14, 24] to explore more implicit features in the
networks.

In this paper, we aim to infer the potential users in the'networks, so it is much similar to
node status changing prediction|7;113, 22,24, 25, 28]. However, all of the researches mentioned
above focus on the users who have already joined a specific network. In the other word, they
consider the nodes that have joined the networks and -analyze the activity of status changing.
The difference between existing researches and our research is that we consider both joined-
users and unjoined-users. Some issues come up because of the missing information among
inactive nodes(i.e., unjoined-users), we can only use limited information comes from active set
to infer the node changing phenomenon and explore the potential nodes in the networks (i.e.,

from inactive nodes to active nodes).



Chapter 3

Overview

3.1 Framework overview

CDR log Community Detection

* Share-interesting based
* Density-based — —
Construct Two- ||« Hierarchical-based Training a classified
layer Networks - Modularity-based mtldel
Extract Explicit Extract Implicit / Classifier /
Features Features »J,
l, —>| Classification
Select the effective features
via data observation l'
l' / Classification /
Effective Implicit / Result
+ explicit feature
vectors /

Figure 3.1: Framework overview

In this section, we talk about the framework overview of this paper. The input in the
framework is the CDR logs and the join time for each user. We then construct a two-layer
networks as discussed in Section 3.2.1, the first layer of the network is composed of active
nodes (i.e., joined users) and the second layer consists of inactive nodes (i.e., unjoined users)
otherwise. Then we extract some explicit features from the induced subnetwork for each

inactive nodes. By using different clustering algorithm to explore the communities on the



first layer network, we can get implicit features (i.e., community features) in the networks.
After extracting the explicit and implicit features, selecting an effective features becomes a
significant thing. We will do some observation and statistics in order to find a effective feature
set as our predictor. Finally, a classifier would be applied to build a model for prediction. In

the next section, we will show the detail of our framework.

3.2 Preliminaries

Layer 2

c i / 4 ./ //4:; . ® Layer

Vac Er Er

(a) Two-layer network (b) Induced subnetwork for each inactive node

Figure 3.2: Visualization of the graph

In this section, we will discuss the preliminaries-about the scenario, problem definition and
the issues of our research. There are plenty of types of social network, most of the researchers
about social networks focused on analyzing the behavior of active nodes. The definition of
an active node is the node which have joined the specific social network. In our network,
there is another type of node that called inactive node. Similar to the previous definition,
an inactive node is the node which haven’t joined the network while have some contacts with
active nodes. Base on these two types of node in network, we can construct a special network

which called Two — layer network. We will discuss it in detail in the following subsections.

3.2.1 Scenario

A significant thing we have to know is that not all of the existing social networks have both
active nodes and inactive nodes as defined in this paper. In some of the networks, such as VoIP

CDRs (Call Detail Records), phone-call CDRs and so on, both the active nodes and inactive



nodes exist in the networks. For example, considered Figure 3.2(a) as VoIP phone-call (e.g.,
Skype). The red nodes indicated the users who have joined the service, otherwise, the green
nodes indicated the users who have not joined the service while some registered users connect
with them (i.e., phonebook relationship or contact with the users who are in other service).
We consider the former one as active nodes, and consider inactive otherwise. As we know,
most of the VoIP service or telecommunications company provide the feature that registered
users (active nodes) can communicate with the non-registered users(non-active nodes). Based

on this situation, we construct a two-layer network to model our problem.

3.2.2 Two-Layer Network

Figure 3.2(a) shows the two-layer network; the firstilayer contains all of the active nodes set
Vae and the (active, active) edges between them, and the second layer is the inactive nodes
set Viqe with (active, inactive) edges. We called the former type of edges as interaction edges
(Er). The later one is called as cross-edges (E¢). There are two ways to construct cross-edges,
the first way is construct them based on interaction frequency. Namely, there is a cross edges
between a pair of (active, inactive) if and only if the active node tried to contact with inactive
node more than e times. The second way is simply construct them based on phonebook
relationship. The most difference between interaction edges and cross-edges is that the former
one is two-way direction edges, while the later one is single direction (the information comes
from active nodes).

An important characteristic in the second layer is that we have no any interaction edges
between of the inactive nodes. Namely that the (inactive, inactive) edges does not exist in
our network. The reason of this situation is simple. Recall the previous example again, the
inactive nodes is the users who haven’t joined the service, the behavior or communication
between inactive nodes is admittedly no way to know. All the information about inactive

2

nodes we can get is "which set of active nodes did have relationship or communicate with
them”. To analyze the inactive node set, we build an induced subnetwork for each inactive

node. As shown in Figure 3.2(b), the induced subnetwork is composed of a specific inactive



node p, its cross-edges E¢v, the induced active nodes set V. linked by £, and the interaction
edges Fp among V... Whenever p changes into active, it will fall from second layer to first
layer and can contact with the nodes in first and second layer.

The other type of network, such as Facebook, Twitter and so on, the network behavior
can only appear among active node pairs. Which means, the communication(e.g., post in
Facebook or follow in Twitter) can not appear between registered users and non-registered
users in this kind of networks. It make sense because in such kind of networks, a registered
user doesn’t have any direct way to contact with the users outside of the networks. Since our
goal is to infer the potential nodes in the inactive nodes set, this kind of networks is not the
instance we concerned about. The definition of potential nodes will describe in particular in

the next subsection.

3.2.3 Problem Definition

The goal of our research is to infer the potential users in the networks. The definition of
potential users is as follow:

" Given a set of inactive nodes, the potential users.is the nodes that have higher tendency
to become active.”

As the definition shown above, we can know that the target nodes we concerned about is
inactive nodes. The information we can get from inactive nodes is much less than active nodes.
Since we don’t know any information about the behavior of inactive nodes, it is hard to analyze
or extract feature for inactive nodes directly. We will focus on the induced subnetwork for
each inactive node to deal with this problem. Namely, we use an indirect way to explore
the potential nodes via extracting some features and choosing the effective feature set from
induced subnetwork. After extracting the effective feature set, we apply this problem into
classification problem (i.e., whether a potential nodes or not) and using classifier to predict
the potential nodes in inactive node set. The detail of approach will discuss in Section 4.2
and 4.3.

Some concomitant issues comes up based on the scenario mentioned above. In the following

10



subsection we will describe the issues of our research.

3.2.4 Issues

The first issue is the limit among leak information. As mentioned in Section 3.2.1, all the
information about inactive nodes we have is the cross-edge relationship with active nodes.
This phenomenon caused high difficulty to analyze inactive nodes directly. Therefore, we
use an indirect way to explore potential nodes, namely that the following section will focus
on analyzing the induced subnetwork for each inactive node.

Derive from the first issue, another issue is hard to know the characteristic about potential
users. Since it is difficult to identify the potential users directly, we focus on analyzing their
friends’ (i.e., induced subnetwork) characteristic. /By choosing an indirect way to identify
potential users, the predictor for predicting the potential users is hard to extract. Therefore,
we explore explicit features andscommunity based implicit-features. To extract the useful
predictor set, we do some observation which will discuss in Section 4.2 and 4.3.

This section discuss the definition of our problentand issues to solve. The following sections

will study on some observation andexplore the charactetistics of potential nodes in detail.

3.3 Data

In our research, we infer the potential nodes that have higher tendency to join the existing
network using a real world dataset. The data we used is telecommunication data in Sep. Oct.,
2010 which including caller ¢,, callee c., calling time ¢. for each calling behavior and the
join time t; for each active nodes. Note that all of the ¢, must be situated in the first
layer of two — layer network we defined in the previous section. While most of the c.s are
situated in the second layer, that is to say, most of the callees have not joined the network.
The phenomenon makes sense since the active nodes in our network can almost contact with
everyone in the real world as we mentioned in Section 3.2. A pair of nodes will be located

in the first layer if and only if both of them have join the service (i.e., active nodes).

11
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Figure 3.3: Nodes joined in different time point

Recall again that we aim to explore the potential medes from the inactive set. So as
to observe and classify the difference between potential nodes and non-potential nodes, we
should have the ground truth to distinguish both of them from inactive set. However, a
higher tendency to become active is hard to extract in the real world. In this section, we
will discuss about the method to get the approximate ground truth.

Consider a time line in Figure 3.3, the green nodes indicated the inactive nodes, and active
nodes otherwise. The time point s; represent the first time that a specific node appeared in
the network and ¢; represent the join time. The end time of the data is expressed as T¢,4. The
question mark of node e means that the node suddenly become active without any portent,
that is to say, there is no any cross-edges before node e change into active. It is impossible to
predict this kind of nodes so that they are not the instance we concerned about. Since higher
tendency is hard to evaluate in the real world, we can simply consider the active nodes which
come from inactive nodes as potential nodes. For instance, the nodes a, b, ¢ and d in Figure
3.3 can be simply considered as potential nodes, and extracting the features from these nodes
before it changed into active, namely, (¢1,%s,t3,%4) for (a,b,c,d). While considering node f
and g as non-potential nodes since they stay in inactive status in whole training data. In

our data, there are totally 1,300 potential nodes and 1,676,211 non-potential nodes. As

12



we can see, the data is very imbalanced. Moreover, some part of inactive nodes changed
early in training data (node b and ¢), this situation would cause limited information for their
own tnduced subnetwork and difficult to analyze. Furthermore, we consider the community
features which will study in Section 4.3. The time complexity will increase with time since
we have to dynamically construct community and extract features for each node in different
join time. As a result, we use an approximate way to observe the potential nodes.

Before discussing about how to get approximate potential nodes, we talk about the as-
sumption in this paragraph. Since all the information we focus on is the induced subnetwork
for each inactive node, we can have an assumption as following:

" The behavior between friends don’t change too much in a short time period after a
node became active.”

Thinking about a new active node p, changed recently; the assumption is reasonable be-
cause the apparent change often ‘6ccur among (p,; pg's friends) rather than (p,’s friends, p,’s
friends) in the real world. Based on the assumption, we can regard nodes a, b, ¢ and d as
inactive nodes although they have changed, and observe their induced subnetwork to extract
the features of potential nodes. To be more exhaustive,in order to explore more information
of a new active node p,’s own induced subnetwork when p, was inactive, we still consider pa)
as inactive after p(a) had changed for a short time period. This approximate method make
us much easy to observe the potential nodes. To simplify the assumption, we consider all the
potential nodes (namely, nodes a, b, ¢ and d) as inactive until the end of the time line. In the
other words, all of the potential nodes would be treat as inactive nodes and build their own
induced subnetwork before time point 7,4 in Figure 3.3.

After getting the approximate ground truth, the data could be labeled as positive or
negative (i.e., potential nodes or non-potential nodes). The goal of this paper is to explore
the potential nodes from inactive set, that is to say, the objective is distinguishing the positive
and negative nodes from dataset. We will study and observe among these two kind of nodes

in the following section.
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Chapter 4

Method

4.1 Feature Normalization

In next section, we study on the feature extraction for/potential nodes. For comparing different
features together, we use a simplesnormalized formula as-following to compress the feature

value into [0,1].

log(F'tr? + 1
Ftr?(normalized) = Og( [ )
logtiéay, L£~1)

max
Where z is feature name and ¢ indicated.the-i<th node in the network. Ftr? is original

T

e 15 the maximum feature value in feature x and

feature value of i-th node in feature x, F'tr

Fitre

H(normalized) 15 the feature value after normalized. For preventing undefined logarithm (i.e.,

log0), we add an integer 1 into each element. In the following subsection, we will normalize

all the feature value before comparing them together.

4.2 Explicit Features

4.2.1 Analyze Method

The feature value we extract is continuous while the label of the ground truth is dis-
crete(i.e., positive or negative potential user). To select the powerful predictor, we compute

Information Gain (IG) [30] for each feature.
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Figure 4.1: CDF Gap for explicit features

4.2.2 Explicit Local Features

Feature Name Description

total interaction freq. Total internal interaction frequency between a particular
induced subnetwork.

avg. interaction freq. Average internal interaction frequency between a par-
ticular-induced subnetwork.

dst. interaction edges Total internal distinet pair of interaction between a par-

ticular induced subnetwork:

Table 4.1: Local explicit features

To identify the powerful predictor for potential nodes, we start with exploring the explicit features.
The explicit features were divided into two part. The first part is explicit local features and
global features otherwise. In this subsection, we concentrate on the explicit local features.

As mentioned in Section 3.2.2, there is a induced subnetwork for each inactive nodes. The
local features focus on the interaction between the induced subnetwork. In particular, con-
sidering a specific inactive node p;, and refering to Figure 3.2(b). There are some directional

arrows in the first layer, the arrows, which are the ignore information in local features, means

Feature Name Information Gain
total interaction freq. 0.22
avg. interaction freq. 0.22
dst. interaction edges. 0.08

Table 4.2: 1G of local exp. features (1072)
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Feature Name Description

avg. receiving freq. Average receiving frequency among a particular induced
subnetwork.

avg. sending freq. Average sending frequency among a particular induced
subnetwork.

total receiving freq. Total receiving frequency among a particular induced
subnetwork.

total sending freq. Total sending frequency among a particular induced
subnetwork.

dst. incoming edges Total incoming distinct edges of interaction among a
particular induced subnetwork.

dst. outgoing edges Total outgoing distinct edges of interaction among a par-

ticular induced subnetwork.

Table 4.3: Global exp. features

that the incoming/outgoing interaction from/to the other nodes which have no cross edges
with p;,. Table 4.1 lists the features be extracted as explicit local features and table 4.2 shows
the C and IG for each local feature. As we can see, the correlation and information gain of
local features are all in very low value.

There is an interesting situation'that dst..nteractionedges is smaller in IG. To explain this
situation, we plot CDF Gap for deeper/observation. In Fig 4.1(a), we can see that the gap
of dst.interactionedges is higher than others when feature value < 0.4 while the gap become
lower when feature value > 0.4. The distribution cause the situation that mentioned before.
However, the distribution gap among all of the local features is not discriminative enough
(as shown in the y-axis scale) and it is obvious that the CDF between potential and non-
potential nodes in local features is nearly overlapped. The above observation implied that
if we only consider the interaction between (i.e., local features) an induced subnetwork, it is
not powerful enough to distinguish the potential nodes and non-potential nodes from inactive
node set. In the next subsection, we extract the global features and discuss the effectiveness

of each feature.
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Feature Name Information Gain

avg. receiving freq. 0.665
avg. sending freq. 0.698
total receiving freq. 1.007
total sending freq. 6.248
dst. incoming edges 0.662
dst. outgoing edges 6.174

Table 4.4: 1G of global exp. features (107%)

4.2.3 Explicit Global Features

Because it is not discriminative enough in local features, we extract the global features for
deeper observation. The difference between local features and global features is that the
former one only consider the interaction between subnetwork while the later one consider all
the interaction among the subnetwork.-In-the other word; refer to Figure 3.2(b) again and
consider a inactive node p;,, the global features consider all of the interaction among the first
layer, including the interaction with the nodes that have mno cross edges with p;, (i.e., the
directional arrows).

Table 4.3 lists all the features we extract-for-global features. Note that we consider the
direction (i.e., sending and receiving) in global features but do not in local features. The
reason is that we only consider the interaction between subnetwork in the local features, the
total sending and receiving count would be the same. Table 4.4 shows the PC and IG for
global features. As we can see, total sending freq. and dst. outgoing edges have discriminately
higher PC and IG than other global features, namely that these two features can be considered
as more powerful predictor than others.

For getting how powerful of total sending freq. and dst. outgoing edges, we plot Figure
4.2 to show the CDF distribution. Clearly, 90% of the non-potential nodes’ feature value is
smaller than 0.15 in both total sending freq. and dst. outgoing edges. Based on Figure 4.2, we
can briefly conclude that the potential nodes will have higher feature value than non-potential
nodes in both total sending freq. and dst. outgoing edges features. The result implied that if

a inactive node p;, 's induced subnetwork have more calls and more distinct objects to
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Figure 4.2: CDF of explicit global features

contact, p;, will have higher tendency to become an active node. In the real world, we can
consider this situation as ”If people’s friends using a service frequently and widely, they will
have higher tendency to join the service”.

The global features CDF gap asin Figure 4.1(b) shows that the gap of total sending freq.
and dst. outgoing edges are both-higher than the others, which verify our choice of powerful
predictor again. In Figure 4.1(¢), we compare the explicit loeal and global features together.
It is obvious that all the local featureslocated in a'lower gap value than global features, which
indicate that all of the global featuresare more-powerful than local.

By the observation above, our conclusion is that people tend to join a specific service if
their friends use the service frequently and widely. In all the explicit features, we choice
the global features total sending freq. and dst. outgoing edges as our powerful predictor for
predicting the potential nodes. However, people often have their own group and be influenced
by the group members in the real world. In this section, we do not consider any group concept
for feature extraction. Base on this situation, we will extract some group features based on

different clustering algorithm in the next section.
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Figure 4.3: CDF Gap for implicit features

4.3 Implicit Features
4.3.1 Construct community

With the emerging of social networks,. people-tend to dnteract with it and usually have their
own group in networks. There are plenty of clustering (grouping) algorithms to explore the
groups in the networks. In thisssection, we apply three different based methods [9, 14, 24]
to explore the communities and ‘compare the features for different methods. The central idea
of each algorithm is quite different.. [9] provided density-based clustering algorithm which
grouped the nodes with high density. ‘There are two parameters which are minimum reachable
point MinPts and maximum radius Eps. We set the former one as 2 and the 0.5 otherwise.
[24] using a simple method which keeping the top — k% of the heaviest edges and consider the
connected components as groups, namely that a pair of nodes will be grouped together if and
only if their edge weight greater than top—k%. [14] mixed the central ideas of hierarchical and
modularity, the method in [14] is a parameter-free algorithm and it will find optimal groups
based on modularity measurement.

In this paper, we construct the communities on the first-layer (i.e. among active nodes)
of two-layer network. We can not construct community on the second-layer since there is
no any edge among there. We can extract implicit features based on the community after
constructing the communities in the networks. In the next subsection, we discuss about the
implicit features we extracted and compare the effectiveness of each features with different

community methods.
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Figure 4.4: Induced subnetwork for implicit features

Layer 1

Feature Name Description

total com. members Total community members of the nodes belong to in a
particular induced subnetwork

dst. com. Number of distinct' communities of the nodes belong to
in.a particular indueed subnetwork

max. com. size The maximum community size of the nodes in a partic-
ular induced-subnetwork

min. com. size The minimum community size of the nodes in a partic-
ular induced subnetwork

avg. com. size The average community size of the nodes in a particular

mmduced subnetwork

Table 4.5: Implicit features

4.3.2 Extract the Implicit Features

After grouping the communities, all of the inactive nodes in the second layer must link with
part of community members in the first layer. In particular, consider Figure 4.4, the inactive
node p;, has some cross-edges with community C4, Cs and C3’s members. We extract the
implicit features based on these community members’ characteristics. Note that we do not
consider the community has no any cross-edges with p;, (e.g., Cy). Table 4.5 lists the implicit
features we extract for community. In the next subsection, we will discuss the effectiveness of

each feature and tell the divergence between potential nodes and non-potential nodes.
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Feature Name SI SHRINK DBSCAN

total com. members 3.433 2.779 0.865
dst. com. 6.544 5.69 0.268
max. com. size 7.57 6.27 7.226
min. com. size 7.735 6.212 6.96
avg. com. size 3.513 2.612 2.9

Table 4.6: Information gain of implicit features (1072)

4.3.3 Analysis

Table 4.6 shows the information gain for each feature using different ways of clustering algo-
rithm. As we can see, max.com.size and min.com.size always have higher information gain
in different based algorithm except that dst:com: has the highest in SHRINK algorithm.
Figure 4.3 shows that the maximum and minimum community size always have highest
CDF gap in both SI and DBSCAN ‘clustering algorithm. ‘Although the dis. community has
the largest gap in SHRINK when the feature value is smaller than 0.3, the maximum and
minimum community size features tend to‘have discriminative afterward. According to above
observation, we can briefly conclude that max.com.size.and min.com.size features is powerful
predictors in different based of clustering algorithm. For digging the predictor deeper, we focus

on the maximum and minimum community size and plot the CDF for each method.

11 T T T T T T T T T 11

1 1+

0.9 0.9
0.8 0.8 |

0.7 0.7 |

w 0.6 w06
8 0.5 8 0.5 -
0.4 0.4
0.3 . R 0.3 .
02 | non-potential users - 02 non-potential users
exr potential users — | v potential users — |
0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Feature value Feature value
(a) max. com. size (b) min. com. size

Figure 4.5: CDF of SI implicit features

Figure 4.5 to 4.7 shows the CDF of maximum and minimum community size in different

clustering methods. As we can see, most of the potential nodes have lower feature value in
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Figure 4.7: CDF of DBSCAN-implicit features

both features than non-potential nodes. The situation implied that the nodes in potential
nodes’ induced subnetworks are in the smaller community than non-potential nodes’. We
can consider the result as "the smaller community size of a person p’s friends in, the higher
tendency p will join the service”. The result make sense because if the person connected
with p are all in the large community, they would probably be a public community such as
advertisement community. In the other words, people tend to join a service if their connected
person in the service are in the private community such as family community or colleague
community rather than an advertisement community.

Our conclusion from above observation is that people tend to be attracted by small com-
munity size whatever which clustering method be applied. Namely that if a person p’s friends

incline to be in small community, p will have higher probability to join the service. Based
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on the observation, we choice the maximum and minimum community size as our powerful
predictors for implicit features.

So far, we extract the explicit features and implicit features for distinguish the potential
nodes from inactive nodes and choice total sending freq. and dst. outgoing edges as explicit
powerful predictor, max.com.size and min.com.size as implicit powerful predictor. In the

section 5, we will use SVM classifier to show the effectiveness of the features we extract.

4.4 Sparseness
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Figure 4.8: 1IG for effective features

In this section, we study on the sparseness issue. The graph density of first layer in our

dataset is about 1.08 * 107% and each active node provide 0.0874 interaction edges in average.
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Obviously, the data we use is a very sparse data. In order to show that the features we
extract are also effective on sparse dataset, we generate five simulation data sets by randomly
sampling the edges of original data and keeping 20%, 40%, 60% or 80% edges.

Figure 4.8 shows the information gain of the effective features we explore in the previous
section. Figure 4.8(a) and Figure 4.8(b) are the information gain of explicit features while
Figure 4.8(c) and Figure 4.8(d) are the implicit features among different grouping algorithm.
As we can see, the higher the graph density is, the higher the IG will be. The figures implied
that a sparse data would cause the predictors become less powerful. The reason is simple,
because if the graph getting sparse, we will lose more information to distinguish the different
type of nodes.

Although the data we use is very sparse, the accuracy still can hit almost 70%. The
situation implied that if the density. of the graph could be higher, the result could get better.
To proof the conclusion of observation, we will conduct our method on the real dataset and

compare the accuracy among different sparseness (density) data in the Section 5.
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Chapter 5

Experimental Results

Name Value
Total active nodes 80,764
Total inactive nodes 436,257
Total potential nodes 1,330
Total interaction edges in-1st layer 7,064
Total cross edges 507,338
Avg. cross edges per inactive node 1.16

Avg. interaction edges per active node 0.0874
Avg. cross edges per active node 6.281
Density (sparseness) of first layer 1.08 % 107°

Table 5.1: Statistics of data

feature type time (s)
Explicit features 61.57

SI implicit features 11342.17
SHRINK implicit features 11998.65
DBSCAN implicit features 11347.59

Table 5.2: Time complexity for extracting features

5.1 Dataset

We conduct the experiment on the real dataset. The data we use is the CDRs provided

by Chunghwa Telecom which including caller, callee and calling time for each instance.
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Another information about the data is the join time for each active node. We can get the
approximate ground truth via these information as mentioned in Section 3.3. Before starting

the experiment, we practice some data preprocessing which will discuss in the next subsection.

5.2 Data preprocessing

We practice 2 steps for data preprocessing as following.

Filter the original data: There are totally 2,289,870 distinct call pairs in the CDRs.
About 77.5% of the pairs are less than 5 calls. In the real world, people sometimes contact a
unknown person for a purpose. For example, someone want to reserve a table for dinner and
have a call with the restaurant. In this case, they are not friends and probably contact only
once, which is not the users we consider-about.” Furthermore, the phenomenon would bring
too many outliers for inactive nodes. 'To-refining the nodes in the graph, we filter out the
edges with less than 5 calls. Table 5:1 lists the statistics.after refining the data.

Under sampling: The goal of our framework is to distinguish potential nodes from
inactive nodes. Referring to Table 5.1, the amount between potential nodes and inactive
nodes is very unbalanced. In the other word, the-nmumber of potential nodes (positive) and
non-potential nodes (negative) is very unbalanced. If we put the data into classifier directly,
the precision cloud be 99.9% via always predicting as negative. To deal with this problem, we
under-sampling the amount of inactive nodes as equal to potential nodes. The worst case of
our classifier would be 50% via always predicting as positive or negative after under-sampling.

After the preprocessing, the data is more balanced and less outliers. In the following

subsection, we will show the experimental results of our framework based on these data.

5.3 Classifier

To predict whether a node is potential node or not, we training classification model via
AdaBoost, Random Forest and SVM [4, 5, 11]. The central idea of these classifiers is quite

different. AdaBoost[11] proposed a meta-algorithm to merge weak learning model into
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strong learning model. After running 7" iteration, AdaBoost can guarentee that the precision
is better than previous weak classifier. A well known classifier Support Vector Machine (SVM)
[5] proposed a function based classifier and tried to find a hyper-plane to classify the data.
The objective function in SVM is maximizing the margin of support hyper-plane so as
to split the different class as well as possible. The other type of classifier called Random
Forest [4] generate a large number of decision trees and using the result of these decision
tree to vote the most popular class. Finally, [15] using Bayesian probability to predict item’s
class. Based on Bayesian probability, [15] can predict the probability even thought the feature

combination does not exist in training data.

5.4 Evaluation

We use 10-fold cross validation:[16] to-evaluate our proposed framework. Namely that we
split the data into 10 equally pieces, and choose 9 pieces for training while the rest 1 piece for
testing. By Changing the testing and training set in round-robin way until all of the pieces has
been assigned as testing set (i.e., repeat the steps 10 times); we can get an evaluation result

in each step. We compute the average of the result and consider it as our final accuracy.

5.4.1 Experimental Results

5.4.2 Predict the original data

Figure 5.1 shows the prediction result of the original data. As we can see, the ineffective
features performed badly in all classifiers and the effective explicit and implicit features per-
formed well otherwise. Based on the community structure, the implicit features could be
better predictors than explicit features. That is to say, it is easier that people influenced by
their neighbor community than neighbors’ explicit behavior. We consider both the explicit and
implicit features for different clustering method and put them as predictors in the classifiers.

The result is getting better if we consider both explicit and implicit features.
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Figure 5.1: Prediction Result for different classifiers

5.4.3 Sparseness

For verifying whether considering explicit and implicit features always performed well or not,
we discuss the performance in different sparseness of data. We sampling the original data as
mentioned in Section 4.4. Figure 5.2 shows the performance in different sparseness of data.
The result indicate that considering both of the explicit and implicit features is not always
better. In SVM and Adaboost classifier, purely considering the effective implicit features is
better when the sparseness is under 40%. With the increasing of graph density, considering
all of the effective features will lead the prediction much better.

Based on the evaluation result, we can simply conclude that the higher density of the

graph, the easier to explore the potential users, which verified the observation in Section 4.4.
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Figure 5.2: Compare the prediction result in different density and classifiers

Namely that if we can have a higher density data, we can get higher performance. For all
classifier, the predictors can nearly get about 70% accuracy via considering both explicit and

implicit features, whatever which the clustering method be applied.

5.4.4 Compare with dimension reduction method

Since we extract the effective features via observation, we compare our observation results
with traditional dimensionreduction methods. PCA and LSA are well-known dimension
reduction methods based on singular value decomposition(SVD). Figure 5.3 compared

the prediction result with PCA and LSA and Table 5.3 shows the number of dimension after

reducing. Clearly, except Random Forest classifier, LSA often performed worse than the
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Figure 5.3: Compare with LSA and PCA

effective features we extract. The accuracy in LSA is not ideal though it has lower dimension
after reducing. In the other hand, PCA can perform better than LSA and nearly reach
the accuracy of the features we extracted. However, in Figure 5.3(d), we can see that the
performance of PCA is merely about 60%.

Moreover, the traditional dimension reduction method is unstable for classifier, namely
that the performance would be influenced by the classifier badly. Another important thing is,
if we conduct the dimension reduction method directly in the data, we would hard to know
the implying meaning of user behavior. Therefore, the effective features we extracted are more

stable in each classifier and the implying meaning is much easy to observe.
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Feature Name LSA PCA Ours

ST+Exp. 4 5 4
SHRINK+Exp. 4 5 4
DBSCAN+Exp. 3 5 4

Table 5.3: Dimension of each method

5.4.5 Efficiency

Although merge the explicit and implicit features can get better prediction accuracy, comput-
ing the both of the features may cost a lot of execution time. Table 5.2 lists the execution
time for extracting the features. Obviously, extracting the implicit features take several times
than explicit features. The bottleneck is that we have to compute the all-pair similarity
(or distance) in first layer for construeting communities.. The time complexity of the step
takes O(N?) and lead extracting the implicit features very inefficient. With the increasing of
graph density and size, the execution time for extracting the.community based features will
become much inefficient. However, as shown inFigure 5.2, theperformance of explicit features
become better when the data getting dense. As a result; fo deal with efficiency problem, we

can simply use explicit features as our predictors when the data has high density.
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Chapter 6

Conclusion

In this paper, we aim to infer the potential users who have higher tendency to join a
specific service. To model the problem, we construct two-layer networks via allocating active
nodes in first layer and inactive nodes in“second layer. -Based on the networks, we explore
the explicit features first and extract the effective feature subset. Since human being have
social behavior and often behave together, we further explore the implicit features based
on community algorithm. By deing many observing among the features, we found that the
implicit features (community based features) is more powerful than explicit features. The
situation imply that people tend to influenced-by the group around them. Furthermore,
after analyzing the effective features, we conclude that a potential users’ friends usually be
in small size of group and use the service frequently and widely. After extracting the
effective feature set, we use classifier to predict the final answers and show that the features
we extract can perform well on different classifier.

We further study on sparseness issues. As shown in Section 4.4, the higher density the
data is, the more powerful the feature can be. Although we conduct the experiment on a very
sparse dataset, the accuracy still can reach nearly 70%. If we can have higher density data,
the prediction accuracy can be much better.

Finally, we compare the effective features with traditional dimension reduction method.
The result shows that we can use fewer features to predict potential users correctly and
the features we extract are more stable for all classifier. Most of all, by using the effective

features, the imply meaning is easy to understand rather than using dimension reduction
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method directly.
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