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In
Dual OFDM/DSSS Wireless LAN

Student: Jin-Hwa Guo Advisor: Dr. Terng-Yin Hsu

Department of Computer Science and Information Engineering,
National Chiao Tung University

Abstract

Direct Sequence Spreading=Spectrum (DSSS) and Orthogonal Frequency Division
Multiplexing (OFDM) are widely used-inimodern wireless communications systems.
There are more and more practical systems.and standards, such as IEEE 802.11g,
integrating these two modulation schemes into one operating platform. Different
modulation systems, however, occupy different bandwidth, whereas two sets of ADCs
with two sampling rate have to be used to detect and synchronize the received signals.

In this thesis, a reference design based on IEEE 802.11g is constructed. First, the
proposed receiver architecture consists of only one set of ADCs with dynamic sampling
in order to reduce hardware cost. The sampling frequency and phase from ADPLL can be
controlled by the base band processor and thus approaches the optimum symbol timing.
Furthermore, a packet detection algorithm for the coexistence of DSSS/OFDM system,
and an algorithm for OFDM symbol timing estimation are presented. The probabilities of
packet loss and false alarm are analyzed. Finally, a test chip using 0.13 um technology is

implemented to verify the feasibility.
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Chapter 1

Introduction

Orthogonal Frequency Division Multiplexing (OFDM) and Direct Sequence
Spreading Spectrum (DSSS) are widely used in modern wireless communications
systems [1-4]. There are more and more practical systems and standards integrating
these two modulation schemes into one operating platform. Different modulation
systems, however, occupy different bandwidth conventionally, and use two sampling
rate to detect and synchronize the received signals. Conventionally, there are more
than two sets of ADCs for | channel and Q channel existing in some receiver designs
[5]. Some of the others, use much.higher clock rate for ADC sampling, and obtain the

other sampling rate by interpolator,.as depicted in figure 1.1.

=_> Baseband
|
i Inter- » DSSS
: ,| polator | | pD M
| Decoder (> A
o | f > OFDM ¢
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Figure 1.1 Packet synchronizer with interpolator

The higher clock sampling and interpolator consumes power and hardware area.
To reduce sampling clock, we proposed a packet synchronizer in figure 1.2. Both

modulations use only one set of ADCs and ADPLL with dynamic sampling



techniques. Furthermore, for low power issues, the initial ADC sampling rate is only

half of OFDM sampling rate and is also smaller than the DSSS sampling rate
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Figure 1.2 Proposed packet synchronizer with dynamic sampling

Even if the different sampling rate issues is solved, the separate OFDM and
DSSS packet detection algorithms. will“not-work jointly; the false-alarm rate is still
high. The penalties for false-alarm in‘dual-mode system are much higher than in
single-mode system, since we will miss the desired packet. To prevent from high

false-alarm rate, a dual-mode OFDM/DSSS packet synchronizer is proposed.

This thesis is organized as follows. Chapter 2 introduces the basics of
OFDM/DSSS systems and wireless channel model. Chapter 3 presents the detection
and acquisition algorithms and the threshold decision. Chapter 4 discusses the Matlab
simulation results under different conditions. Chapter 5 emphasizes the hardware
architecture and shows the implementation results. Chapter 6 makes the conclusion

and future work.



Chapter 2
OFDM/DSSS System and Channel

Model

In this chapter, we are going to describe tree block of wireless communications,
transmitter, channel model, and receiver. At first, we introduce the basic of OFDM
and DSSS modulations. And then we present the IEEE 802.11g PHY specification,
which combines both 802.11a (OFDM) and 802.11b (DSSS) at one system, and the
IEEE 802.11g PHY transmitter block diagram. After that, we characterize some
wireless channel models and parameters, such as Additive White Gaussian Noise
(AWGN), carrier frequency offset.(CFO), multi-path, and so on. Finally, in order to

achieve robust synchronizer, we-propose-a-universal receiver system model.

2.1  The basics of OFDM

Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier
modulation that achieves high data rate and combat multi-path fading in wireless
networks. The main concept of OFDM is to divide available channel into several
orthogonal sub-channels. All of the sub-channels are transmitted simultaneously, thus
achieve a high spectral efficiency. Furthermore, individual data is carried on each
sub-carrier, and this is the reason the equalizer can be implemented with low

complexity in frequency domain.



2.3  The basics of DSSS

Direct Sequence Spread Spectrum (DSSS) is a spectrum technique whereby the
data signals are modulated with spreading code. The principle of Direct Sequence is
to spread a signal on a larger frequency band by multiplexing it with a signature or
code to minimize localized interference and background noise. To spread the signal,
each bit is modulated by a code. In the receiver, the original signal is recovered by
receiving the whole spread channel and demodulating with the same code used by the
transmitter. A fundamental issue in spread-spectrum systems is how much protection
spreading can provide against interfering signals with finite power. Spread-spectrum

techniques distribute a relatively low-dimension signal in a large dimensional signal.

2.3 IEEE 802.11g PHY specification

The 802.11g PHY defined in standard-is. known as the Extended Rate PHY
(ERP), operating in the 2.4 GHz ISM band. Four operational modes are listed as
followed:

A. ERP-DSSS/CCK - This mode builds on the payload data (PSDU) rates of 1,

2, 5.5, and 11 Mbit/s that use DSSS (DBPSK and DQPSK), CCK and
optional PBCC modulation, and the PLCP Header operates on data rate 1
Mbit/s DBPSK for Long SYNC, 2 Mbit/s DQPSK for Short SYNC. Figure
2.1 shows the format for the interoperable PPDU that is the same with
802.11b PPDU format, and the details of components such as spreading
code, scrambler, CRC implementation, and modulation refer to 802.11b

standard.



Long/Short SYNC SFD SIGNAL SERVICE LENGTH CRC
PLCP Preamble PLCP Header PSDU X
o ~ 1 Mbit/s DBPSK
PPDU 2 Mbit/s DQPSK

5.5 or 11 Mbit/s CCK

Figure 2.1 Frame format of ERP-DSSS/CCK

B. ERP-OFDM - This mode builds on the payload data rates of 6, 9, 12, 18 24,

36, 48, and 54 Mbit/s, based on different modulations (PSK and QAM) and

coding rate, by means of OFDM technique. Except PLCP Preamble,

SIGNAL field with data rate 6 Mbit/s and DATA are packaged (OFDM)

symbol by symbol. The only difference from 802.11a is the operating ISM

band (802.11a is in 5 GHz). Figure 2:2 is the PPDU format.

RATE | Reserved | LENGTH | Parity | Tail | SERVICE | PSDU | Tail | Pad Bits
~~~~~~~ - Coded/OFDM
BPSK,r=1/2 !
SIGNAL DATA
10 Short Symbols | 2 Long Symbols One OFDM Symbol Variable N

PPDU

Figure 2.2 Frame format of ERP-OFDM

umber of OFDM Symbols

C. ERP-PBCC - This mode builds on the payload data (PSDU) rates of 22 and

33 Mbit/s and it is a single-carrier modulation scheme that encodes the

payload using 256-state packet binary convolutional code. The PPDU

format follows mode a).

D. DSSS-OFDM - This mode is a hybrid modulation combining a DSSS
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preamble and header with an OFDM long preamble, signal field and

payload transmission. In the boundary between DSSS and OFDM parts, it is

single carrier to multi-carrier transition definition. The payload data rates

are the same with those of b). The PPDU format is as followed in figure 2.3.

Long/Short SYNC | SFD | SIGNAL | SERVICE LENGTH CRC

OFDM
Long Sync

OFDM
SIGNAL

OFDM

OFDM

PLCP Preamble PLCP Header

PSDU

PPDU

Figure 2.3 Frame format of DSSS-OFDM

Data Symbols

Extension

An ERP BSS is capable of operating in any combination of available ERP modes

and Non ERP modes. For example; if options are:enabled, a BSS could operate in an

ERP-OFDM-only mode, a mixed.mode of ERP-OFDM and ERP-DSSS/CCK, or a

mixed mode of ERP-DSSS/CCK and:Non-ERP.. Notice that since the first two modes

are required to implement and considered as.main operating modes and the others are

optional, the discussion of platform will be located on the first two modes hereinafter.

Figure 2.4 is the transmitter block diagram. After the parameters of data rate and

data length are decided, following the blocks one by one will generate the transmitted

signals, and the MUX that depends on operation mode will select the signal that be

sent to air by antenna after up-conversion the baseband signals to operating channel

frequency.
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Figure 2.4 Block diagram of transmitter

2.4  Channel Model

There are many imperfect effects during transmitted signals through channels,
such as Additive White Gaussian Noise:|(AWGN);,: carrier frequency offset (CFO),
multi-path, and so on. These imperfections make the' receiver design hard because it
caused received signal distortion, fotation, delay, decay, and so on. We show the block
diagram of channel model in figure 2.5, and describe these effects briefly in the

following subsections.

Channel
Transmitted Received
Signals s(t) Multi-Path Signals r(t)
h(t) >
CFO AWGN
exp(JAf+0) n(t)

Figure 2.5 Block diagram of channel model



2.4.1 Additive White Gaussian Noise

The common wideband channel thermal noise impairment, on which SNR
(Signal to Noise Ratio) is typically based. The primary spectral characteristic of
thermal noise is that its power spectral density is the same for all frequencies of
interest in most communication systems. The thermal noise is usually modeled as

Additive White Gaussian Noise (AWGN).

2.4.2 Carrier Frequency Offset

Carrier Frequency Offset (CFO) is caused by the local oscillators’ inconsistency

between the transmitter and receiver. The.received signals r(t) can be written as

r(t) — Z S(t) « ei27rAft+9

(2-1)

where Af and @ are the differences of carrier frequency and carrier phase between TX
and RX, respectively. CFO will cause the constellation of the transmitted signal

become a circle, that means phase of the transmitted signal will rotate with time.

2.4.3 Multi-path

Because there are obstacles and reflectors in the wireless propagation channel,
the transmitted signal arrivals at the receiver from various directions over a
multiplicity of paths. Such a phenomenon is called multi-path. It is an unpredictable

set of reflections and/or direct waves each with its own degree of attenuation and



delay. Multi-path is usually described by two sorts:
A. Line-of-sight (LOS): the direct connection between the transmitter (TX) and the
receiver (RX).

B. Non-line-of-sight (NLOS): the path arriving after reflection from reflectors.

Figure 2.6 NLOS and LOS between transmitter and receiver

Multi-path will cause amplitude andphase fluctuations, and time delay in the
received signals. When the waves ‘of multi-path signals are out of phase, reduction of
the signal strength at the receiver can gccur.-One such type of reduction is called the
multi-path fading; the phenomenon is"known as "Rayleigh fading™ or "fast fading." A
representation of Rayleigh fading and a measured received power-delay profile are
shown in figure 2.7. Besides, multiple reflections of the transmitted signal may arrive
at the receiver at different times; this can result in inter symbol interference (ISI) that
the receiver cannot sort out. This time dispersion of the channel is called multi-path
delay spread that is an important parameter to access the performance capabilities of
wireless systems. A common measure of multi-path delay spread is the root mean
square (rms) delay spread. For a reliable communication without using adaptive
equalization or other anti-multi-path techniques, the transmitted data rate should be

much smaller than the inverse of the rms delay spread (called coherence bandwidth).
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Figure 2.7 Instantaneous impulse responses

2.4.4 Sampling Clock Offset

The interfaces of RF and Baseband data are Digital to Analog Converter (DAC)
in the transmitter and Analog to Digital Converter (ADC) in the receiver side. The
ADC is the first stage of Base band, so it dominates the receiving signal to noise ratio
(SNR). To get the highest input SNR, the ADC is hoped to sample at the eye open
position where it has the maximum signal power. However, the initial sampling phase
could be anywhere in the eye diagram, so timing synchronization is necessary. The
ADC has two kinds of clock source: free running clock and phase lock loop (PLL)
output clock. With free running clock, this method also called non-synchronous
sampling or fix sampling, clock frequency and phase are fixed. Once timing error
estimated, the compensation would be performed with interpolator. With PLL output

clock, also called synchronous sampling or dynamic sampling, it receives the timing

10



error and adjusts its frequency and phase to compensate the error. There is a need to
maintain synchronization while the accuracy and stability of the original clock
reference in the receiver may not be ideal. These tasks are the responsibility of a

specific module Delay Lock Loop (DLL).

—=  Transmitter
Receiver

<=0

sampling point

Figure 2.8 Sampling clock may no ideal in the receiver

2.5 Proposed Packet Synchronizer

In the proposed synchronizer, it needs to decode the data of OFDM and DSSS
format when either of them is transmitted. We distinguish OFDM and DSSS format
by their preambles, as depicted in figure 2.9. The OFDM preamble field consists of
ten identical short preambles, and a guard interval followed by two identical long
preambles. These OFDM preambles are transmitted at 20 MHz. In DSSS preamble,

there is a series of scrambled positive and negative ones, whose symbol rate is 1

11



MHz. And then these scrambled ones are spread over the 11-chip Barker sequence

b()={ + — + + —+ + +———}. Thus, these DSSS preambles are transmitted at
11 MHz.
Short Preamble Long Preamble
s(t) b I(t)
Gl ma T2
(a)

b(t) » One Barker Symbol

I A

Scrambled ones spread with Barker Code
(b)

Figure 2.9 Structure of (a) OFDM preamble (b) DSSS preamble

To achieve the robust synchronization, universal receiver architecture is shown
in figure 2.10. As the signal is down converted, the analog waveform is sampled by
one pair of ADCs for | and Q channels whereas two pairs of ADCs in conventional
design. The sampling clock is controlled by ADPLL and ADDLL. In the baseband,
there are two match filters for the detection of OFDM and DSSS. The control unit
switches the MUX according to the match filters’ result, and change the clock rate of
the ADPLL/DLL to a proper value. At the same time, AGC adjusts the power level in

the front end to keep the system performance.

12
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Figure 2.10 Proposed packet synchronizer with dynamic sampling
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Chapter 3

Detection and Acquisition Algorithms

In dual DSSS/OFDM systems, the first problem we encounter is that how to
determine the received signals are from either DSSS or OFDM transmitter. Although
we can recognize each system by their distinct preamble structure, these two
modulation systems also occupy different bandwidth and sampling rate. Thus, we may
need two set of ADCs operating at different clock, or use high sampling rate ADC and
obtains the other sampling rate via interpolation. Both methods require extra hardware
and more power consumption. In contrast to those methods, we apply a dynamic ADC
sampling methodology to simply hardware design‘and reduce power consumption..

With the method of dynamic sampling, the Control Unit, as mentioned in figure
2.10, can handle the generated-clock. The-initial clock rate is set at the higher one
between OFDM and DSSS. When a. specific. ‘type of preamble is declared, the
frequency of ADPLL is then moved to two times of its symbol rate for timing
acquisition. After that, the sampling rate is down to one time of the original symbol
rate. Thus, we can achieve the packet detection by only one set of ADCs and
dynamically control the sampling frequency for low power purposes.

The data flow is depicted in. figure 3.1. At first, RX is waiting for packets
coming. The symbols are sampled at 20MHz. In the first case, assume an OFDM
packet is received; we use its short preamble for packet detection. After that, we
should determine the OFDM symbol timing, that is, to find out FFT window. This can
be achieved by long preamble. In the second case, assume a DSSS packet is received;
we use DSSS preamble for packet detection. Since DSSS preambles are scrambled

ones spreading with Barker code, we can determine a DSSS packet is coming by

14



Barker code property.

In the beginning of synchronization, the received signal type is unknown, so it
has three possible cases: OFDM preamble, DSSS preamble, and others. In subsection
3.2 and 3.3, we are going to define the condition by which the declaration of coming

for OFDM or DSSS can be made.

Long Preamble

ETys] ey

OFDM
Packet

Detectiog

DSSS
Packet

H-HA-FEHA — - == ==

Scrambled ones spread with Barker Code

Figure 3.1 Detection data flow at 20 MHz
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3.1 Detection of OFDM Packet

The OFDM Short preambles have been designed to help the detection of the
start of the packet. These preambles are Pseudo Noise (PN) sequence in frequency
domain, and they enable the receiver to utilize a very simple and efficient algorithm
to detect the packet. The general approach was presented in Schimdl and Cox [6]
using the special preamble composed of two identical symbols to synchronize the

timing.

@te\

16 samples

Figure 3.2 Using 2 short'preambles for. packet detection at 20 MHz

. The OFDM short training symbol-s(#)-1s used for the packet detecting, as

depicted in figure 3.2. The auto-correlation function c(?) is defined by
L, .
c(t)= Y r+kyr (t+k+L) (3.1)
k=0

where * denotes complex conjugate and L, is the length of each OFDM short
preamble. It is the correlation of the present short preamble with the delayed one.

The received power p(?) for the short preamble can be written as

L,-1 5
p(t)= ;;) (2 + k)| (3.2)

The resulting timing metric Aorpu(?) is defined by

16



2

c(?)
G (3.3)

AOFDM (=

If the timing metric Aprpum(t) exceeds a pre-defined threshold 77, we declare the

presence of OFDM packet. The criterion is usually transform into
2 2
() >Tx p(2) (3.4)

to omit the division operation. Figure 3.3 shows that noise has a great effect upon
that timing metric Aprpu(?). Therefore we will discuss the decision of the threshold

value /" in the subsection 3.4.

Z 1

m 05

g

n

r{-] O I I I h ]
0 100 200 300 400 500 600

(a) SNR 20dB

-

m 05

g

n

i

O I I I I | ]
0 100 200 300 400 500 600
(b) SNR 3 dB

Figure 3.3 Timing metric Aprpu(t) versus different SNR
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3.2 Detection of DSSS Packet

The DSSS preamble is scrambled ones spread with an 11-chip Barker sequence.
The packet detection of DSSS is to correlate the received signal with a pre-known
spreading sequence. If it is correctly matched, the correlation power will be greater

than the others, and we may call it a ‘Peak’. The cross correlation d(?) is defined by

Ly-1 2

3 H(t+k)-b(k)

k=0

d(t) = (3.5)

where b(k) is the 11-chip Barker code and L; is the length of Barker code.

Unfortunately, there are usuallysmismatchbetween the initial OFDM sampling
rate and chip-rate of DSSS préamble, and thus exists a timing shift. The shifted

samples 7 ’(z) can be derived as follow

r'(nT,))=r(nT))® sinc(nT’;;AP”) (3.6)
1

where @ denotes convolution operation, TI is sampling interval, and APn is the
clock offset. The peak varies from time to time even if the first chip is correctly

aligned, as shown in figure 3.4.
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Figure 3.4 Barker correlator output at.(a) 11 MHz and (b) 10 MHz

Due to the mismatch of sampleirate;-two-characteristic are examined to ensure a
DSSS packet is coming. The Baker correlator output is depicted in figure 3.5. First,
the interval of two adjacent peaks remains a constant period. Second, the peak values
should be greater than others in one period, and we can compare peak value with

several “valley” values. Thus, the resulting timing metric Apsss(?) is defined by
te
ADSSS(nTS):d(nTS)_Zd(nTS +kT¢) (3.7)
k=ts

where Ty is the period of peak occurrence, T¢ is the chip period of spreading code, and
[ts, te] is the index window of summation. The criterion for the declaration of DSSS is

to see if Apsss(?) 1s positive.
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We also compare the proposed DSSS packet detection with previous work done
by Shih-Lin Lo [9], who is graduated isIP Lab member. As shown in figure 3.6, the
method proposed by Lo is to compare the peak value with average value, in other
word, Peak-to-Average Power Ratio (PAPR). The DSSS packet is declaration if the
PAPR exceeds a pre-defined threshold. This method works fine when no multi-path is
presence. If there is multi-path presence, due to the multi-path delay spread, peak will
spread out and inference those correlations close to it. Thus the PAPR value will have
great variation and decrease detect probability. The proposed work is to compare the
peak value with valley value. Because it doesn’t take those correlations close to peak

into account, it has better detect probability than previous work.
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How to choose the length and location of index window [#s ,ze] will be discussed

later. Here we summarize the criterion for declaration of OFDM and DSSS as

Apppy (O >T and A oo(0T)>0 (3.8)
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3.3  Threshold Decision

To evaluate the performance of packet detection in several cases, IEEE 802.11g
are taken as the simulation platform. Thus the symbol rate and chip rate of OFDM
and DSSS are 20 MHz and 11 MHz, respectively. The probability of packet loss and
false alarm are to be analyzed.

In the first case, assume OFDM packets are transmitted, the distribution of
timing metric Aoprppm(?) is depicted in figure 3.7. It shows the timing metrics in
different packet types transmitted, i.e. OFDM preamble, DSSS preamble, or noise.
The OFDM preambles under different SNR are also shown in figure 3.7. Obviously,
when the transmitted signal is either DSSS preamble or noise, the timing metrics
Aorpm(t) are mostly low. On the other hand, whén the transmitted signal is OFDM
preamble, the timing metrics Apgpm(t) become more-centralizing and higher as SNR
increasing.

Now return to the threshold decision problem. The false alarm probability is the
area of noise curve above threshold; the packet loss probability is the area of OFDM
curve below threshold. If the threshold sets too high, the false alarm probability
decreases but the packet loss probability increases. On the other hand, if the
threshold sets too low, the packet loss probability decrease but the false alarm
probability increases. The trade off can be made by setting the threshold /™ at the
intersection of OFDM and Noise curves. Take the curve when SNR equals 6 dB as

example, it can be seen that I is equal to 0.3 as illustrated in figure 3.7.
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Figure 3.7 Distribution of timing'mettic Aorpu(?) at different SNR

Nevertheless it is possible to know-that-Aerpi(t) exceeds threshold whereas the
received signals are only noise. Inthis situation, false alarm is occurred. In order to
reduce false alarm, it is necessary to examine the times by which the timing metrics
Aorup(t) exceeds specific threshold 7. Figure 3.8 shows the CDF of timing metrics
Aorpm(t) transmitted noise. The threshold and the times exceeds threshold
successively are also considered. In other word, the CDF shows the relationship
between the false alarm probability and the threshold decision. To achieve 0.01 false
alarm probability, for example, the threshold /" equals 1.3 if the count is 1. But the
threshold 7" can be 0.4 if the count is 10. The false alarm probability will decrease
greatly if the count is high. It shows that even the timing metrics Aoprpum(?) 1s high

when the received signal is noise, it will not keep high consecutively.
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But it is not the case when the received signal is OFDM preamble. Figure 3.9
shows CDF of timing metrics Aorpu(?) received OFDM preamble under SNR 6 dB.
The CDF shows the ratio of OFDM preamble can be recognize by specific threshold
and count. The detection probability is direct proportion to this CDF. We can see that
to achieve 0.1 target line, for example, the threshold /" equals 1 if the count is 1. But
the threshold 7" can be 0.65 if the count is 10. It explains that low threshold will not
reduce detection probability very much if we increase the count.

Hence we can use low threshold to decrease packet loss probability, whereas
use high count to decrease false alarm probability. Thus, the OFDM preamble and

noise can be distinguished by low threshold and high count.

3.3.1 Adaptive Threshold.Decision

The fixed-threshold and high count scheme works fine, but it can be further
improved by adaptive threshold appreach.-Although- the adaptive threshold approach
has not yet implemented in my thesis, the main idea is as follow. At first, assume the
channel condition is bad, and we use low threshold and high count to detect the
OFDM preamble. The CDF of timing metrics Aorpm(?) received noise determine the
values of threshold and count. If the threshold and count can detect a particular
OFDM preamble, we change the threshold and count to detect the same OFDM
preamble. If the new threshold and count can also recognize the same OFDM
preamble, we adopt the new threshold and count. Otherwise, we restore the original

threshold and count.
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In the second case, assume DSSS packets are transmitted. The probability under
the condition Apsss(2)>0, which is the criterion to detect DSSS, is discussed by
means of window length and location. We denote the window length by #, and the
end index te can be defined by te = ts + 5. As 7 increases, since the peak value is
compared with more valley values, the probability of Apsss(?)>0 are decreasing. In
the presence of multi-path, the peak will spread out and inference those correlations
close to it. As a result, the probability of Apsss(2)>0 are also decreasing if we choose

window location to be near the peak location.
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Figure 3.10 Probability of timing metrics Apsss(?) @ SNR =3 dB

The probability of detecting DSSS in transmitted different packet types is
illustrated in figure 3.10. The start index #s are represented by x-axis and the window
length # are illustrated in different curves. As 7 increasing, those curves in OFDM

group are decreasing faster than those in DSSS group.
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Hence the final criterions used for OFDM and DSSS detection are defined in

the similar way by

ol

;;)S ign(Agppy (k) —T') ==a. (3.9)
B-1

I;Sig”(ADsss (kT))==p (3.10)

where sign(.) denote the operation of signum which return 1 if the element is positive,
0 if the element is negative. The criterion holds if timing metrics exceeds specific
threshold consecutively a certain times. We summarize packet detection algorithm in

FSM depicted in figure 3.11.

Find
OFDM OFDM Peak DSSS
Initial o> “Detected d(nT Detected

oM < A=|a k3 Ts

Valleys
2d(kT.)

Calculate
Apsss(nTs)

Figure 3.11 FSM of Packet Detection
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3.4 Low Sampling Rate Packet Detection

Although the algorithms described in subsection 3.2 ~ 3.4 work fine at 20 MHz
sampling rate, the power consumption issue may also be considered further. If we can
decrease the sampling rate during packet detection period, we can reduce the power
consumption very much.

Now consider the previous algorithms that work under 20 MHz sampling rate,
but the DSSS packet detection only takes the odd samples to calculate, that is, the
processing rate is only 10 MHz. On the other hand, the processing rate of OFDM
system is 20 MHz, what happen if the processing rate is reduced from 20 MHz to 10
MHz? The only change is to let OFDM packet detection operates at 10 MHz. We still
facility 2 short preamble to detect:the packet, but'since the sampling rate is 10 MHz,
only half of 20 MHz. The operation needed is reduced to 8 samples per preamble, as
depicted in figure 3.12. After running the simulation results, it shows that the 10 MHz
sampling also satisfy the system réequitement: ' The detection data flow is depicted in

figure 3.13.

@t e\

8 samples

Figure 3.12 Using 2 short preambles for packet detection at 10 MHz
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3.5 Estimation of OFDM Symbol Timing

After OFDM preamble has been detected, we need to decide the symbol timing.
The task of symbol timing is to find the FFT window boundary. The miss-aligned
FFT window will not only decay the original signal but also induce the inter carry
interference (ICI) and inter symbol interference (ISI) [8]. Accordingly, we want the
estimated symbol timing as close to the last sample in guard interval (GI) as possible.
The estimation of symbol timing 7 can be obtained by observing the

cross-correlation &(t) and finding its maximum within a defined range

r:argéﬂgé]{ﬁ(t)} (3.11)
L -1 2

&) =|> rt+k)LT (k) (3.12)
k=0

where LT denotes the ideal long training sequence, L, is the length of LT, and [zs, 7e]

define the search window.

Figure 3.14 shows that the auto-correlation outputs keep high under the short
preamble period, and attenuate enormous under the long preamble period. Hence the
start of window search zs can be estimated by monitoring the timing metric c(?) in
(3.1). If it is below the threshold consecutively, we can assume it is at the end of short
preamble and initiate the window search. Furthermore, since auto correlation is not
robust to noise, zs is an approximately position that may be moved earlier or later than

the real end of short preamble, as depicted in figure 3.15.
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Conventionally, the end of search window re is defined by a fixed length &, say

te =15 +¢. If € is too small, the range [zs, ze] may not contain the true symbol timing,
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whereas a large ¢ will result in more buffers to store the received long preamble,
which is used to estimate channel impulse response. In contrast of fixed search
window, we propose a dynamic search window algorithm by observing whether the
maximum is greater than its successors consecutively. For this purpose, a variable

&max and a counter A(?) are defined by

Emax (1) = Max {& 0 (£ =1),E(0)} (3.13)

And

k(t):{}\‘(t_l)—'_l gmax(t_l)zg(t)s (3.14)

0 otherwise,

The symbol timing 7 is determined immediately as the counter A(z) exceeds a
pre-defined number p. In accordance,with.the-proposed algorithm, the &4y (7) 1s the
local maximum over the window [zs, ze]. and-the*window length is at least p. In our
reference system, the desired symbol timing is between sample index 177 and 192,
and the estimated index in different p has the distribution as illustrated in figure 3.16

and 3.17. The distributions of estimated indexes are centralized by increasing p and

SNR.
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Chapter 4

Matlab Simulation

4.1 Simulation Platform

We chose Matlab as our simulation language due to its ability to mathematics,
such as matrix operation, numerous math functions, and easily drawing figures.

The next problem is how to simulate the behavior between DSSS and OFDM
system, the sampling rate difference between 20 MHz and 11 MHz, to be more
accurate. To achieve the sampling rate difference, we first assume an ADC sampling

at
2xQcd(11,20) =440 (4.1)

Mega samples per second. The OFDM transmitter, which are transmitted at 20 MHz,
are 22x up-sampling using Raised Cosine Filter to achieve 440 M samples per second;
in the same manner, the DSSS transmitted are 40x up-sampling. So that both satisfy
440 M samples per second. Whereas the transmitted s(t) signals suffer from various

channel impairment, we can express the received signals r(t) as
r(t)=s(t)®h(t)xe?=" 4n(t) (4.2)

Where the h(t) is the multi-path, the exponential term is CFO, and n(t) is the AWGN.
At the receiver side, because the initial sampling rate is either 10 or 20 M samples per

second, the received signals are 44/22x down sampling. Also, the sampling point is
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not always the perfect one, there will exits a sampling offset. Finally, the
DSSS/OFDM packet detector determines the packet type by the down-sampled

signals Figure 4.1 illustrates the Simulation Flow Diagram.

Transmitter 440 M

RCOSELT | Samples/sec

22x Up-
sampling

ERP-OFDM | 20M )
Transmitter | Samples/sec

Transmitted

DSSS/CCK 11M RCOSFLT | Signals s(t)
tter | > 40x Up-
Transmitter | Samples/sec 4
sampling
Multi-Path
h(®)
CFO
exp(jAf+0)
Channel
h 4
AWGN
n(t)
T Received
DSSS/OFDM X Sianals r(t
Packet <Saﬁ)/2|2;\//;ec down- |« 9 (9
Detector P sampling

Receiver

Figure 4.1 Simulation Flow Diagram
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4.2  Simulation Result

To evaluate the performance of proposed packet detection and symbol timing
estimation, IEEE 802.11g PHY based on dual modulation OFDM and DSSS [1][2] is
considered. The simulation environment is under Rayleigh fading channel with RMS
50ns and CFO 50 p.p.m. The results are obtained by applying 2000 simulation runs

with different SNR.
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Figure 4.2 and 4.3 shows the packet detection performance at 20 MHz first. The

required SNR for packet loss probability equal to 1% is about 1.5 dB under different

channel conditions. The required SNR for packet false alarm probability equal to 1%

is about 1~2 dB under different channel conditions.
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Figure 4.2 OFDM packet loss probabilities at 20 MHz
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Figure 4.4 and 4.5 show the packet detector performance at 10 MHz. The
required SNR for OFDM packet loss probabilities equal to 1% is 5.7 dB. The required

SNR for DSSS packet loss and false alarm probabilities equal to 1% are -0.5 dB and

-2.8 dB.
100 Fococc--cocoooicoocoooooodtoo—— E———
SEEEEEEEEERE Packet Loss
| —*—False Alarm |

e SR H Packet Loss -

~~ | —*— False Alarm ]

Figure 4.5 DSSS packet detection at 10 MHz
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Figure 4.6 and 4.7 shows the symbol timing performance of two multi-path
models SPW11a channel and IEEE fading channel. The packet loss and false alarm
probabilities are very close in both channels. But the symbol timing error probability
in IEEE fading channel is larger than in SPW11a channel. The performance loss is

due to the pre-cursor channel impulse response.
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Figure 4.7 Symbol Timing Error in IEEE fading channel
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Chapter 5

Hardware Implementation

5.1 Fixed Point Simulation Result

Figure 5.1 illustrate the fixed point simulation result. The simulation
environment is under SPW11a fading channel with RMS 50ns and CFO 50 p.p.m. The
results are obtained by applying 1000 simulation runs with different SNR. The data
rate is 6 Mbps and PSDU length is 500 bytes. The required SNR for PER 8% is about

6.6 dB for both float-point and fixed-point, which satisfy the standard requirement.

Figure 5.1 PER versus SNR with float-point and fixed-point
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5.2 Matlab to Verilog Design Flow

To make sure that the Verilog behaviors 100% match Matlab simulation results,
several things must be confirm. We show the flowchart of Matlab to Verilog design in
figure 5.2. At First, we must find out the word length of variables in the Matlab
platform, due to variables in \erilog only have finite precision. Fixed-point
simulations are performed to ensure that these changes will not degrade system
performance serious. It is trade-off between cost and performance. Second, once the
fixed-point simulations are done, we use Matlab to generate input and output data of
desired Matlab function, and feed the input data to the designed Verilog function. If
the output data of Matlab are completely the same as the ones of Verilog, the Matlab

to \erilog design is done.
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5.3 Design Architecture

The whole architecture of the proposed algorithms can be divided into three parts,
the OFDM packet detection, DSSS packet detection, and OFDM symbol timing
estimation. The block diagram of OFDM/DSSS packet detection is depicted in figure
5.3. The detection control consist of two small self-run FSM, one for OFDM packet
detection, and the other for DSSS packet detection. At first, the data are saved into
32-element shift registers. The OFDM packet detection, DSSS packet detection, and

the OFDM symbol timing estimator share the shift registers.

Calculate
p(t)x"

TZO0

Calculate

ADC Data 32 Shift c(t)
4> . [
Registers

Calculate
“Peak”

T 0O

Calculate
“Valley’

Figure 5.3: block diagram of OFDM/DSSS packet detection
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Figure 5.4 shows the architecture of OFDM packet detection. The architecture of
OFDM packet detection can be implemented with the iterative formula by transform

the equation (3.1) and (3.2) into

c(t)=c(t-1)
—r(t=D)r (t-1+1L) (5.1)
+r(t+L -1)r (t+L —1+1L)

And
p(0)=pE-D)—|r¢-1) +|r(t+ L, - 1) (5.2)

Thus, we can save a lot of adder and complex multiplier into only one adder, one
complex multiplier, and extra shift registers to save the subsequence calculations. And
these calculations are rounded:to nearest:integer before further usage. The FSM
control SEL_10M to indicate the current.sampling rate, 10 MHz or 20 MHz. If the
sampling rate is 10 MHz, one short preamble only consists of 8 samples. The output
of complex multiplier is the autocorrelation of one sample and the square value is the
corresponding power. The square part can be implementing with Look-up Table (LUT)
rather than multiplier to reduce hardware cost. The auto-correlation and power of one
sample are saved in the Corr_FIFO and Power FIFO, respectively. According to
equation (5.1) and (5.2), the summations in equation (3.1) and (3.2) are replaced with
accumulation. Finally, the criterion for OFDM packet detection can be achieved by
comparing the auto-correlation ¢(z) and received power p(t), as mention in equation
(3.4). The comparison results are sending to the OFDM FSM to generate the control

signal.
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Figure 5.4 shows the architecture of DSSS packet detection. The Barker peak is
obtained by de-spreading the received data with 11-chip Barker sequence. And then
the data path can be divided into two branches. The upper branch is to calculate the
“Peak” in equation (3.7). First, it finds every max peak in each window, and then
checks the interval of every adjacent peak to see if the interval is the same as 100 ns.
The lower branch is to calculate the “Valley” in equation (3.7). It utilizes a shifter
register to calculate the summation of “Valleys”. Finally, the “Peak” value and the
“Valley” value are compared, and the results are used by the DSSS FSM to make the

decision.

ADC in
DATA_FIFO

\ 16 regs
d(nTy)
32 31 |---+| 23 22 w9
| | | | max DSSS
v v v v S M= tom
;d(nTS+kTC)‘ P
3 Fé Bﬁ

()

LUT " : 11110;.4 7|6 | 5

d(t)=|>. r(t+k)-b(k) Barker_FIFO

k=0 7 regs

Figure 5.5 Architecture of DSSS Packet Detection

If both detector claims simultaneous, the OFDM packet is declared in

consequence of the length of OFDM preamble is much shorter than DSSS preamble.
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Figure 5.5 shows the architecture of OFDM symbol timing estimator. The data in
shift registers are correlated with a pre-known long preamble, we only user the first
half of long preamble, which are 32 samples. After that, the correlation value is used

to calculate the &, and a counter A(z) in equation (3.13) and (3.14).

( ADC_in )

syncBuffer_in

32 regs
\

Sym.

Timing
¥
Cr ;“E
=
-;EE

O+ RLT(R)
0)° - » argmax
LUT > e

Figure 5.6 Architecture of OFDM Symbol Timing Estimator
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5.4 Implementation Result

An IEEE 802.g PHY receiver is implemented to verify the feasibility. Table 5.1
lists the chip characteristics of the IEEE 802.11g PHY receiver. The process is
UMC .13um standard cell library and Cadence BGX is used for the synthesis. The
maximum available clock rate is 20 MHz and the area of synchronizer is 82105 um?,
about 20k gate counts. The implantation loss is slight and conforms to the
requirements. In addition, the proposed synchronizer is applied in the chip of 11g
baseband receiver by isIP Lab as demonstrated in the Figure 5.6. Due to we only have

limit area, the shape of layout is rectangle.

Table 5.1: IEEE 802119 ID‘HY.fébeiver chip characteristics

Process | - : ‘ L!JM:_(':.--."13um.$tandard cell
PAD Number %plns (P:AD limit)
System Clock 5 : ‘2“0"‘MHz
SYNC TOTAL
Gate Count 20 K 170K

Figure 5.7 Layout of 802.11g PHY receiver
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we propose a packet synchronizer that can handle successful both
OFDM and DSSS packets in dual-mode (OFDM/DSSS) systems with only one set of
ADCs and dynamically controlling the sampling frequency. By this way, we can
achieve the low-power approach in the wireless baseband processor, whereas keep the
overall performance met standard requirements. Not only the algorithm itself, but also
the parameters of algorithm, threshold decisions, are carefully discussed. The
threshold decision is as important as the proposed algorithm. To hardware
implementation, the fixed-point-Matlab-simulations decide the word length of every
module. According to the fixed-point.simulation result, a test chip using 0.13 um

technology is implemented to verify the feasibility.

6.2 Future Work

There are some possible improvements in the future works. First, although the
ADPLL can dynamically controlling the sampling frequency, the practical and detail
behavior of ADPLL are not considered in this thesis. We just assume that the sampling
frequency will change as soon as we want. But it is impossible in a real world, and
there will be some transaction time and jitter will occur. So a detailed ADPLL model
IS necessary in the Matlab simulation. Once the ADPLL model is constructed, a real

ADPLL can be hardware implemented in the proposed packet synchronizer. Second,
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the adaptive threshold decision as mentioned in subsection 3.3.1 is a good approach to
further improve the performance and robustness in packet detection. In the adaptive
threshold approach, the threshold can adapt to the channel condition, and the false

alarm and packet loss probability can be reduced.
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