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The Study of Speaker Adaptation for Speech Recognition

Student: Zong-Ru Hsieh Advisor: Prof. Hsin-Chia Fu

Institute of Computer Science and Information Engineering

National Chiao Tung University

Abstract

In this paper, we focus on speaker adaptation technique for speech recognition.
The main method we used is Maximum Likelihood Linear Regression (MLLR).
MLLR makes use of regression:classes to'group model parameters, so that the
parameters in the same group can‘share the sameadaptation transformation. The
Regression class tree is one approach to dynamically define number of regression
class, but the construction of regression class tree need to determine manually.
Therefore, we use the Bayesian Information Criterion (BIC) and propose a Top-down
binary splitting algorithm. This algorithm can construct a deterministic regression
class tree automatically and the experiment result is reasonable. We also propose a
Bottom-up binary merging algorithm to refine the regression class tree constructed by
Top-down binary splitting algorithm and has an improved result. Moreover, we apply
the proposed methods and implement a distributed large vocabulary speech
recognition system on handheld device. The correct rate and accuracy are 90.09% and

87.21%.
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A=[a,].1<i,j<N (2.2)

(3) & fepLip] & dic
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H o
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Speaker Independent Model

Training
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Training
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—4 Recognition ‘
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Speaker Independent Model w/Speaker Adaptation

Training
data

—4 HMM Training ‘

— | Speaker
IMismatch Ll Indep. HMM

Adaptation
el
Test

data —4 Recognition ‘

Speaker Adaptation
| Adaptation| -
Speaker _> Ob
Indep. HMM 3

Adaptation data

Speaker
Dep. HMM

F2-3 F]7 37 T ;{ﬁ % ## Z(Speaker independent, SI) A7/ 4r _* ,;gﬁ
72 oF (Speaker Adaptation) K irjé c7:% 5 7425 f.ébo ] P T 7 &7 T ,_:gﬁ FFH
TN # 2R FFAT T2 Efﬁ TG TH)R Tl IR B2 A Efﬁ#i

FEZ) » 1R 3 F el 3 SRR G F A A T e el 4T -

Yol 12 &9 srfiah, P A BERA AR ﬁﬂé%ﬁé’%iﬁ#izfifilﬁ’ﬁ B
©{s 4 S R RE (MAP) » B4 4p 02 & S ie §F32 (MLLR) » 12 2 34435 3
(Eigenvoice)sd if i# = fekgm> @ o FUPERT T g% AR 00 R SUPLIE G2 1TSS
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;R AP IR A §f % (Maximum Likelihood Linear Regression,

MLLR)F— 4 % o MLLR j* % 23" %dci# # (transformation based) =33 if =

-t

A BITHRIERNE T A B R &Y gl g > 2 5 SD o]
it BRr R HECA Y vy SR IEA S B AT Y o AR Al

RIS R E TR R ES S S

S

L 2 [16] 7 o 4 B ROR A
1 5 & Bk L RR] S e d #TR & A ¢ (Gaussian Mixture Component) e £ %5
R U R 2 L Sl RS B R
L A g ie— £ % B dicaE L (covariance matrix) 2 L 357 % £ (mean

vectors) o fehrk R E BB FE F R BB LA BY R kT HE R 0 4 G &

Wemidk o AdeiFRT R R P HEL SO DFRE AL EDTIH0E £ - F 24

\3\
;_“\
=

F7 7 AB-H g 7 (acoustic feature space) ¥ 3 T i5iE w £ ¢

%\\Q Regression

w1 class 1

mixture 3

- Regression
W2 class 2

. W2 /Z
mlxtt%/

Feature 1

N 9lnhlea

v

B 2-4 gt i@ 77 #pcl fritpc2(Feature 1, Feature 2) i72- i #4827

(acoustic feature space) » # = # F 272 & =~ #(Gaussian Mixture Components) X
R T el B D B F e T o FR BT 22778 e £ (Mean vectors) & v 2 28 FR
7 R £ ¥ F gopZ(covariance matrix) + Flpt B ErR £ 2R £l i A0 R

2 N Nl A s AN i BV AN i

=\
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HAF? 2 5 BX R 2 SIHA e 2 SD HA h e B > 3% &

F- RO R T 2N

i, =W, - & (2.8)
W, 5 4% s B3 20R & = & g 3% 4L (Transform matrix) » g, 5 3 i 18 en
TiaEe g LA FSBRIR LA OB LI HESE > H TE L
& =lo g st I =l I (2.9)

U w Rk TEE s § on 5 e £ (feature vectors)sna & > o 5 b e
£ (offsetterm) > H 5 - ¥ ¥ TR R k297 THEw Tt AR BB E W ¥
kR R BB LR o

e gzt B 2 0k i A B+ 4pi & (Maximum Likelihood, ML) = 2 F
Ay S E g i e W R R e W 2 i 1 L A 4

WER S E LA B NTHNS Lo

W, = max P(O | ) (2.10)

¢ 0={0,,0,,.,0,} * 5 BRIFEA EAr B E L 0 4 5B ERS
DR SR

A § # * EM(Expectation-Maximization);# & ;= [17]) % £ 4 :4 3 (2.10)
v ﬁvV\?s o & EM & & ;2 ? e E-step (Expectation Step) ® - % i Lz & #f B4 S0 i

(auxiliary function) :

Q(4,4) =Y P(0,8] 4)-log(P(0,8| 1)) (2.11)

(450
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RIS * Q5 REAF > O 55 ERE T HREA ] -

7 . M-step (Maximization Step) ® > #% i 1] # %j"qLV\A/S - XA EN T K
FARE > & (e S g(2.11)50 o @ F EMF B 2 0 & (iterative) s 38 3

B AT SB(2.11) 50 Rbo A 1 pE s g F R T
Q(4, 1) 2 Q(4,1) = P(O| 1) > P(O| A) (2.12)

2127 @I E F #id A et S BRI B > € @ W P(O| 1) el it

grihH o T PI(210)58 P o KA PO]A) B % epW, [9]

2.4 @ 72 M

z]}ﬁ#ﬁ'—ﬂ?xﬁ—iﬁﬁmi,—— LRI grﬁ,-ﬂ Eg + § o2 i Tl B4t di &
BRgEL > BR* A AEM o 20 PR 5T T [8) P AR

* it 7 4~ 4 (Regression Classes)smte & o it fF 4 47 5 ficlb § #1i8 & ~ 2 chfk £

o
el
<l
Yok
:“\
=
el
(! \

Rehfdicg Y AR PR Ko ) BB A H R B
AT AR T LR R AR STF BENR A AR SRRk B Fp
Aok F B FEREAE LRI F AR FEARFRY T ART I L H
AR R o T R deie BTG B ATIR & B AR T e i A

XL AE B R A o
BRI L AR AWE D e AN A RT A ST A6

-~ P¥E 3§ o@(Phonetic knowledge) & * 3F 5§ ok Eaoas o b

SR RS TR N ] e oM B = FERE e B o Bk



BB AT Okt FAL [18] e¢ 2 g A -

=~ % = @ iedg(acoustic space distance) © 12 B TR & A 4B Y
FAEEHE R0 2 K ele 43 JERGE RI D E PR B A ok
M FERAP TR AR A A RAR L F ARIT O A AR e - ﬁﬁﬁ?/”\ ¢ [19]
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o AR e FRFR b E et Jaopo FRRR RES S
EFPHBANRE AR IEUF LN U FE ) ahirilded T A L g

PP

4ok AR R TR o RS K L R B aE A PE (Ao S PR K Sed 2 5%

M) BEFFEF AT R £ A8 FERFE(H P 5o
% oE B e Ak 2E o F1H ST R BR$: (data-driven) | AR 2 N 0 foiF k ehd w|

P B R R ARIT] BOATR G L RRARE T 0 3 g 5 BT e it

TR

- R e R A R E AR R R R B AR E A
PG e BE A AR R TR R R R e R A R el et o A
§ D F A A chic R o R E B s SRR s Fe PR A R AR TR
Fho M BRI Ob]F P o ek S 2Nang AR & A e Tl - B A AR
It gagt RE - BEEEL EAE (45 global adaptation) > FRA-F F %

12 3 3T ’T} HioBEEELT) G iton ok A PR 5 B F AR

-m

LA EIALL - BAKE TE B gjag,:?;rzj; B chid e ae ko B FRE- A ”ﬁ”j‘;“%
ERATTAFPERREE BEBFELF xanGt - FPAPTEREARF
Fend R fFa i A aF T APAALLEZ TEDFFH
g e - B ARG R FAEE A Y REFRY FeoR Y A d 0] F wner
H Ao dode A AR AR R A L e % gt i i 4 SR E > 7R T
SHFAR L E2 AT FodB > a0 FERF A Aok A
PR ARFA S A ® % T i e il 0 R e R o 3
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F A B R AR G B RN TR € TR 15 ] e g
AR TAE - Il ,A’;r;;@‘;giﬁ £org chlf s AR BT AR TR R 50

’@““‘Eﬁ/”\ ;Tg& % 2 o

ﬁ’?b?ﬁiﬁ&ﬁf’}mnéﬂﬂkﬁﬂ;/} HPEA 0 B

\\\?{r

47 [81119] ¥ &t

-

w f A~ 4 AH(Regression Class Tree) 1% H - 14 #(tree) s/ (hierarchy) % &
Bofl TR G AR o BT R ATIR £ B R BRLE 2 2R AA
B HHT & BL(root node) & 7 47 B TR A A ¥ - BT i
B ASE AR L AR L R EEA RE L3 oL S R A R Y A g

B R LR o

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Base class

B 25 v 7ot aipt o+ B 40K n0de) 252 2 7 — I fE#EE 2 (Transform
matrix)Wn » &°8.1 2 #(root) » &* 8.4~ & BLT 2 # & Z:(leaf node) » 42+ A A& 4

z7(Base class) -

Bl 2-5 87 7 etk 1IEB 1S 31 G RN E AR R F A
S AU HE2IHE S B2 A A A ER A4S B B3 A
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GO fra BT F - BN A - BRFLSN o A NG AN 3N
(classl~class7) » & p 11— BFigiEEdW KA K> 84 3 & 8.7 5 fifni (leaf)
S8k o8 i e i 0 AT K & 4 o (base class) o P ASE AL N BF 0 4
P RAFEE FHERAEOR AR L ARy SRR > B R drk
31,?] ~ >t classd e g R 0 RITEE AL € % k4 classd ~ class2 v classl s 4
ELITRF om AR FLERELT Rtk g5 iR 0 i iry
Prepifg 3t o AT AP € 2K 2~ B PP E (threshold value) > # 3% 45 cgh 3§ 351
BRACEP RS 4 A AR E LR B ot 1 KRR R R i
B fice BH R bk B @ % classd ¢ B AR & AR HpF o M S lic g
PR R (S B A LR B classd i e wA T i E R IR
ETREMEE 4o 27EL e 5 st 700 RITEEAFHA 0 4
527 R EA A H R & ELClass2 o e class2 i 3 A W2 g i R B
BACBF IR Pl i W2 ol e RIEL Lt RBaHER D
classl » iz gt #idi o hopt $20 % - BALTE L A B A PIRE RHAEE RS

%k E A B L (T R A

-16-



FE2R 22 E PR MMLE A2 e A

AE GG A H RS 4P 1R UL [F3 7k (MLLR) ¥ e F 2 S
(Regression Class Tree)z. & ffcf— dbecie = 2 « g L % - &9 A A4~
WEFA AT 2 S A RN 22 AH - F 2 &Y AR d Fa T g
= &/ i (Top-down binary splitting)i = i j& A~ sgpebe - % = &9 4 5 d

T @ ez 3 & E (Bottom-up-binarysmerging) 2= - % ﬁ'ﬁ: B RERTERE S o

3.1 i fF A HeE 2 2

4o 2.4 otk 2 0 A AR T Bk AP f;‘z}iﬁfi']&ﬂﬁﬁ?é’%iﬁé (MLLR)p# » ¥ 14

i aE 2 F 4 dgAf(Regression Class Tree) » 2 i 18§ #7/8 & ~ i o S g ¥
B A iR AP ECE (0 PF 0 T 18 i (global adaptation)

PR BEORE AR LY - BREEEL ) F AR FRB S L N e

g o B F BHEEL {HRORE > NE L EaB gk o

m*‘l’ﬁﬁ:&\a\?ﬁmﬁ*”’?’";} FHE A AL EF R ey
BR APEPT R I RE kG R PAME N2 @S FT
ZFERASFERAPA R o223 2 2 BAaBRE 2 1 JERRITHE 2R

& 72 A Bl - #(clustering) & 4ept (AR B TR & A it P mfﬁﬁxﬁ*ﬂ YA H
AR ER 2 kg o LR P AP A RoAanE A 2 B R TR
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ek d 2 A AR FI R A SR e R AN T g b

1=

BRI R e A 3 BRI R &g [9]1120] A0t %

7L 2 g, iE 4 (Euclidean distance) i® 5 & Bl 2% ch= j2 > — 4502 Centroid splitting #%

H\‘

- f 42

e

oo KA BETR S AT iaE e § ST 5 T4 (data)gE 0 kaE =
- FE s B AR R R e T

1. FHEHRLSHNRBELP o
2. 3 EP&ELATe 741G anF fenT 35iE (mean) 2 % #ic(variance) o

3. AZABFEECLIC2y R EBP T HE s b 2 F L § B HiF

L3 3 S Bhe 4T EE B Ko

4. P B & § AR St BT S B CL{r C2 s &
‘&E’éﬂ\.’ T' A:\ﬁo ‘&E’éﬁ,ﬁ&1%m; g’l"!‘!@’ ™ LL /z‘l; jz‘h'T A’i’ 1\!:"4’\ =N Cl ‘ff’ CZ

3% o

5. MEZPY 4t FALA L CLICC2A T HEY 5o FATEE

L

C1 ﬂfr’ C2 nTimig ‘fr FRHco

6. wIHHAHB > LEAREYP I HF BT CLIC2 0 F B4 i
AR S LENIE

7. wEHER1HE L EXEAH DG B PTG Bl ] F R

R

SRR FRE AT E T AP AR YL AR ATAPREAS G SO ES
ik A AR 0 Aot B HFA gETB LN o BRAPERLEELL

32 3% 7k /&~ 47 (base class) it fF 4 St » 7RA ML K )"jf‘ué 7 32+(32-1)=63 i & 2
(EoBidde b ¢ BFEEEE )~ ﬁ-’u%’ﬁ 63 BEEEL (FBage 77 -
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B i el ) k$H:i5 63 B 5;]13/’:\%? (T B o do% AR & 57 chlic B R TR b o
§AZF L& mbame [FA Rt B R U 7 L U o
Ko BHB AT B A A ek ik UE S niked > Vi
§ TS AT LA & EF S AR IR 2 BTG kel A 2 gk
R Aot g3k AR R et A e T i 0T o B R ¥ F

£ H TRk R

3.2 4 1@ T e A STARE 2 2

&3t 3.1 & #1 4 % &0 Centroid splitting ApE 22 FERIIERAA X 5
FAERS A AR R R AR A RPN ATERY XA
Dok RSB EH T F 0 Foamgid T it L B R G 1% o F)
plo g d s - Bd b a T s e Al (Top-down binary splitting) %2 = 1
]F/’:\ XAt 2 * 7 BIC (Bayesian Information Criterion, P = 33 7 %) [21]
[22) ®p &2 i a5 e e ol A& A 2 Fr 24 (Deterministic) sk A

Bfo @ 3T AL H e N o

BIC ¥ #H4ic4] ergp i & (likelihood)fefc Al AF e & B T f7 € » b2 &% &

B FARONA o B - LA KT
BIC(M,) =-2-loglikelihood + (log N) - d (3.1)

2 A2 (317 M A EEAIFASE 0 likelihood & T4t -4 g i & 0 N &
Fpddsdlnd i Sbig S AT A4

5 28 (3.0) % — 35 5 4 $24] (model) ¥t 7 4 (data) s4p 12 A& (likelihood) » 4p
R A g~ S Rl S S S AT TR \_}-&a- s (e 1 Bl ) F R o g 2N

Ao BEALRY - BHCA2 &3 (approximate) » 78 & (7 3] 0 likelihood fr%g 7
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o Kﬁ“*”ﬁﬁﬁ%ﬂ#%’%%iﬂ*iy%%??ﬁm@%om
P F (BL)4e kT % = ST ehg s A ) (penalty) 1A 0 A B B EIRG E &
Ak R 0 FL P RAE SR AHET] 5 A 5 g5 < penalty
LT - BEA R 5 B D PBICHE g 0 i A
FAN G &AM k3 § 7 BICERFEE - A %4k ABIC (Delta

BIC) » # = f258 e :
ABIC(M,,M,) = BIC(M,)-BIC(M,) (3.2)

HEZAWW RS BAIF RT3 - BFRE s Apv ud i
AquwMU@’—*‘mcmmaéﬂw»muwﬁ@mq~’a%§ﬁ?
AR & I M R B3 Pl de % ABIC(M, M) >0 » jed 7 $Ht H T A

Foprie A a et gt i AkbIREERE -

SO A A 2 1 AR RIS B0 & 01 (GMM) kB 1

= —‘_L,fr,/é’\ oo % R LA ks Jup R S B (PDF) 5 ¢

f (X1©) = YW | exp(-05(x — 1)V, (X~ ) | (3:3)
T len? v
H e
K5 %8R &~ ehip i
LAV A5 T BFEREALNTIHEES E ok R e
WoesiBRERE~EDEL
O ={w, &,V |[i=12,..,K} 5 s B 278 & 7] % ¥ & (parameter set)

BRFRX =X, Ko Xy 30 X PUHA BHR £ 0D TR R
EBch @ 0 @ TAEHA G B < rip 2 (likelihood) » 2 41 % EM i & %

- 20-



% i (iterative) e A A O o 2 417 log(likelihood (X | ©)) e + &

’é)":‘:ﬁ;ﬁa ‘ ,9 mrg ﬁy‘r/yb £ *3_;“] ’ j'\n IFE j&—"i :{ F1 ‘} ’ “::‘L_;El_; :I_H.‘ ‘f\:"ﬁ TB; l’—g }%’1",»‘2 é\' L f_‘l_‘
AR 00 ROAP IR B X SRR ATR & AR 0 BTRRe A R 13 Mg
Tl & K3 pR* 7 K=l 4r K=2 éh3 #78 & 4]0 42 5 GMM, fvGMM,

A BT T oA L FEAr 2 F o

Afr @ * 7 ABIC(GMM,,GMM,) 4 & A i 2|7 en i o 5 L4430 8 A 4F
195 F FHL 12 GMM, feGMM, 4 11 & 3% » i3+ & BIC(GMM,) 4= BIC(GMM,) >
BIC(GMM,) % 77 il A * E#FH a3l k w3 en& i & > BIC(GMM,) B % 7+
FAUA A FHORA KRB AEER o APRL UMY
ABIC(GMM,,GMM,) » 4 ABIC(GMM,,GMM,) >0 » % 7 » # FAldig & 1 ¥
# %470 F 20 4o ABIC(GMM,,GMIM)Z0 A £ 77 ph 2 F AL dif & 1A & 3 3

ji%\ T

W
N
™
3

FO BT R AP BRSNS 4 ) Y & 4 Ay AT

TaEe g = 74 #RF 2 Centroid splitting =it ﬁ‘f%\ REAE = 2 Ao uit

1. A=dpit > #fry FRBEAL - &8 R(root) X & 2R 57~ A8

2. ERE-FAHBITLEEP o dodt) EBARE 3T 4K & B

SIS TR =t S

3. P EELATE § G hFOR Xo A W] GMM, frGMM, #54] & 1 3+

Tt AB|C(G|\/||\/|1,G|V||\/|2) B o

4. 4cABIC(GMM,,GMM,)>0 > % 7 FA X fif £ 1 H 3 4 7 » L § 8P

FEAH S REEPREFTAHE S h R 2 -
5. 4cABIC(GMM,,GMM,) <0 % 7 74 X $iif & 4 2 4 ¥ 11 GMM,

-21-



)

1T,
_r
By
I

\_.
e

e
beics
=l
—\“

T Es X4 X2 -0

6. AAABIFECLIeC2 HAuE § FH XL X2 k&2 P

23 §EL ClirC2s SBEPR LA FAH ClIcC2R 57 A K &

EHRFTH2 UL A B I - %11-’1’1’;“}—'—‘%"35,} AR IS

4

Podm 2 e FER Y hE - PR AN L FHE TN SR A

d 327 5 ApdEd o od @ Fansia 2 4 (Top-down binary splitting) »
A7 oo B pfe it 2 R 2 RGFARER 0 A T s AR iR A S o
FERF VR EFLETE OEF BT RT LA - Bt s ¥

PO RA AL F b B @ G AT A Baiig o 4ol 31 7 e fF

~

fr
(dm
F_k

A RERTDF A 0 (2-1)8e(1-1-2)M i B AR T B e G dRiT

lteration 1 ¥ > &5 & eHF AL ©7 05 B @B fr(1) > @ B is A 2 i

@ fFA SR 0 (-1 & B (L-1-2)8 chd BhenBe [TRERE S 50 F A A Z Y
B(2-1) A7 it en(2-2-1)4F » B SHEH T 30 TS EE T RS 0 § R

Fadphty chx b S8 B2 R pchdn NE A B Pl ko ipr AR ¥ - 2
% 74 i (binary splitting) % & = Ak B4 o7 & 2 @ L R A o Ft A PR 0 4 T
@ b iho A g i iz (Bottom-up binary merging) ki = 3w G4 SEA o 4t E A 31

§od A b oa Tz AL BB ATE S AR R S B Rz
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—;T lj"z f'}mw‘}'ﬁ]q;/’;\ F!)}"Lj"

Iteration 2 Iteration 3

Regression Class Tree ------------------eeeeommmmeeeeaans
| Root
/ \
1 2
N/
1-1 1-2 2-1 2-2
LN N\
Iteration 5 31-1-1 1-1-2 2-2-1||2-2-2

#3-1 7 # Top-down binary splitting =2 # 77 it = =~ 4 Z) 72 % & & 2 4 777
& fFA R

BRI E A 3.2 & ¢ 4% ) c0 Top-down binary splitting = 72 » $+7£ & 54
FOAFCAY RS OR ANR L P ST AL R R S e R

+
~

% o %] Top-down binary splitting = ;= #7 & 4

=
iF

BYETAAL - LEEd

h—x

AN G E Y M GRR RL o T A PSRN R o I T A sk M
B RAT A S E B & B E e M B PN BB A -
1&g xuﬁﬁ*‘%ﬁ PN - & £ B ha i $ BE g AR A -

L * 038 BIC Hicii fovt o HaE 2 eh? E 4ot T I

1. A=45it > #-i¢ * Top-down binary splitting ;- %_s4 %;ﬁg?] » 3= > % Base
class & g.C,,C,,...,C °
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2. Hor & ganF A HE S FREOT R SAe kY
ABIC(GMM,GMM,) #ic® » 2 = ¥R % o423 ST

ABIC(GMM,,GMM,) #ciE -

3. %1% SABIC(GMM,,GMM,) Bicit » 35 H1 b+ & > T4 7 %5 & Bheh

FTHEFEMEFERLT > k)t s S E B H - F8ke

4, L2t HEAEN=N-1> { #TdEa §RFTH D

ABIC(GMM,,GMM,) #ic & e fe 4 o

2s

5. 4k Nzl w35 3#HF-4-N=147 4} $8e &8 358

(Root) » & i %= o

Fagrd 3 Fo T s> FHAF o 8L C L, C,,...,Cy & BIC en¥7 > #3f &
M G- Fhg A £ H o BTN FIHR(ROOYS B > W ik gt a2 2 et fF A 4T
BHen2E 0 2 & 2 45 chit fF ARTY R BREESE i Top-down binary splitting <5
LA 2 A o ot BR32 chklE POy H v [ 3-1 <1 Top-down binary
splitting % % 1€ 5 4~ 418 » £ 12 Bottom-up binary merging = ;2 4v 11 34 B enlg
0 B 3-1¢ RARERS S N2-1)MEfr(1-1-2)s cha 8L > A SED 2 (8 fE
A 240 A B A B P ehidp 4o T 12 Bottom-up binary merging & % o

?lléfﬁ'&‘&*mfg/%]’\ﬁ:’f# ﬁ'&sb TA‘Z\?\# "'?K%—‘(zﬂ&ﬁjrﬁgfff‘o
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Initial Iteration 1

r-- Regression Class Tree -------------cooemmmmomoeeeece

Root
N
/ B4 \ 1-2
B3 B2
P | 2N
B1 1-1-1| |2-2-1]|2-2-2
K ™S
1-1-2 || 2-1

/#]3-2 #/+* Bottom-up binary merging .7 ,# #F]3.1 77 % (578 B rn fE 14 £

& EATE 2 IR A R
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Frx FRZH®

BiTH P AP Z R TRLFRE A NF T DRI R TR R

202k T PRk ATy B eI T 2 R TE e

4.1 7 PR T

P T 5o AN 43 e ® 102 Intel Pentium4 2.4Ghz ;i ¢ £ i
T B i A T Hoo 5 fed 512 Megabytes 4 e i (T ¥ & 2L L Microsoft Windows

XP & %K o %

oy
\4:»

PRk BTG 0 PR YT GG < F 14z k (Cambridge
University Engineering Department)#+% % 7 Hidden Markov Model Toolkit (HTK)

$ 321K kik 2 Bk auE S e i & [23])

AR SRS G o AP 7 TCC3003% 4 F4 & [24] - TCC300 4 B
Lel: Sl AR B R LR SN R S 2ZFF RREATRES 20 B R
B2 PR ER IR OB ERLRPEFES cHP A TFTHELLE S f e
Afeziod 100 A 4HEA A LA XA FRELES Eahe R 5D ¢ 4
F g B 2. 500 iR s EAL R ¢ B 29 100 A 4%l &> TCC300
SR CZRZFHEEREE 0 H 300 A anEg T o At 300 B A SE R 1
¥z 851 1.5 cht (2 A B 0 85% % (F3E FEk B MGE L B 4 15%h
R R IR ALY 5% 0 200 F Rt RITSFAAE LT o FIT
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FA0%FE AL 5 RIFETER e K 16 3 R R BEARE R ARERILT ¢ § RIS

P g

¢ o

i

)3 fﬂ&

Fqprig # TCC300 » 9785% 0 £ 260 * crgfAfl» ' aved ¥ | B2 5 7%

ﬂ 7
FAl G A Bypmnamd AT A L Baseline 272 c BREAEEZZ P 97
#;‘aﬁm/ﬁﬂ-r % > 12> MLLR 3 £ 2 F%l.@/ MTr?u il ETF/”\ F'*LJL ;{’F“L?Eé{’u b ﬁ"%’

B o i B i AT 2 A AT

AR N LRERFE ORER O RE BRERFE R FA > BN E D
fgas - B XA 255 HEuA it L IARENA25 REN2L4E
SRR 0 ik B 4 e 58 5 Baseling Al (TR AR o B - b aEiEa L
EEFENE I ANAEFH AT R ER 2 e A A
BT e i Ea 125 il £ s REEE R
HMM H03) 2Rl iRl 2 » U LR 0 27 b e B b 53T - % 2

fe s E]T? LRER A AR FERE S TR AR o

HFRRE R OBY > AP AR oAt J g K R 0 A R

I F& & (Percentage number of labels correctly recognized) > & £ Corr. :
H
%Correct = leOO%, 4.1)
# F2 5 (Accuracy) » f§ #- Acc. :

Accuracy =

H&"xlom%, (4.2)
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A N ZRRERE2 fY #r7 label i » H 55 % 7 & 72 o label
Bc® 0| 5 4E o~ s iRendic & (Insertion error) » & 7§ FRE A2 5 AT fp R e
label s#c& - Kf przodb s AfpE D AT S M% 14 4% 2%-cniic & (Deletion error) » =
LR et f Y anlabel el ® 5 1S AT 5 R R R
(Substitution error ) » Fry%zs di ah label fv < g ¢ o label 7 £ & chfic® > Bligdt #ic

Frobut 2 Wenpl 35

N=H+S+D-1 (4.3

43 F %%

22

AR T % = ekl e Top-down binary splitting = Bottom-up

binary merging ej% & 2 © # MLLR A2 2 € AR5 E N 5 7 2 #0747 3
PR & #0312 E » £ (Mmean Vectors) s iE 2 A W”’\ ®Ar> ik MLLR
P kR T Ee - Tae fF 4 42 % o Top-down binary splitting i# B {6 & = 215
34 ¥ ¥ & g (leaf node) 2. i j ~ #iai > 2 14 {f 4L 5 TD34 > & Bottom-up binary
merging i ¥t Top-down binary splitting e % £33 B {82 = i jF & ST 5
BU34° 5 7 sb gt = 22 A3 %% 2 S# KD chr /gl AP * 7 HMM tool
kit # ¢ Centroid splitting j# & /% 2& = % Ip ¥ fcenit §F 4 &FHF > & B L2 3% - 8
FAOF M E6AF 200 EE A P HcE Ea B FEck B 2 v o A HTK2
HTK8 ~ ... ~ HTK200 - st iP* -7 iﬁ]éﬁé%iﬁé% AP R R & A L T 320E 5 B i
R EES TN A AL AN RF S R 425 R E RS

A w3 E] 4-1 fr'%] 4-2 3 Bl 4 o
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£ 4-1

FF 7 # T fg)(Baseling) ot A i v FE

417 =3

s

/#(TD34, BU34) 22 HTK

GAL TG A T2 2 (CO) B R o BT R G R

E 75 R GE T

Baseline

HTK2

HTK4

HTK8

HTK16

HTK200

HTK34

HTKG64

TD34

BU34

70.00714

70.00714

70.00714

70.00714

70.00714

70.00714

70.00714

70.00714

70.00714

70.00714

70.00714

70.91429

70.91429

70.91429

70.91429

70.91429

70.91429

70.91429

70.91429

70.91429

70.00714

71.52571

71.50286

71.50286

71.50286

71.50286

71.50286

71.50286

71.19857

71.53429

70.00714

72.37429

72.64857

72.50714

72.50714

72.50714

72.50714

72.50714

72.35714

72.02571

70.00714

72.87143

72.50429

72.68571

72.68571

72.68571

72.68571

72.68571

72.85143

72.18714

70.00714

73.1

73.13571

73.13857

73.13857

73.13857

73.13857

73.13857

73.13

73.36857

70.00714

73.16714

73.40714

73.15857

73.15857

73.15857

73.15857

73.15857

73.15571

73.50143

70.00714

73.00571

73.58857

73.61286

73.67714

73.67714

73.67714

73.67714

73.64286

73.62857

Ol o N0 B>|lW[IN]|PF

70.00714

73.12429

73.44143

73.96286

74.01143

74.01143

74.01143

74.01143

73.53571

74.19286

—
o

70.00714

73.14286

73.64714

74.17571

74.48571

14.48571

74.48571

74.48571

74.08714

73.95

-
[N

70.00714

73.40857

73.83857

74.60571

74.94714

74.94714

74.94714

74.94714

74.35

74.79

[N
N

70.00714

73.55429

74.12

74.59

74.92429

+4:92429

74.92429

74.92429

74.75286

74.87

[N
w

70.00714

73.46286

73.96429

74.41857

14.86429

74.97143

74.97143

7497143

74.95286

74.76714

[N
~

70.00714

73.53571

74.10286

74.59143

74.81857

74.79714

74.79714

74.79714

75.09

74.87143

—
(6]

70.00714

73.82857

74.02143

74.41

74.77571

74.83286

74.83286

74.83286

75.08857

74.67857

-
[e2]

70.00714

73.63429

73.93857

74.59429

75.02857

74.89857

74.89857

74.85286

75.25857

75.74571

—
~

70.00714

73.45857

74.00429

74.79714

75.41429

75.39714

75.3

75.42143

75.34143

75.86143

-
[ee)

70.00714

73.33

74.04571

74.82

75.45

75.71714

75.57857

75.67

75.74857

76.12571

=
O

70.00714

73.64429

73.93571

74.95286

75.58429

75.61

75.53286

75.56286

76.37286

76.20429

N
o

70.00714

73.69286

73.96286

75.00429

75.64714

75.68857

75.75

75.61714

75.86857

76.33571

N
[

70.00714

73.60714

74.39286

75.01714

75.97571

75.99286

75.98571

75.96857

76.26857

76.62714

N
N

70.00714

73.69571

74.20429

75.15571

75.86143

76.21429

76.17143

76.14429

76.22857

76.63714

N
w

70.00714

73.65571

74.15286
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72.01571
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=
D

66.20143
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73.39857

73.89286
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[N
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71.48857
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N
(85 ]

66.20143

71.32714

72.63143

73.56571

74.90286

74.93429

74.93143

74.86429

75.01286

75.63143
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M A ¥ 2R AR E 4
1 Sil 41 g.o 81 lu 121 sic_a
2 A 42 g_u 82 m a 122 sic_e
3 Ai 43 h a 83 m e 123 Sic_i
4 An 44 h e 84 m_ee 124 sic_iu
5 Ang 45 h_ee 85 m_i 125 sic_0
6 Au 46 h o 86 m_o 126 sic u
7 b a 47 h_u 87 m_u 127 ta
8 b e 48 i 88 na 128 te
9 b_ee 49 ia 89 n_e 129 ti
10 b i 50 iai 90 n_ee 130 to
11 b o 51 ian 91 n_i 131 tu
12 b u 52 iang 92 n_iu 132 ts a
13 ch a 53 iau 93 n_o 133 ts e
14 ch e 54 ie 94 n_u 134 ts_empt
15 ch_empt 55 in 95 0 135 ts o
16 ch o 56 ing 96 ou 136 ts u
17 ch u 57 iou 97 p_a 137 tz a
18 chi_i 58 iu 98 p_e 138 tz e
19 chi_iu 59 iuan 99 p_ee 139 tz_ee
20 da 60 iue 100 p_i 140 tz_empt
21 de 61 iun 101 p_o 141 tz o
22 d ee 62 iung 102 p_u 142 tz u
23 di 63 ja 103 ra 143 u
24 do 64 je 104 re 144 ua
25 du 65 j_ee 105 r_empt 145 uai
26 E 66 j_empt 106 ro 146 uan
27 Ei 67 jo 107 ru 147 uang
28 emptl 68 j_u 108 s a 148 uei
29 empt2 69 Ji i 109 s e 149 uen
30 En 70 ji_iu 110 s_empt 150 ueng
31 Eng 71 k a 111 S0 151 uo
32 Er 72 k e 112 s u

33 fa 73 k_o 113 sh_a

34 fe 74 k u 114 sh e

35 f ee 75 | a 115 sh_ee

36 fo 76 | e 116 sh_empt

37 fu 77 | ee 117 sh o

38 g.a 78 i 118 sh u

39 ge 79 | iu 119 shi_i

40 g_ee 80 lo 120 shi_iu
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