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Abstract

Wireless Sensor Networks (WSNs) are formed by a set of small devices with
limited battery capacity, which collect sensed data and transmit it to the base station.
Energy conservation and data transmission latency are considered two important
issues. Among all operations, data transmission.dominates the consumption of energy.
In this thesis, we proposed a MAC protocol which. can significantly reduce energy
consumption and transmissionzlatency. . The existing MAC protocols use a unique
periodical active/sleep schedule for the whole network to save energy. However, these
protocols suffer long transmission latency. Rather than unifying the periodical
active/sleep schedule of all sensor devices, we arrange the schedule of each sensor
device according to its location on the data gathering tree. This arrangement can
provide continuous data forwarding through active sensor devices. The energy
consumption is also conserved during the periodical sleeping periods. To dynamically
adapt to different traffic load, an adaptive sleeping scheme is proposed, which adjusts
the active/sleeping schedule of each sensor device according to the traffic load. The
simulation showed that the proposed MAC protocol obtains significant energy saving

and reduces transmission latency.
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1. Introduction

Wireless sensor networking is an emerging research area with potential applications
in environmental monitoring [7, 9, 10], surveillance, military, health [22, 23] , and
security. Such a network normally consists of a group of nodes, called sensor nodes.
Each node has one or more sensors, an embedded processor, and a low-power radio.
Typically, these nodes are linked by a wireless medium to perform distributed sensing
tasks. This kind of sensor networks offers a monitoring capability in virtually any
environment even if a wired connection is not possible or physical placement of the

nodes is difficult.

1.1 Features of Wireless Sensor Networks

The major differences between “wireless 'sensor networks and other wireless

networks, such as Mobile Ad-hoc networks and cellular networks, are [1, 3, 26, 27]

1. Critical of energy consumption  The small volume of sensor node causes the
critical battery capacity. It may difficult to recharge the batteries of sensor
nodes. The energy consumption becomes the most critical issue of the design of
sensor node.

2. Low communication bandwidth  The bandwidth of wireless sensor network is
about 20 — 150kb/s. This bandwidth is relative low to the tradition wireless
networks.

3. Limited computing power and memory space: Due to the small volume and low

cost of each sensor node, the computing power and memory space are critically



limited. There is only several kilo bytes to hundreds kilo bytes memory
equipped on each sensor node. And the computing power ranges from 4MHz to
100MHz.

4. The large scale of deployment  Wireless sensor networks often consist of
hundreds even thousands of wireless sensor nodes. Those sensor nodes are

deployed in a large wired area for some monitoring task.

Beside the differences in physical layer, the data traffic flow in wireless sensor
network is quite different from traditional wireless networks. Rather than many
independent point-to-point flows, data traffic flow in wireless sensor networks is from
the sensor nodes to a base station that collects the data. Besides this kind of data flow,
there are several other kinds of data.traffic: patterns. Now we have identified three
major kinds of traffic types. First type is the control packets or command packets
from base station to sensor nodes. This kind of packets is used to control sensor nodes
or to change sense mode, such as changing the temperature sense mode to humidity
sense mode. Among all communication messages, this kind of control packets is rare
and not delays sensitive. Second traffic type is the communication messages between
two arbitrary sensor nodes. This kind of communication is often used to exchange
information such as synchronization packets between sensor nodes. Third type is the
most significant traffic in wireless sensor networks. This traffic is the data packets
sensed by sensor nodes and move from nodes to centric data collector, the base station.
This type of traffic is much more than other two types. The data delivery path will
form a data gathering tree [5, 6, 25]. In order to transmit data more efficient, the
construction of the data gathering tree has been studied under various circumstances
[2, 4].

Another important sensor network characteristic is that traffic generation at each



node either has to be periodic or event-driven. Some applications such as medical
temperature monitoring system require periodic packet generation at each sensor node
to monitor patients’ condition [24]. On the other hand, the sensor network deployed
for fire detection system needs packet generation only when fire breaks out. This is an
event-driven sensor network. Furthermore, shortening data packet transmission
latency is also important in wireless sensor networks [36]. Many applications are
latency sensitive and even require real-time delivery guarantee. For example, suppose
a wireless sensor network is used for security monitoring. It must be necessary to
know when and where a security breach occurs in a short time. Even if real-time
delivery is not required (e.g. habitat monitoring [7]), it will be good to transmit all the

packets as soon as possible.

1.2 Medium access control protocol

Like in all shared-medium networks such as wireless networks and Ad-hoc
networks, medium access control (MAC) is an important technique that enables the
successful operation of the network. The fundamental task of MAC protocol is to
avoid collisions from interfering nodes. There are many different kinds of MAC
protocol have been presented. Typical examples are the code-division multiple access
(CDMA), time-division multiple access (TDMA), and contention-based MAC
protocols such as IEEE 802.11 CSMA.

To design a good MAC protocol for the wireless sensor networks, we have

considered the following requirements

1. Energy efficiency  The limitation of the sensor nodes in terms of energy



resources due to their small size and long lifetime requirements also imposes
constraints on the MAC protocol design. Sensor nodes are battery powered
and often difficult to change or recharge batteries. In fact, someday we
expect sensor nodes to be cheap enough that they are discarded rather than
recharged. Prolonging network life for these sensor nodes is a critical issue.
Radio is the most energy consuming component in a sensor node. The
primary sources of energy waste in the radio of a sensor node are collisions,
overhearing, and idle listening. When a transmitted packet is corrupted, it
has to be discarded. Since this packet is discarded, it needs to be
retransmitted. The energy consumption per successful transmission will
increase. Overhearing occurs when a node consumes energy to receive a
packet that is not destined to it. Finally, the major source of power
inefficiency is idle listening. In many MAC protocols such as IEEE 802.11,
the nodes listen to the channel-continuously in order not to miss packets
destined to them. As a result, the nodes listen to the channel although there is
no packet in the channel at all. If nothing sensed, sensor nodes are in idle
listening mode. However, listening to the channel costs almost as much
power as receiving packets. For example, Stemm and Katz [12] measure that
the power consumption ratio of idle receiving transmissionis 1:1 05
1.4 on the 915MHz Wavelan card. And the Digitan wireless LAN module
(IEEE 802.11/2Mbps) specification shows the ratiois1 2 2.5 [13]. On the
Mica2 mote, the ratio for radio power draw is1 1 1.41 at 433MHz with RF
signals power of ImW in transmission mode. Therefore, to conserve energy,
sensor nodes must only be awake to receive the packets destined to them or
to transmit, and sleep otherwise.

2. Latency awareness  Latency refers to the delay from when a sender has a
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packet to send until the packet is successfully received by the receiver. Many
applications require the guaranteed arrival of sensed data to base station
within a specific deadline. An example of security monitoring is mentioned
earlier. Another example is fire detection system. In fire detection system,
sensor nodes are placed in different area to sense the local temperature and
transmit the information to base station. When fire breaks out, it may be only
several minutes for people to run away. Thus MAC protocol should be able
to guarantee an upper bound of three minutes of the maximum delay from
the sampling of the sensors until the time when data reaches base station.
Only if the sensed data be transmitted as soon as possible, the appropriate
reaction could be taken.

Fairness Fairness reflects the ability of different users, nodes, or
applications to share the.channel equally.-In traditional wireless network,
each user requires equal time-and-chance to access the communication
medium. Fairness is quite animportant.issue in tradition networks. However,
in wireless sensor networks, all nodes are dedicated to a single common task.
At some particular time, one node may have dramatically more data to send
than some other nodes. In this case, fairness is not important as long as
application-level performance is not degraded. Hence, rather than node level
fairness, we focus on maximizing system-wide application performance.
Throughput  Throughput (often measured in bits or bytes per second)
indicates the amount of data successfully transmitted from a sender to a
receiver in a given time. In wireless sensor networks, throughput means the
amount of packets successfully received by base station in a fixed interval.
Many factors affect the throughput, including efficiency of collision

avoidance, channel utilization, latency and control overhead. As with latency,
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the importance of throughput depends on the application. Our proposed
scheme tries to maximize network throughput and reduce transmission

latency.

1.3 Contributions

The objective of this thesis is to propose a latency aware and energy efficient
medium access control protocol, the LAMAC protocol, for wireless sensor network.
Although there are some MAC protocols proposed to stress the energy conserving for
sensor networks. However, these works trade transmission latency for energy saving.
The trade-off results in long transmission latency which is too long to be ignore.
There is little work has been proposed to deal with-this problem. In this thesis, we
proposed a MAC protocol which reduces—both ‘transmission latency and energy
consumption. We let sensor nodes to-perform periodical active and sleep to reduce
energy consumption. The active-sleep schedules of nodes are staggered in order to
provide a continuous forwarding routing path through active sensor nodes. By
arranging the schedule, we can reduce the transmission latency greatly. Besides this,
the staggered schedule can also reduce the medium competitors of each sensor node.
With fewer competitors, sensor nodes will have higher probability to win the medium
and save more energy wastage. We also proposed a technique, called adaptive
sleeping, for the proposed LAMAC protocol to adapt different traffic load. The
adaptive sleeping technique can switch low-duty-cycle mode to a more active mode
under high traffic load. By using this technique, we can reduce much more
transmission latency. Finally, the proposed LAMAC protocol has quite good adaptive

ability to sensor network which is unreliable in data transmission.
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1.4 Synopsis

The rest of this thesis is organized as follows  The related work of the existing
MAC protocols will be presented in Chapter 2. In Chapter 3, we will describe the
proposed MAC protocol. In Chapter 4, some analysis of transmission latency will be
presented to show the improvement of the proposed protocol. In section 5 we will
show the performance of the proposed protocol through simulation. Finally we will

make a conclusion in Chapter 6.



2. Related work

The medium access control protocol is a broad research area. There have been
some MAC protocols works in the new area of low-power and wireless sensor
networks. Current MAC protocols can be broadly divided into two groups
Schedule-based and Contention-based protocols. These two groups of MAC protocols
have their own advantages and disadvantages. But the contention-based protocols are
more suitable for wireless sensor networks compared with schedule-based protocols.

Now we have identified these two classes of medium access control protocols.

2.1 Schedule-based MAC protocols

The first class of medium access:controlyprotocols is based on reservation and
scheduling. Among protocols in the: first-class, TDMA has attracted attentions of
sensor network researchers. In TDMA, the channel is divided into N time slots. Each
slot is used for only one node to transmit. The N slots comprise a frame, which
repeats cyclically. Figure 2.1 shows an example of TDMA frame. Currently, TDMA is
used in cellular wireless communication networks such as GSM system [15]. In the
cellular networks, each cell has a base station to collect data packets. These base
stations allocate time slots and provide timing and synchronization information to all
mobile nodes. Mobile nodes only are able to communicate with base station. There is
no peer-to-peer communications between mobile nodes within these cellular networks.
TDMA has a natural advantage of energy conservation compared to contention

protocols, because the duty cycle of the radio is reduced and there is no



contention-introduced overhead and collisions.

Frame 1 Frame 2

N 1/2|3 N

TIME

Figure 2-1  TDMA divides the channel into N time slots

However, using TDMA usually requires mobile nodes to form real communication
clusters [16, 17, 18, 19], analogous to the cells in the cellular communication systems.
One node within the cluster is selected as the cluster head, and acts as the base station.
Nodes can only communicate with the cluster head. Within a cluster, peer-to-peer
communication is not directly supported, Managing inter-cluster communication and
interference is not an easy task and may needsome.other approaches such as CDMA
or FDMA to accomplish. Moreover, when the network topology or the number within
a cluster changes, it is quite difficulty for TDMA to-modify its frame length and time
slot assignment. Frame length and static slot allocation also limit the maximum
number of active mobile nodes in any cluster. For example, Bluetooth clusters can
only have at most 8 active nodes. Thus the scalability of TDMA is normally not as
good as contention-based protocol and may be not suitable for wireless sensor
networks.

SMACS (Self-Organizing Medium Access Control for Sensor Networks) and EAR
(Eavesdrop-And-Register) [20] protocol are proposed to achieve power conservation
based on TDMA-FDMA combination. Each node maintains a TDMA-like frame,
called super frame, where it schedules different time slots to communicate with its
known neighbors by generating transmission/reception schedules during the

connection phase. Each node either talks to one of its neighbors or sleeps at each time



slot. The interference between adjacent links is avoided by assigning different
channels to potentially interfering links with FDMA or CDMA. The EAR algorithm is
then used to enable seamless connection of mobile nodes in the network. Although the
structure of super frame is similar to a TDMA frame, SMACS does not avoid two
interfering nodes from accessing the medium at the same time. The actual multiple
accesses are accomplished by FDMA or CDMA manner. The drawback of this
algorithm is that it requires extra hardware and abundant bandwidth for nodes to tune
the carrier frequency.

LEACH (Low-Energy Adaptive Clustering Hierarchy) [21] is also an example of
schedule-based protocol in wireless sensor networks. LEACH organizes nodes into
cluster hierarchies, and applies TDMA scheme within each cluster. One node will be
elected to be the cluster head in each cluster. And the cluster head is rotated among
nodes with the same cluster according to their remaining energy levels. Sensor nodes
only can communication with the cluster-head.-The advantages and disadvantages of

LEACH are similar as TDMA.

2.2 Contention-based MAC protocols

Instead of dividing the medium into sub-channels in schedule-based MAC protocol,
the communication medium is shared by all nodes in contention-based MAC protocol.
The contention-based MAC protocols provide different kinds of contention
mechanism for mobile nodes to decide which node has the right to access the
communication medium at any particular time. The medium is allocated on-demand.
This kind of MAC protocols has several advantages compared to schedule-based

MAC protocols. Whenever the node density or data traffic changes, the
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contention-based MAC protocols can easily adapt to these change because that the
resources are allocated on-demand. And this kind of MAC protocols also can adapt to
network topology changes. This is because no communication clusters are required.
Thus no matter how network topology changes, the contention mechanism could still
work as well. Finally, contention-based MAC protocols do not require fine-grained
time synchronizations as in schedule-based MAC protocols. This is an important
advantage because time synchronization is not an easy task in wireless sensor
networks.

The major disadvantage of a contention protocol is its inefficient usage of energy.
As mentioned in introduction ~ The nodes listen to the channel continuously in order
not to miss packets destined to them. Thus they will waste a lot of energy in idle
listening and receiving packets which are not destined to them. Besides the idle
listening problem, transmission collision and contention mechanism also consume
some energy. To design a good contention-based MAC protocol for long-lived
wireless sensor networks, overcoming these.disadvantages is necessary.

The popular IEEE 802.11 CSMA [29] for wireless networks is a contention-based
protocol that can be operated in ad-hoc mode. It is mainly built on the research
protocol MACAW [30]. It is widely used in ad hoc wireless networks because of its
in-band signaling (through RTS/CTS messages) to reduce collisions caused by
so-called hidden node problem. Some works [31] have shown that the energy
consumption using this MAC is very high due to the idle listening problem. Thus it
includes a power-saving mode in which individual nodes periodically active and sleep.
However, the 802.11 protocol is designed with the assumptions that all nodes are
located in a single network cell. It is not adaptive to multi-hop networks because it
requires more complexity and dynamic state than would generally be available in
wireless sensor networks.

11



PAMAS [32] avoids overhearing by putting nodes into sleep state when their
neighbors are in transmission. It uses two channels, one for data and one for control.
All control packets are transmitted in the control channel. Because of the two channel
scheme, PAMAS requires two independent radio channels, which indicates two
independent radio modules on each node. PAMAS still has idle listening problem.
The similar protocol with two channel radio is [33].

Recently some MAC protocols using periodically active/sleep schedule to achieve
great energy efficiency. The most famous protocol is S-MAC [34] which uses the
RTS-CTS scheme to prevent overhearing. This protocol affects the proposed scheme
greatly and we will discuss it shortly. T-MAC [8] seeks to eliminate idle energy
further by adaptively setting the length of the active portion of the frames. Rather than
allowing messages to be sent throughout a predetermined active period, as in S-MAC,
messages are transmitted in bursts.at the' beginning: of the frame. If no “activation
events” have occurred after a certain-length-of time, the nodes set their radios into
sleep mode until the next scheduled active frame. Activation events include the firing
of the frame timer or any radio activity. STEM [35] protocol reduces energy
consumption by combining the active/sleep schedule as well as a separate radio. The
purpose of using a separate channel is to prevent control messages from colliding with
ongoing data transmissions. This scheme is effective only for scenarios where the
network spend most of its time waiting for events to happen.

Although the periodically active/sleep MAC protocols mentioned above all achieve
great energy saving. They all have a common disadvantage which is the long
transmission delay. A sensor node can not receive or send data packets when it is in
sleeping mode. Since a sender must wait until the receiver wakes up before it can
transmit the packet, the transmission latency increases. However, in order to attain

good energy efficiency, the sleeping period is often tuned to be very long. This makes
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transmission latency more seriously. The proposed LAMAC protocol aims to
eliminate the latency as well as energy consumption.

Finally, we look at the S-MAC protocol which is the most related work to our
proposed protocol. The S-MAC An Energy-Efficient MAC Protocol for Wireless
Sensor Networks was proposed by W. Ye, J. Heidemann and D. Estrin. The basic
design of this contention-based MAC protocol is that time is divided into relatively
large frames. Every frame has two parts  an active part and a sleeping part. During
the sleeping part, a node turns off its radio to save energy. During the active part, it
can communicate with its neighbors and send any messages queued after the active
part. Figure 2(a) shows a basic structure of frame with no packets to send and Figure
2(b) shows a frame with packets to send. Since all nodes are active in the active part
and only remain active when there are packets to send in sleeping part, the energy
wasted on idle listening is reduced.. In S-MAC the frame length is tuned to be much

larger than active part. The active part.is-1~10%.of a frame.

Frame Frame
Active Sleep | Active Sleep —
Figure 2-2 (a)  Frame Structure with no Packets to Send
Frame Frame
Active Send Sles Active Slee
packet P P TIME

Figure 2-3 (b)  Frame Structure of S-MAC with packet to send

Figure 2-2  Frame Structure of S-MAC

S-MAC needs time synchronization between sensor nodes, but that is not as critical

as in schedule-based protocols because the time scale is much larger with typical
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frame times in the order of 300 ms to 1 second. S-MAC uses a synchronization
scheme called virtual clustering synchronization, in which nodes periodically send
special SYNC packets to keep synchronized. All exchanged timestamps are relative
rather than absolute. S-MAC uses the RTS/CTS/DATA/ACK signaling technique
from 802.11 as its contention mechanism. It also uses this technique to reduce the
number of collisions caused by the hidden-node problem. S-MAC uses the similar
overhearing avoidance technique from the PAMAS protocol. The difference between
these two techniques is that S-MAC uses in-band signaling (i.e., overhearing
RTS/CTS packets). S-MAC also includes message passing support to reduce protocol
overhead when streaming a sequence of message fragments.

Although S-MAC gets great energy saving, it still has two disadvantages. First, the
packet transmission latency becomes very long with using S-MAC. There are several
sources of latency in S-MAC-including 'carrier sense latency back-off latency
transmission latency propagation latency..processing latency and queuing latency.
But the major source is sleeping latency. As-mentioned earlier, since a sender must
wait until the receiver wakes up before it can transmit the packet, the transmission
latency increases. Even if S-MAC uses a technique called adaptive active to reduce
transmission latency, the latency is still very long. In some applications, this latency
could not be tolerated. For example, a wireless sensor network with 100 sensor nodes
deployed in a museum for fire detection. If all sensor nodes get packets to transmit at
the same time, as the design of S-MAC, it needs about 10 to 30 minutes to collect all
these data packets. If one of these data packets contains a fire alarm signal, this packet
is supposed to be transmitted to the base station with 15 minutes delay. The museum
may have been burnt down by the fire before this packet reaches the base station. We
need a MAC protocol that can eliminate the latency as well as energy consumption.

And this is the basic idea of our scheme.

14



3. Proposed Scheme

In this section, we will present our proposed Mac protocol, the LAMAC protocol.
We will describe our assumptions about network and application first. Then the detail
of LAMAC will be described.

The primary characteristic of wireless sensor networks is that all data packets move
from sensor devices to a centric data collector through a data gathering path tree. The
proposed MAC protocol exploits this characteristic to meet the energy and latency
requirements. The existing MAC protocols use a unique periodical active/sleep
schedule for the whole network to save energy. However, these protocols all suffer
long transmission latency. Rather than unifying the periodical active/sleep schedule of
all sensor devices, we arrange the schedule-of each sensor device according to its
location on the data gathering tree. This arrangement can provide continuous active
sensor devices for data forwarding. The energy consumption is also conserved by the
periodical sleep periods. We further introduced a technique called adaptive sleeping
scheme for the proposed MAC protocol to adapt different traffic load. This scheme

adjusts the active/sleep schedule of each sensor device according to the traffic load.

3.1 Network structure and application assumptions

Sensor networks are somewhat different than the traditional wired and wireless
networks. And it is also different to ad hoc networks of laptop computers. We
summarize our sensor network structure and application assumptions below.

The sensor networks are expected to be composed of many small sensor nodes.

These nodes are deployed in an ad hoc fashion. The large number of nodes can take
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advantage of short range and multi-hop communication instead of long range
communication to conserve energy [11]. There is a centric base station in our sensor
networks. This base station acts as a collector to gather all the sensed data which is
generated by the sensor nodes. All sensor nodes will collaborate to sense or monitor
some targets assigned by the base station. The major data flow in the network is the
sensed data propagate from sensor nodes to the base station.

We expect most sensor nodes to be dedicated to a single application or a few
cooperative applications. Hence, rather than node level fairness, we focus on
maximizing system-wide application performance.

Since sensor networks are designed to one or a few applications, the
application-specific codes could be distributed through the network and activated
when necessary. Intra-network processing is critical to achieve in sensor networks.
Intra-network processing implies that data will be processed as whole messages at a
time by store-and-forward manner. iFhis-processing leads to increase a significant
latency because of waiting all of the'message fragments to form the whole messages.

According to sensing or monitoring some specific targets, the sensor nodes are
assumed to be fixed without mobility. Hence the network topology is stationary. Each
sensor node has its own routing path toward base station. All routing paths form a data
gathering tree. Because of the static topology, the data gathering tree remains stable
for a quite long period of time.

In application assumptions, we expect that the traffic load of the sensor networks is
dynamic. And the network applications require power efficiency and are latency
sensitive. Examples of these are military surveillance, factory monitoring, fire
detection, and security monitoring applications. This kind of applications will be
vigilant for long periods of time, but rarely inactive until something is detected. When

some event happens such as fire breaks out, it is necessary for base station to get the
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packets which are generated by the sensor nodes that are responsible for the fire as
soon as possible. Thus, the applications are latency sensitive.

A scenario example is a fire detection system used in museum as shown in Figure
3-1. Figure 3-1 (a) shows the appearance of this museum and Figure 3-1 (b) shows the
floor plan. The building is divided into several rooms. Each room contains one or
more sensor nodes. There are also some sensor nodes outside the building to detect
the temperature around the museum. In the control room, a base station is set up to
receive wireless packets. In Figure 3-1 (b), the satellite-like objects denote the sensor
nodes. And the dotted lines denote the relay paths which data propagate along. These
sensor nodes detect the temperature in their spot by using thermistor sensor and relay
this information to base station. Base station provides guard the information about the
temperature of each room. The pri"ma;y requirément in this application is real-time

r J ‘ 1 “ k. ; 1 .
delivery guarantee of packets=so.that th‘e‘:guard could take reactions as soon as

possible.
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Figure 3-1  Scenario Example - Fire Detection System
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These assumptions about the network and application affect the proposed LAMAC
protocol design strongly. It also motivates the differences of LAMAC from the

existing protocol such as S-MAC.

3.2 Basic Scheme

The major cause of transmission latency in S-MAC is the sleeping latency. When a
sensor node gets a packet to send, it must wait until its receiver wake up. In the design
of S-MAC, each frame is much larger than the active slot. If a node gets a packet right
after the active slot, it must wait almost the whole frame time to transmit this packet.
Even in an average case, it still needs to wait halt of the frame. The larger the frame,
the longer the latency. If the intended-receiver -can wake up just at the moment that
some other node wants to send-packets-to’it, the sleeping latency will be eliminated.
This is the main idea of LAMAC, We use a stair-like scheduling MAC protocol to

achieve this goal.

Active Active
IR S Sleep R S Sleep | TME.
T
€ R S Sleep R S Sleep | TIME
\ T
. «— RIS Sleep RIS Sleep | TIME

Figure 3-2  Data forwarding path and Stair-like Wake-up schedule

Figure 3-2 shows a data forwarding path and its stair-like wake-up schedule. We

use the similar frame structure with S-MAC. Each frame is divided into two periods.
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One is active period which is also called the duty cycle and the other is sleeping
period. The difference between our frame from S-MAC is that the active period is
further divided into two slots, the receiving slot and the sending slot. In Figure 3-2,
the R slot denotes the receiving slot. And the S slot denotes the sending slot. In
sending slot, nodes contend for the communication medium. Then the winners send
their packets to their next hop nodes. In receiving slot, nodes wait for neighbors to
send packets to them. In sleeping period, nodes turn off their radio to save energy.
The sending slot and receiving slot both have length of T. This length is long enough
for nodes to contend for the medium and transmit one packet. Along the data
forwarding path, an offset of T is used to schedule the wake-up time. Each receiver on
the path wakes up T interval later than its sender. This means that each receiver will
wake up just at the moment that its sender enters.the sending slot. The advantage of
this schedule is that once a -node receives.a packet from another node, it can
immediately enter the sending slot and-transmit this packet to next hop node.
According to our assumptions about.network*data flow, every data packet in the
network has a forwarding direction toward base station. Base station acts as a
collector to gather all data packets in the network. Because base station is the root of
the data gathering tree, every routing path ends in base station. This topology gives us
a convenience to arrange the wake-up schedule of the whole network. Every node has
an offset length T of wake-up time according to its hop count away from base station.
Because of the infinite power, base station is always at receiving state without
sleeping. So the wake-up time of the nodes which are one hop away from base station
does not have offset. In our schedule design, these nodes wake up for the first time
when the system start. Their schedule is called the base schedule. The nodes which
are two hops away from base station have an offset T to the system starting time. And

the nodes which are three hops away have an offset 2T. More generally, the node
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which is k hops away from base station has an offset (k-1)T of wake-up time to the

system starting time.

3.2.1 Contention Mechanism

In wireless sensor networks, if more than one neighbor node wants to transmit
packet, they need to contend for the transmission medium to avoid collision. Among
contention based protocols, S-MAC does a good job in designing the contention
mechanism. We use the similar mechanism with SMAC.

The contention mechanism uses a Request-To-Send RTS , Clear-To-Send CTS
Acknowledgement ACK  scheme, which.provides both collision avoidance and
reliable transmission. Before transmitting a packet, physical carrier sense is performed
at the physical layer by listening to the medium for; possible transmissions of other
packets. For example, if a sensotr. node wantsto send a packet, it starts carrier sense
when it enters the send slot. It randomly“selects a time slot within a fixed contention
window to finish its carrier sense. By the end of the random time, if the node has not
sensed any transmission, it wins the medium and starts sending its RTS packet to the
receiver. But if the node senses another transmission before the random time slot ends,
it considers itself to lose the medium. The node then goes to sleep and wakes up at the
next active period. Another losing case is when a sensor node sends RTS packet but
fails to receive CTS packet. This means there is a node which is outside its

communication range but has the same intended receiver with it wins the contention.
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Figure 3-3  An example of contention process

An example is shown in Figure 3-3, node B and C both want to send packets to
node A at the same time. Node B and C are in the same collision domain. They first
generate a random carrier sense time which is'denoted by CS in the figure to perform
carrier sense. Because of the shorter. CS time, node B is able to send the RTS packet
to node A by the end of the CS.‘As long-as node C senses the RTS packet from node B,
it considers itself to lose the medium. Node C then ends carrier sense and goes to
sleep. After receiving the CTS packet, node B starts the data packet transmission.

In addition to collision avoidance problem in the same collision domain, the hidden
node problem is well known in wireless and ad hoc networks. This is what we
mentioned above about a node outside some other node’s communication range but
has the same receiver with it. The RTS-CTS scheme is sufficient to solve this hidden
node problem. Although there is a little overhead of using this scheme, the overhead

is worthwhile comparing with significant energy used in retransmitting packets.
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Figure 3-4  Structure of Send slot

3.2.2 The structure and length of active period

The active period is divided into sending slot and receiving slot. These two slots
have the same length. Here we take sending slot as our example.

Figure 3-4 shows the structure of sending slot, the sending slot is divided into two
intervals. One is contention interval and the other is transmission interval. As
mentioned earlier, a node should:perform.carrier.sense before sending a packet. It
randomly generates a time slot-within a fixed contention window to finish its carrier
sense and then send its RTS packet. Afterisending its RTS packet, the node waits for
CTS packet from the receiver. When'it gets CTS packet, the contention mechanism
finishes. The contention interval must be long enough to contain all these process.

This observation gives us a limit on the length of the contention interval
The length of contention interval W+R+T+C

where W is the length of the fixed contention window, R is the length of an RTS
packet, T is the turn-around time the short time between the end of the RTS packet
and the beginning of the CTS packet , and C is the length of an CTS packet.

The transmission interval is responsible for data packet transmission. The length of
the interval must be long enough to transmit a whole data packet and an acknowledge
packet. The contention interval plus the transmission interval is the sending slot. And

the receiving slot has the same length with send slot. Thus the active period is twice
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the length of the sending slot. In our stair-like wake-up schedule, the offset T is

exactly the length of the sending slot.

3.2.3 Maintaining Synchronization

Since LAMAC is contention-based protocol, neighboring nodes which are in the
same hop count must synchronize to contend the communication medium. The clock
drift on each node can cause synchronization errors. Two techniques are used to make
it robust to such errors. First, the active period is significantly longer than clock drift.
Some experiments have shown that the clock drift between two nodes does not exceed
0.0002 s per second. Mostly the active; period is more than 10* times longer than the
clock drift rates. Compared to TDMA-schemes with very short time slots, LAMAC
requires much looser time synchronization. Second; all exchanged timestamps are
relative rather than absolute.

Although the long active time can tolerate' clock drift, neighboring nodes still need
to periodically update their schedules with each other to prevent long-term clock drift.
The synchronization scheme we used is similar to S-MAC. As described in the related
work chapter, schedule synchronization in S-MAC is accomplished by sending a
SYNC packet. The SYNC packet is very short, and includes the address of the sender
and the time of its next sleep. The next sleep time is relative to the moment that the
sender starts transmitting the SYNC packet. When a receiver gets the SYNC packet, it
adjusts its timer according to the value in SYNC packet. We have modified this
scheme to fit the proposed protocol. Instead of sending SYNC packets, we use the
CTS packet to do the same thing. Each CTS packet contains a field to indicate the

time of its next sleep. The time is also relative rather than absolute. We can reduce the
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SYNC period in S-MAC without using SYNC packet. This makes LAMAC more

energy efficient.

3.2.4 Scheme of data gathering tree construction

In the proposed LAMAC protocol, every node has a specific wake-up schedule
according to its hop count from base station. Thus we need some information to
recognize the position of all nodes in their routing path. Sensor nodes can adjust their
wake-up schedule to the position. It means we need to construct data gathering tree of
the whole network to locate sensor nodes.

There are some data gathering tree. construction schemes mentioned in Chapter |I.
We use the similar scheme with>:NeuRFon Netform:” which is presented by L. Hester
and Y. Huang. They construct data gathering tree according to the hop count of each
node.

In the beginning of construction period, every node listens for beacon packets. The
first node to start the construction, the base station, begins to broadcast beacon
packets. These packets contain two fields. One is ID field which indicates the sender’s
ID, and the other is depth field which indicates the hop count of the sender from base
station. The nodes which are able to receive these beacon packets form base station
are within the communication range of base station. They can communicate with base
station without intermediate nodes. After receiving the beacon packets, the nodes send
connection request packets to base station. These packets contain the sender’s ID and
are used to request the base station to be its parent node. Base station will reply
connection response packets to these nodes to accept the requests. Each node which

has received reply takes base station to be its parent and sets its level to 1. All of the

24



nodes which are one hop away from base station form the level-1 nodes. Then these
level-1 nodes broadcast their own beacon packets include their ID and level. In our
data gathering tree, the level of a node means its hop count from base station. The
same procedures are performed between level-1 nodes and those nodes which are able
to receive beacon packets. After the procedures finish, these nodes will from level-2
nodes. The construction procedure repeats until all sensor nodes have their own level
and parent. The detailed description of the construction scheme is shown in Figure
3-5.

In the data gathering tree, the level-1 nodes are those which are within the
communication range of base station. And level-2 nodes are those which are within
the communication range of level-1 nodes but are outside of the range of base station.
More generally, level-m nodes are those which-are within communication range of
level-(m-1) nodes, but are outside.the range-of base station, the level-1 nodes, the
level-2 nodes, ..., and the level-(m-2)-nodes.-Every node, with the exception of base
station, has a single parent node, which.is a.nede within its communication range and
is one level higher than this node.

Each sensor nodes will keep a list which is called “upper layer list”. This list
indicates the nodes which are one level higher and can be accessed by the owner of
this list. Sensor nodes will construct this list during tree construction period. For
example  After level-k nodes finish their construction procedure, level-k nodes will
broadcast their own beacon messages which contain their ID and level to construct
level-(k+1) nodes. Sensor nodes which receive the beacon messages from level-k
nodes will be the level-(k+1) nodes. When sensor nodes receive these beacon
messages, they will add the owners of beacon messages into their “upper layer list”.
After the level-(k+1) nodes construction procedure finishing, each level-(k+1) nodes

will also complete the “upper layer list” construction.
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Notation

SN Sensor nodes

level The hop count between sensor nodes and base station
ID Unique identity of sensor nodes

Q-Message Connect request message used to build a link
P-Message Connect response message used to response Q-Message

BS Base station

Initial State

1: The level of all nodes = infinite
2: The level of BS = 0

Tree Construction State

=

For k = level 0to level n

2. Level k SN broadcast beacon messages include their ID
and level

SN which receives message sends Q-Message back

Level k SN reply P-Message

SN which receives P-Message takes the sender to be its
parent node, Sets its level to (k+1) and replies an ack message
to its parent.

Figure 3-5  Data gathering tree construction algorithm

When the data gathering tree construction process completed, each sensor nodes

can arrange its own wake-up schedule according to its level on the routing path.

However, some links between sensor nodes may be broken due to the unreliable

feature of wireless sensor networks. Harsh environment is one source of unreliability.

Besides this, sensor nodes may fail due to some reason such as energy exhaustion.

These unreliable features may cause the data gathering tree to lose its connectivity.

Thus, the data gathering tree needs to be reconstructed every a specific interval.
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However, data gathering tree reconstruction may cause some overhead such as energy
and transmission latency. This is because when network is in reconstruction mode,
data packets need to be queued in sensor nodes instead of forwarding to the base
station. Sensor nodes have to keep waking up to process beacon messages in the
whole tree reconstruction period. These overheads have to be reduced as possible.
Thus, we simulate the overheads caused by different reconstruction interval. We uses
4 conditions to simulate these overhead. The condition 0f’10% nodes failure”
indicates that every a specific interval, there will be 10% nodes losing their function
and can not forward and process any data packets any more. The other conditions are
similar. The results are shown in Figure 3-6 and 3-7. As shown in Figure 3-6, when
reconstruction interval is short such as 20 seconds or 35 seconds, the advantage of
tree reconstruction is not obvious: Especially when node failure rate is 10%, the
overhead of transmission latency caused by short reconstruction interval becomes too
serious to be accepted. As the-result-shows,-the interval of 95 seconds may be an
acceptable interval. Figure 3-7 shows. the overhead of energy consumption. The
similar conclusion of 95 seconds interval is also made. Thus, we will reconstruction

our data gathering tree every 95 seconds.
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Figure 3-6  The overhead IIncy caused by reconstruction
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Figure 3-7  The overhead of energy caused by reconstruction

However, some applications require critical real-time data transmission. The 95
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seconds interval is still too long for these applications. Thus, we introduce a temporal
path mechanism to adapt these applications. Take advantage of the “upper layer list”,
each sensor node is able to know which one level higher node can be accessed by it.
By temporal path mechanism, sensor node will regard its parent node to be failure
when it fails to receive the ACK message three times. As long as a sensor node
regards its parent node to be failure, it will randomly choose one node from its “upper
layer list” to be its temporal parent and transmit data packets to this temporal parent
until next data gathering tree reconstruction. This mechanism can help nodes to
reconstruct their paths between each tree reconstruction. However, this mechanism
can not find the best parent node for each sensor node. Thus, the data gathering tree

reconstruction is still needed because it can build the better data gathering tree.

3.2.5 Overhearing Avoidance

In most wireless networks, wireless devices always keep radio on to listen to all
data transmissions. In 802.11 CSMA, this overhearing is used to perform effective
virtual carrier sense. As a result, each node overhears many packets which are not
assigned to it. This causes a significant energy waste, especially in dense and heavy
traffic networks.

Figure 3-8 shows a multi-hop network which is formed by seven sensor nodes and
a base station. The data flow in this network is from node A to base station. Each
node can only hear the transmission from its immediate neighbors. For example, node
D can hear the transmission form node C and E. But node D can not hear the
transmission from node F to E or B to C. The dotted lines denote the interference

areas of each sensor nodes. Suppose node D is currently transmitting a data packet to
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E. The CTS packet from node E would be heard by node F and the RTS packet from
node D would be heard by node C. Thus node F should go to sleep since its
transmission interferes with E’s reception. Node C should also go to sleep because its
reception would be interfered by node D’s transmission. This means node B can not
transmit any packet to node C. In the network, only node A and node G can still work
now. This illustrates a conclusion that if a node is in transmission, the nearest nodes
able to transmit must be at least three hops away. The sensor nodes which are one or
two hops away should go to sleep to save energy. This is a quite important conclusion

that affects the design of LAMAC.
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Figure 3-8 A multi-hop network and interference range of each node

3.2 Adaptive Sleeping

The scheme of periodically listen and sleep is able to reduce the energy and time
spent greatly on idle listening. However, when a sensed packet generated, it is
desirable that the sensed data can be transmitted through the network without too
much delay. When each node strictly follows its active-sleep schedule, there is a

potential delay on each hop. And the average value is proportional to the length of the
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frame. We therefore introduce a technique called adaptive sleeping to reduce

transmission latency and use active-sleep cycle more flexible and efficiently.

3.3.1 The latency of multiple data forwarding

As long as MAC protocol use sleep-active cycle schedule, the sleeping latency will
happen. For example, the most critical latency in S-MAC is the sleeping latency.
Sleeping latency is the most serious delay among all kinds of transmission latency.
And it also exists in LAMAC. We use an example to illustrate the sleeping latency in
our proposed protocol. Figure 3-9(a) shows a multi-hop chain network. In this
network, data flow is from node A to node D: Figure 3-9(b) and 3-9(c) show the time
relationship and packet forwarding condition . among all sensor nodes. As shown in
Figure 3-9(b), only one packet is transmitted through the network. Because of the
stair-like schedule, this packet goes through the network without sleeping latency.
The transmission duration of this packet is shown in below of Figure 3-9(b). This is
an ideal case and only happens in networks whose traffic is very light. Figure 3-9(c)
shows a network with average traffic. Node A gets two packets to transmit. The first
packet is transmitted without sleep latency. But node A is not able to transmit the
second packet until next sending slot. This is because one sending slot is only long
enough to transmit one packet. The whole transmission duration is shown in Figure
3-9(c) below. This duration is much longer than that of Figure 3-9(b) because of the
sleep period. As long as a node has more than one packet to transmit, it needs many
sending slots to handle all packets. Once a node waits for another sending slot,
sleeping latency happens. The sleeping latency will significantly reduce throughput

and increase the overall transmission latency. We therefore introduce a mechanism to
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switch the nodes from the low-active-cycle mode to a more active mode in this case.
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Figure 3-9  An example of sleeping latency

3.3.2 Adaptive Sleeping Scheme

We propose an important technique, called adaptive sleeping, to reduce the
transmission latency caused by the periodic sleep of each node in a multi-hop network.

The basic idea is to let receiver know that there are some packets for it but remaining
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active time is not long enough to transmit these packets. It works as follows if a
node gets more than one packet to transmit, it will set the future-request-to-send

FRTS flag of these packets except the last packet. The receiver will hold another
extra active period during sleep period for these packets. We call the extra active
period “adaptive active period”. Figure 3-10 shows an example of adaptive sleeping.
Node A has two packets to transmit to node B. In the original active period, node A
transmits the first packet to node B. The FRTS flag of the first packet is set. Node B
knows node A has more packets for itself by the FRTS flag. Thus node B holds an
adaptive active period which is indicated by dotted line. Node A will use the adaptive
active period to transmit the second packet. Having no other packets to send, node A
clears the FRTS flag in the second packet. After transmitting the second packet, node
A and B both go to sleep until next:original active.period. If there are more packets to
send, node A can set the FRTS flag again. And.node B will hold another adaptive
active period for these packets. The advantage-of using adaptive sleeping technique is
that the active-sleep cycle can beused.more flexible and be adaptive to different
traffic load. Without using adaptive sleeping, sensor nodes need to wait until the
beginning of next fame to transmit the second packet. This sleeping latency greatly
increases the overall transmission latency and decreases throughput of the whole
system. However, by using adaptive sleeping, sensor nodes can switch the
low-duty-cycle mode to a more active mode if necessary. This capability can not only
reduce transmission latency but also make LAMAC more adaptive to different traffic

load.
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Figure 3-10  An example of adaptive sleeping

As mentioned earlier, a node which is currently transmitting packets, the nearest
nodes which are able to work must be at least three hops away. This is because the
transmissions of packets that are.one or two haps away interfere with the current
transmission. In Figure 3-11, if-node B decides to hold an adaptive active period, it
must wait S interval for the current packet.to-transmit to nodes D which is three hops
away from node A. The timing diagram.is shewn in Figure 3-11. In order to simplify
the diagram, only sending slots remain in the figure. There is time slot axis in Figure
3-11 below. We use a sending slot to be one unit of time. In time slot 2, node A
transmits a packet to node B. According to our stair-like active schedule, this packet is
transmitted to node C in time slot 3 and to node D in time slot 4. Node D is three hops
away from node A, the transmission between node D and E will not interfere with the
transmission between node A and B. Thus node B can hold an adaptive active period
in time slot 5 and receive the second packet from node A. It means if a node wants to
hold an adaptive active period, it must wait an S interval of two sending slots to avoid
the collision. We let nodes go to sleep to save energy between original active period

end and adaptive active period start.
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Figure 3-11  Time relationship between two active periods

Once the FRTS flag is set, this.flag will not be ¢lear by any nodes. This means
every node which receives this packet will-hold-an adaptive active period. Figure 3-11
shows the mechanism. Node A set‘the. FRTS flag of the first packet. And then this
packet will be transmitted through the chain network. Every node will hold an
adaptive active period after two sending slot. This makes the second packet
transmitted through the path without sleeping latency.

But even we use the adaptive sleeping technique, sleeping latency still happens in
some special cases. Figure 3-12 shows an example. Both node B and node C have
packet to transmit to node A at the same time. Node B wins the communication
medium and transmits its packet to node A. Because of having only one packet to
transmit, node B doesn’t set the FRTS flag of its packet. Thus node A will not hold an
adaptive active period for further packets. Node C must wait until next send slot to
transmit its packet and suffer sleep latency. It is impossible for node B to set the

FRTS flag for other sensor nodes because node B never knows whether or not other
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nodes have packets to send. Therefore, we introduce a mechanism to enhance the

adaptive sleeping technique for this case.
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Figure 3-12  Sleeping Latency caused by contention mechanism

We propose a mechanism, called future request-to-send packet (FRP), to reduce the
latency caused by contention mechanism. The basic idea is to let receiver know that
we still have packets for it, but'are ourselves-prohibited from using the medium. In
this way, if a node loses the communication medium in contention, it will
immediately send a future-request-to-send (FRP) packet to its receiver. The FRP
packet is very small and only contains the receiver’s ID. Sender’s ID is unnecessary
because this packet is used for receiver to hold an adaptive active period. Figure 3-13
shows a similar example to Figure 3-12. Node B and node C contend for the medium
and node B wins the contention. As long as node C knows itself loses the medium, it
immediately sends a FRP packet to node A. After receiving this FRP packet, node A
knows that there are other packets for it. Thus node A will hold an adaptive active
period after S interval. The adaptive active period is indicated by dotted line in Figure
3-13. Then node C can use the extra active period to transmit its packet. This

mechanism is similar to the function of FRTS flag. By using this mechanism, the
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sleep latency will significantly be reduced.
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Figure 3-13  An example of FRP mechanism

Once a node receives the FRP paCkef, it must pass this packet to next hop node. By
this way, the extra active period-will probagate‘along‘ the forwarding path. In addition
to reducing sleep latency, the thrdughput of the netwofk will increase.

For the FRP solution to work, the Iength of active period must be increased slightly.
Since the FRP packet is quite small, the increasing value is also small. Compared with
the improvement of the throughput and latency, we believe it is worthwhile to use this

mechanism.
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4. Latency Analysis

When a packet transmits through a multi-hop chain network, it will suffer many
difference kinds of delay. The total delay which a packet encounters is called the
transmission latency. We will analyze the transmission latency in the following
section. The latency in both LAMAC and S-MAC will be analyzed together. And the
performance will be compared in the section.

When a packet transmits through a multi-hop network, it will encounter the
following delays

Contention Delay Contention delay happens when the sender performs carrier
sense. After carrier sensing, the interval for,sender and receiver to exchange control
packet such as RTS, CTS is inclutled in the contention delay. In some MAC protocols,
sender will stay in idle mode when senses some other transmission. This is named
back-off delay and is also included in the 'contention delay. Basically, the contention
delay is determined by the contention ‘window size and control packet exchanging
interval.

Transmission Delay  The transmission delay is the time between the start and the
end of a transmission. The transmission delay is determined by the channel bandwidth
and packet length. When the packet length increases, the transmission delay also
increases.

Propagation Delay = The propagation delay is determined by the distance between
the sender and receiver. When the distance between the two nodes is quite long, the
propagation delay will be a serious problem. However, node distance is normally very
small in wireless sensor networks. Thus the propagation delay is often be neglected.

Processing Delay  Processing delay refers to the time a node needs to process the
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packet before forwarding it to the next hop. This delay mainly depends on the
computing power of the node. In wireless sensor networks, the sensor nodes often do
not need to process packets but forward packets to its next hop. Hence the processing
delay is quite short.

Queuing Delay  Queuing delays happens when the traffic load is heavy. When the
traffic becomes heavy, the queuing delay is often the dominant factor of transmission.

Sleeping Delay In order to get good energy efficiency, some MAC protocols
introduce the active-sleep schedule to the radio. When a sender gets a packet to
transmit, it must wait until its receiver wakes up. The delay is also called sleeping
latency and is often determined by the frame length of its active-sleep schedule.

We analyze the transmission latency of different MAC protocols in a simple case
which the traffic is very light, e.g.,/only one packet is moving through the network, so
that there is no queuing delay. We.further assume that the propagation delay and the
processing delay can be ignored. We. only-take.contention delay, transmission delay,
and sleeping latency into account.

Supposed a packet will be transmitted through N hops from source node to base
station. By observing the transmission mechanism, we can know that the contention
mechanism is immediately followed by the packet transmission. Thus we combine the
contention delay and transmission delay to be the CT delay in our analysis and denote
its value at hop n by t.n. Its actual value is determined by different MAC protocol. In
LAMAC, its value is equal to the length of sending or receiving period. And in
S-MAC, its value is equal to the length of listen slot plus the transmission time of one
packet. The value is fixed in both LAMAC and S-MAC because of the fixed length of
packets and contention interval.

We first look at the MAC protocol without sleeping such as 802.11 CSMA. When a

node gets a packet, it immediately starts contention mechanism and tries to forward it
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to the next hop. The average delay at hop is t.;n. . The entire latency over N hops is
N
Delay(N) = > t,, )
n=1

Because the length of CT delay is the same at each hop, by change t, to the fixed

values T, we can summarize the value to
Delay(N) = NT,, 2)

Equation (2) shows the transmission latency will increase linearly with the length
of hops in the MAC protocol without:sleeping.

Now we look at LAMAC, which introduces.a sleeping latency at each hop. The
sleeping latency is denoted by ts,, for the nth hop. In:order to reflect a very low duty
cycle, we set the sending period to 10% length of a frame. And a frame length
is denoted by T which is assume to be much larger than tc .

The delay at hop n is
Dn = ts,n +tCt,I’1 (3)

However, if the node is not the source node which generates the packet, it does not
have sleeping latency in LANAC. This is because the sending slot follows
immediately the receiving slot in LAMAC. Once an intermediate node gets a packet,
it can forward this packet to next hop immediately without sleeping latency. Thus if a

node is not the source node, its delay equation must change to
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Dn = tct,n (4)

The delay of source node is denoted by D; and its equation is

Dl = ts,1+tct,l (5)

Because a packet can be generated on the source node at any time within a frame,
the sleeping latency on the first hop, ts 1, is a random value which liesin 0, T . And
its mean value is T¢/2.

Combining the delay on the first hop node and other nodes, we can get the overall

delay of a packet over N hops netwark as

Delay(N)

Il
O

+
M
o

N
= ts,l +ilo ztct,n
(6)

N
= ts,l + Ztct,n
=1

1
= T+ NT

We assume T k Tct. So equation (6) becomes

Delay(N) = %Tf+%Tf (7

Equation (7) shows that the multi-hop transmission latency linearly increases with

the number of hops in LAMAC. The slope of the line is the T¢/k. Compared with (2),
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although we introduce the sleeping schedule into LAMAC, the transmission latency
only increase T¢/2
Now we look at the transmission latency in S-MAC. S-MAC can only forward

packet one hop in one frame. The delay at hop n is the same as(3)

In S-MAC, contention mechanism only starts at the beginning of each frame. After
a node gets a packet in a frame, it has to wait until the next-hop node to wake up. This
means it must wait to the beginning of the next frame. This indicates

Tf =1 1 +ts,n (8)

ct,n—

Substituting ts, into equation (3),.we obtain

D = Tf +tct,n _tct,n—l (9)

There is an exception on the first hop. As mentioned earlier, a packet can be generated
at any time. Thus the delay on the first hop is the same as (5)
Combining the equation (5) and (9), we can derive the overall transmission latency

in S-MAC as

Delay(N) = D,+>.D,
n=2
N
= ts,l +tct,1 + Z(Tf +tct,n _tct,n) (10)
n=2
= ts,l +(N _1)Tf +tct,N
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Because that the ts1 is equal to T¢/2, Ts K Te, and teen T Equation (10)

becomes

Delay(N) = NT; —%Tf WL%Tf
(11)
- NT, N2y
2K

Equation (11) shows the transmission latency in S-MAC. The slope of the line is
the frame length T;. Because we introduce a very low duty cycle, the value of k is at
least 10. Compared the overall latency equation of S-MAC with ours, S-MAC gets
much transmission delay according to the sleeping latency.

In order to reduce latency S-MAC uses a technique called adaptive active. The
basic idea is to let the node wha overhears its‘neighbor’s transmissions (RTS or CTS)
wake up for a short period of time at the end of the: transmission. If the node is the
next-hop node, its previous hop rode is able to pass the data to it immediately instead
of waiting for the next frame. If the node does not receive anything during the
adaptive listening, it will go back to sleep until its next scheduled listen time. An
example is shown in Figure 4-1. In Figure 4-1, node A is currently transmitting a
packet to node B. Every node in the transmission range of node A and node B will
wake up in the end of the current transmission. The transmission range of node A and
B is denoted by the two blue circles in this figure. Node C is in the transmission range
of node B and will wake up for the adaptive active. Thus node B is able to
transmission the packet to node C when it receives the whole packet from node A.
However, the next hop of node C, which is node D, is out of the transmission range of
node A and node B. Node D will not perform adaptive active. Hence node C has to

wait until the beginning of next hop to transmit this packet to node D. This causes a
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sleeping latency.

Figure 4-1  Adaptive active scheme of S-MAC

The transmission latency of S-MAC with-adaptive active is also be analyzed. The

latency equation is

Delay(N) = %Tf —%Tf + 2T
(12)
= ﬂTf +ﬂ‘rf
2 2K

We can see that the average latency in S-MAC with adaptive active still linearly
increases with the number of hops. Now the slope of the line is T¢/2. Compared with
that of no adaptive active (11), it is reduced by half. However, it is still much larger
than the transmission latency of LAMAC

Figure 4-2 shows the simulation results of transmission latency with different hop
length. Besides LAMAC and S-MAC, we also evaluate the full active MAC protocol,

802.11 CSMA, to show the least transmission latency. As the analyzed delay equation,
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the latency of each MAC protocol increases with the number of hop counts. S-MAC
without adaptive active has the largest latency. S-MAC with adaptive active also has
much higher latency than LAMAC and 802.11 CSMA. This is because S-MAC
suffers sleeping latency in each hop. By using adaptive active, S-MAC can transmit a
packet two hops in a frame. However, the packet stops at the third hop. The result is
the same with Equation (12). LAMAC has a slight higher latency than 802.11 CSMA.
As mentioned earlier, this extra latency is caused by the random generating time of
packet at the source nodes and its mean value is half of a frame length. Although
LAMAC will suffer sleeping latency at the source node, the transmission efficiency is

much better than S-MAC.

- "'”"J'"M._'f'b- .

=—LAMAC

6 —8— S-MAC without Adaptive Active
—B8—S-MAC with Adaptive Acitve

5 802.11 CSMA

Average Transmission Latency (second)

1 2 3 4 5 6 7 8 9 10
Path Length (Hop Count)

Figure 4-2  Average transmission latency with different path length

Figure 4-3 shows the transmission latency with different duty cycle. Duty cycle
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refers to the ratio of active period within a frame. If duty cycle is 1/12, it means a
frame is 12 times the length of active period. In our simulation, the duty cycle is from
1/6 to 1/33. As Figure 4-3 shows, S-MAC without adaptive active has the largest
latency. The result shows that the lower the duty cycle, the larger the difference
between LAMAC and S-MAC. 802.11 CSMA also has slight lower latency than

LAMAC.

——LAMAC
S-MAC without Adaptive Active
-MAC with Adaptive Acitve

Average Transmission Latency (Second)

1/6 1/9 1/12 1/15 1/a18 1/21 1/24 1/27 1/30 1/33
Duty Cycle

Figure 4-3  Average transmission latency with different duty cycle
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5. Performance Evaluation

In the following section, we use two different kinds of network as our
experimentation environment. The goal is to show the performance of energy, latency,
and throughput of our proposed LAMAC protocol. As a comparison, we measured the
performance of other MAC protocols including S-MAC and 802.11 CSMA. We use
802.11 CSMA as a MAC protocol without sleeping. Thus it has the optimal
throughput and the least transmission latency. However, it has no energy saving
features at all. We implement S-MAC both with and without adaptive active. To
facilitate the measurement of multiple messages traveling through a multi-hop
network, a message queue is added at,the application layer to buffer the outgoing
message on each node.

There are four ways we use to evaluate performance. They are transmission latency,
energy consumption, throughput; and protocol-work efficiency. Transmission latency
refers to the transmission efficiency of MAC ‘protocol and is the most important part
in our evaluation. We let each packet have its own timer. When a packet is generated,
it set its timer to 0. When the packet arrive base station, it stops its timer and uses the
final time as its transmission latency.

Energy consumption is evaluated to reflect the energy efficiency. This is quite
important in designing MAC protocol of wireless sensor network. Instead of
measuring energy consumption on each sensor node, we measure average energy
consumption of the whole network to transmit a packet. We think the measurement of
energy consumption on each node is meaningless. For example 1f a MAC protocol
always put sensor nodes into sleeping mode. After running a certain time, the network

definitely consumes very few energy. This looks like the MAC protocol gets quite
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good energy efficiency. However, there are almost no packets arrive base station. This
design is meaningless. Thus we measure energy consumption per packet instead of
sensor node.

Throughput indicates the amount of data received of base station in a certain time.
Generally, throughput is highly relative to the traffic load. However, due to some
improper design of MAC protocol, throughput may not have the same ratio of
increasing with traffic load. Thus, throughput can be regarded as an way to evaluate
MAC protocols.

The definition of work efficiency is the amount of data which can be received by
base station before the system shut down. System shut down means the level-1 sensor
nodes all exhaust their energy. The base station can not receive any more packets. The
work efficiency is the measurement of the amount of data received by base station
before system shut down. The ‘more the amount of data received before system shut

down means the MAC protocol ¢an use energy-more effectively.

5.3 Simulation setup

We have built a realistic model of the MICA mote, developed at UCB. The MICA
motes have the Atmel ATmegal28L microcontroller with 128 kB of flash and 4 kB of
data memory. Mica motes are equipped with the RFM TR3000 radio transceiver and a
matched whip antenna. It provides a transmission rate of 19.2Kbps and has three
working modes, i.e., receiving mode, transmission mode, and sleep mode. The power
consumptions of the radio in receiving, transmitting, and sleep modes are 14.4 mW,
36 mW, and 0.015mW, respectively [28].

In our experiment, only three kinds of packets are used. They are control packets
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(e.g.: RTS, CTS packets), data packets, and FRP packets. In our implementation, the
header, payload and CRC fields have 6Bytes, 90Bytes, and 2Bytes. Control packets
only have 6 bytes header and 2 bytes CRC fields. Data packets are about 98 bytes.
FRP packets only contain receiver’s ID. Thus the length of FRP packets is 2 bytes.

In our experiment, we evaluate LAMAC with a sending period of 60mS which is
tuned for maximum traffic load. And the listening slot of S-MAC is set to 90mS. The
duty cycle is from 3% to 15%. Thus a frame length is from 720mS to 3.9S for
LAMAC and 540mS to 3S for S-MAC. Some important parameters of our experiment

are listed in Table I.

Radio Bandwidth 19.2 Kbps

Control Packet Length |8 Bytes

Data Packet Length 98 Bytes

FRP Packet 2 Bytes
Transmit Power 36 mW
Receive Power 14.4 mW
Sleep Power 0.015mw
Duty Cycle 3% ~ 15%

Tablel  Some parameters of our evaluation

5.3 Evaluation on a multi-hop chain network

The first scenario we use to evaluate is a multi-hop chain network. This is a simple
network which contains only 10 sensor nodes and a base station to collect data
packets. The chain network is shown in Figure 5-1. Each node in the network can
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only hear the radio signal of the immediate neighbor nodes. The first node is source
node which generates data packets. These data packets move through the chain

network to base station.

10 Sensor Modes

A Base Station

0 B

Figure 5-1 A multi-hop chain network with 10 sensor nodes

In this experiment, four MAC protocols including LANAC, S-MAC without
adaptive active, S-MAC with adaptive active, and 802.11 CSMA will be implemented.
We will evaluate the protocol under, different traffic load. We change the traffic load
by varying the inter-arrival period of packets: The inter-arrival of packets varies from
1 Sto 5.5 S. If the packet inter-arrival period-is’5 S, a packet is generated every 5 S by
source node. 1-S inter-arrival packet ‘interval stands for the highest traffic load
because the wireless channel is nearly fully utilized by using this interval. All packets
may be queued at each sensor node for transmission. Thus the queuing delay will
significantly increase the transmission latency. 5.5-S inter-arrival packet interval
expresses the lightest traffic load network. In this traffic, there is no queuing delay on
each sensor node. The extra latency is only caused by sleeping latency. For each
traffic pattern, we have done 1000 independent tests by using different MAC
protocols in order to get accurate result.

In each test, the source node periodically generates 100 packets and passes these
packets to base station. We set the duty cycle to 8.5% and a frame length to 1.2 S.

This is an average value in our experiment. We measure the transmission latency of
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each packet and energy consumption of radio on each sensor node. The actual time to
finish the transmission is different for each MAC protocol and packet interval.

Figure 5-2 shows the transmission latency per packet with different packet
generation interval. In all MAC protocols, the latency decreases with the increasing of
data interval. However, in the 1-S inter-arrival packet interval, the highest traffic load,
S-MAC has much higher transmission latency than LAMAC. This is because S-MAC
does not use the transmission schedule efficiently. It wastes a lot of time by putting
sensor nodes into sleeping mode. In the sleeping period, the whole network stops
transmission and each packet has to be queued on sensor node. Whenever a packet
generated, it has to wait for a long time to transmit. According to the 1.2-S frame
length, only one packet can be transmitted from the source node every 1.2 S. But the
packet generation interval is 1 S. It means a new: packet has to wait for the previous
packet to transmit on the source node. And on each intermediate node, it still suffers
queuing delay for waiting the order packet-to-move.-However, LAMAC can transmit
packet very efficiently. By using ‘adaptive.sleeping scheme, LAMAC can transmit
packets as soon as possible. LAMAC suffers queuing delay only in the 1-S
inter-arrival packet interval case. This is because whenever a packet generated, it must
wait for the next frame to send. As long as a packet leaves the source node, it will be
transmitted sequentially and quickly through the network because of the continuous
sending period on each sensor node. These are no queuing delay on sensor node
except the source node. 802.11 CSMA has slight better performance than ours
because it has no sleeping period. Whenever a packet is generated, it will be

transmitted to the next hop immediately.
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Figure 5-2  Average transmission latency under different traffic load

Figure 5-3 shows the measured average energy consumption per packet. 802.11

CSMA wastes much more energy‘IhanLAMACand S-MAC because of idle listening

B B!

F

problem. The longer the data generatli‘sg"i‘ﬁlfgrval, the more the energy wastes in idle
listening. Idle listening problem can be reduced by putting nodes into periodic
sleeping. Thus LAMAC and S-MAC can save much more energy than 802.11 CSMA.
In the highest traffic load of 1-S inter-arrival packet interval, 802.11 CSMA uses more
than 7 times the energy used by LAMAC. In the lightest traffic load, we even
outperform 21 times than 802.11 CSMA. Compared with the performance of S-MAC,
we also get twice to triple energy saving than it. This is because LAMAC transmit
packet in an efficient way. In most cases, only the sender and receiver will awake up
in the packet transmission. After a packet transmission completes, each node may
wake up only 2 times, one for receiving and the other for transmitting. In S-MAC,

each frame can only forward one packet to move one hop without adaptive active or
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two hop with adaptive active. Thus after a packet transmission completes, each node
may wake up several times. And most times, sensor nodes have no packet to send and
waste energy in idle listening. In other words, we reduce more idle listening energy
wastage than S-MAC. We can observe that when idle listening dominates the total

energy consumption, the periodically sleep plays a key role for energy savings.
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Figure 5-3  Energy consumption per packet under different traffic load

In the last evaluation on this multi-hop chain network, we will evaluate the
throughput. Throughput refers to the amount of data which are received by base
station in a unit time. In our experiment, we measure throughput in one second. That
means we will evaluate the average amount of data received by base station in one
second. The result does not count any control packets. Only data packets received by
base station are counted for the throughput.

We expect that there are always data packets over all ten hops in the highest traffic
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load. If contention mechanism is not designed properly, contention which happens at
each hop will significantly reduce throughput.

Figure 5-4 shows the throughput of all MAC protocols with different packet
generation interval. The result proves our expectation. Although in heavy traffic load
such as 1-S inter-arrival packet interval, the throughput of S-MAC is still very low
because of its improper contention mechanism. In the highest traffic load, S-MAC
with adaptive active and without adaptive active only achieve about 1/4 and 1/7 of the
throughput compared with LAMAC. The result also shows that all throughputs reduce
as traffic load decreases. When traffic load becomes very low, throughputs all
approach to near value. This is because all MAC protocols have sufficient time to
transmit packets from the source node to base station before the next packet generated.
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Figure 5-4  Throughput under different traffic load
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Combining Figure 5-2, 5-3, and 5-4, we can know LAMAC not only reduces much
transmission latency but also achieves quite good energy efficiency. In the following

section, we will evaluation the performance of LAMAC on a more realistic network.

5.3 Evaluation on random distributed network

In the previous section, we evaluate the performance of different MAC protocols
on a simple chain network. In the chain network, each node only contends the
transmission medium with its previous and next hop nodes. And there is only one
packet generation sensor node in the network.' This kind of network is rare in real
application. Thus we will evaluate the-perfoermance of each protocol on a more
realistic network, a random distributed network, in this section.

The random distributed network is.shown in.Figure 5-5. This network contains 80
wireless sensor nodes and a base station. The base station is in the center and denoted
by the computer-like symbol. Each black point in the figure denotes a sensor node.
The lines between sensor nodes indicate they are within each other’s communication
range. For example, there is a line between node 1 and node 9. This means these two
nodes can communication with each other without intermediate nodes. This network
is a connected network. Each node has at least one path to base station. Every sensor
node has its own unique ID which is expressed nearby. This ID is used for data
gathering tree construction and data packets delivery.

Every sensor node in the network can generate data packets. The data packet
generation could be event-driven or periodical generation. If the generation is

event-driven, we will set a probability for sensor nodes to generate packets. For
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example, if this system is used as a fire detection system, we may set the probability
to 0.0001%. This means every 10 days will a fire break out. However, if the
probability is too small, our experiment will be difficult to proceed. Thus, in our
experiment, we often set the probability to 1/2 or 1/10. If the generation is periodical,
we set the packet generation interval to different value in order to reflect different
traffic load. Every data packet will be forwarded to base station just like the previous

experiment.

Figure 5-5  Random distributed network
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5.3.1 Data gathering tree construction

Before evaluation, we need to construct the data gathering tree. As mentioned
earlier, we use the similar scheme with ” NeuRFon Netform ” which is presented by L.
Hester and Y. Huang. The data gathering tree is constructed according to the hop
count of each node.

The data gathering tree is shown in Figure 5-6. The thick lines in the figure denote
the backbone. And dotted lines indicate the two end nodes are in the same collision
domain. If a node has 4 dotted lines, it will contend transmission medium with these 4
sensor nodes in the other end of these dotted lines. Every node views its next hop
node toward base station as its parent node. If a sensor node gets packets to send, it
forwards packets to its parent node. Every node only has one parent node but may
have several children nodes.

Every node in the network determines its own wake-up schedule according to the
depth in its routing path. The depth is:calculated.from the base station. Nodes which
are one hop away from base station from level-1 nodes and have depth 1. Nodes
which are within the communication range of level-1 nodes but are outside of the
range of base station form level-2 nodes and have depth 2. The other levels are
calculated in the same way. In Figure 5-6, we mark node’s depth together with its ID.

In order to show the backbone more clearly, we remove the dotted lines and only
remain backbone in Figure 5-7. Figure 5-7 also shows the data packets transmission
direction. According to our design of data gathering tree construction, the backbone
will be renewed every certain interval in order to maintain the connectivity. Although
the recommended interval of tree reconstruction is 95 seconds, the actual renewing

interval depends on the stability of the network and can be changed by administrator.
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Figure 5-6
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Figure 5-7  Data gathering with routing direction
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In the following experiment, we implement three different MAC protocols to
compare the performance. The three MAC protocols are LAMAC, S-MAC with
adaptive active, and 802.11 CSMA.. The reason we don’t implement S-MAC without
adaptive active is because that its performance is much worse than it with adaptive

active. Thus we just use S-MAC with adaptive active as a competition.

5.3.2 Evaluation with different Duty Cycle

In the first evaluation on the random distributed network, we take duty cycle as the
control parameter to measure the perfermance of each MAC protocol. The value of
duty cycle varies from 3% to 16%. When duty.cycle is 3%, sensor nodes only work
0.09 second every 3 second in S-MAC and-0.12 second every 3.9 second in LAMAC.
When duty cycle is 16%, sensor.nodes work- relatively more time. The parameter is
used to adjust the percentage of active "“and sleeping period and also affects the
lifetime of the whole network. The system is under medium traffic load to simulate an
average case. The packet generation interval is one packet every 10 second at each
sensor node.

Figure 5-8 shows the average transmission latency with different duty cycle. The
result shows that LAMAC and 802.11 CSMA can achieve quite good transmission
latency with different duty cycle. With 802.11 CSMA, the duty cycle can not affect its
performance at all because it has no sleeping schedule and remain active all the time.
With LAMAC, we can use active-sleep cycle more flexibly by using adaptive
sleeping scheme. Whenever a sensor node gets packet to send, it can inform its parent

node to reserve another extra adaptive active period to transmit this packet instead of
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waiting for the next frame. And when parent node receives the FRP packet, it also
sends a FRP packet to its next hop node to reserve adaptive active period. The extra
adaptive active period packet will propagate along the path and provides packets to be
transmitted efficiently. Thus the duty cycle also doesn’t affect LAMAC much.
However, the result shows that S-MAC is affected by the duty cycle very seriously. Its
performance gets worse with the increasing of duty cycle. The reason is that although
S-MAC also use adaptive active scheme, it can not reserve the extra active period
along the path. Packets only can be forwarded two hops away in a frame. If packets
need to be forwarded more than two hops, they have to wait until the beginning of

next frame. This means S-MAC can not use sleeping period efficiently.
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Figure 5-8  Average transmission latency with different duty cycle

Figure 5-9 shows the average energy consumption per packet with different duty

cycle. The result shows that 802.11 CSMA uses much more power to transmit a
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packet than LAMAC and S-MAC. This extra energy consumption is caused by its full
active schedule and idle listening problem. S-MAC uses about three times the energy
than LAMAC. This is because S-MAC needs all nodes to wake up to transmit a little
amount of packets. For example, there may be only one packet in the network.
However, in order to put this packet one hop away, the whole sensor nodes need to
wake up one time. Even with the adaptive active scheme, it still only can move this
packet two hops away in a frame. Besides this, the adaptive active technique in
S-MAC has an important drawback. It requires every node within the communication
range of the sender and receiver to awake in the end of the current transmission.
However, only one node will be the next active node. This means most nodes waste
energy to perform the adaptive active procedure. Figure 5-9 shows LAMAC achieves
the best energy efficiency. There.is only a slight.increasing of energy consumption
when duty cycle is low. This is because our experiment is running under medium
traffic load. And the low duty cycle is-used-for-heavy traffic load. Thus, sensor nodes

waste some energy in idle listening when there-are no packets to send.
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experiment, the throughput means the f data which base station can receive
every second. Figure 5-10 shows 802.11 CSMA has the best performance. This is
because its full active schedule. LAMAC has the second throughput next to 802.11
CSMA and only has small difference with 802.11 CSMA. The result also shows the
throughput of S-MAC is much worse than LAMAC. This is because every node has
many interference nodes by using S-MAC. With LAMAC, sensor nodes only contend
with nodes which are the same level. However, by using S-MAC, sensor nodes not

only contend with the same level nodes but also the nodes which are the higher level

and the lower level. Thus, its throughput is much worse than LAMAC.
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Figure 5-10  Throughputwith different duty cycle

In the last evaluation with , we will measure the protocol work

efficiency. Figure 5-11 shows th 4 with different duty cycle.

The result shows LAMAC uses eneg " bre effectively than others. Although
S-MAC can extend the lifetime of the whole system by using periodical sleeping, it
actually uses energy in the similar way with 802.11 CSMA when sensor nodes are in
active period. In other words, S-MAC just extends the lifetime of system but not
improve the usage of energy. Even though S-MAC uses the adaptive active technique,
it can only improve the work efficiency slightly. On the contrary, LAMAC does
improve the energy usage. We reduce the medium competition of each sensor nodes
and increase the transmission probability. This makes the performance of LAMAC

much better than others.
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5.3.3 Evaluation with different

In the following experiment, we will evaluate the performance of each MAC
protocol under different traffic load. This experiment helps us to understand the
adaptive ability to different traffic load of each protocol. As before, we change the
traffic load by varying the interval period of packets. If the packet generation interval
period is 5 s, a packet is generated every 5 second by each sensor node. In this
experiment, the packet generation interval period varies from 1.2 second to 120
second. For the highest rate with a 1.2-s generation interval, the wireless channel is
nearly fully utilized due to its low bandwidth. We have done 500 independent tests
when using different MAC protocols with each different traffic pattern. In this

experiment, we also use four metrics including average transmission latency, energy
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consumption per packet, throughput, and protocol work efficiency, to compare the
performance of each MAC protocol.

Figure 5-12 shows the average transmission latency of each MAC protocol under
different traffic load. The result shows that all MAC protocols all have higher latency
under the higher traffic load. This is because before elder packets are transmitted to
the base station, the new packets are generated due to the short generation interval.
Thus, the elder packets need to contend the transmission medium with these newborn
packets. This causes the transmission latency increases significantly. When the traffic
load becomes medium, LAMAC and 802.11 CSMA both have ideal transmission
latency reduction. This is because elder packets can be transmitted to the base station
before next new packets generation time. In other words, the transmission latency of
each packet is shorter than the packet generation:interval. However, S-MAC can not
achieve stable transmission latency even if-the.traffic load is medium. Until the
generation interval is 72 second which-means a low traffic load, S-MAC get the
shortest latency. This is because S-MAC needs much more time to move the elder
packets to base station. Only when the packet generation interval is long enough, e.g.,

72 second, S-MAC can have enough time to transmit all the elder packets.
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packet generation interval. This |sbecauseeach protocol use more time in idle
listening when traffic load is light. Before next new packets are generated, all sensor
nodes still need to keep the wake-up schedule. And each active period all waste
energy in idle listening because there are no packets to transmit. However, 802.11
CSMA uses the most energy compared with LAMAC and S-MAC. This is because its
full active schedule. S-MAC also consumes more energy than LAMAC because it
needs all sensor nodes to wake up for one time packet transmission. And the less
probability of transmission also increases the energy consumption. Although LAMAC
uses a little more energy to transmit a packet under low traffic load, the average

energy consumption is still much better than the others.
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Figure 5-14 shows the throuﬁhput,,gj:d;éachg MAQ—; protocol under different traffic

1896 | J"

load. The definition of throughpﬁ;ﬂh@ {maggh%mount of data received by Base
Station every second. Thus, the value ofnfr?roughput is affected by traffic load
significantly. Reasonably, if the traffic load becomes light, the throughput will
decrease with the same ratio. On the contrary, if the traffic load becomes high, the
throughput will increase with the same ratio. However, not only traffic load will affect
the throughput. The transmission latency also affects the throughput. If a MAC
protocol has higher latency than others, its throughput must also lower than others. If
with the same protocol, there are still some differences of transmission latency under
different traffic load. Thus, the throughput may not have the same ratio of change with
the increasing or decreasing of the traffic load. The result shows that the throughput of

LAMAC and 802.11 CSMA both decrease slowly under the high traffic load.

However, after the packet generation interval becomes longer than 8.4 second. The
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throughput of LAMAC and 802.11 CSMA both have the same ratio of change with
the variation of traffic load. The result also shows that S-MAC much less throughput
than LAMAC under the light traffic load. This is because S-MAC has high
transmission latency when traffic load is high and medium. This high transmission

latency significantly reduces the throughput of S-MAC.
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Figure 5-14  Throughput under different traffic load

Figure 5-15 shows the protocol work efficiency under different traffic load. The
result shows LAMAC has the best performance. There are two turning points in the
curve of LAMAC. The first point is in the value of 3.6 and the second is in 15.6.
When packet generation interval is shorter than 3.6, the traffic is heavy. Elder packets
need to contend with the newborn packets. The extra contention wastes lots of energy.
Thus, although traffic load is high, the amount of packet received can not increase

before level-1 nodes exhaust their energy. The higher the traffic, the more energy
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wastes in the contention. When packet generation interval is higher than 3.6, the
contention times decrease. The work efficiency increases with the decreasing of traffic
load. However, when the generation interval is longer than 15.6, the work efficiency
decreases again. Most sensor nodes waste energy on idle listening because there are
no packets to transmit. The situation is getting worse when the generation interval
becomes longer. Thus, we have the second turning point at 15.6. S-MAC has the
second performance next to LAMAC. The reason which makes S-MAC have almost
the same value of work efficiency between 1.2 and 36 is similar to the reason of
LAMAC between 1.2 and 3.6. The result shows S-MAC has high transmission
latency when packet generation interval is shorter than 36. This means there are a lot
of contentions among sensor nodes in this situation. When generation interval is
longer than 36 and shorter than.54, the contention times decrease and the work
efficiency increases. However, when'the generation interval is longer than 54, S-MAC
suffers the idle listening problem. The performance-decreases with the increasing of
packet generation interval. 802.11'CSMA has the worst performance. Because of its
low transmission latency, 802.11 CSMA suffers idle listening problem when packet
generation interval is longer than 3.6. When the interval is longer than 3.6, the

performance of 802.11 CSMA decreases with the traffic load.
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transmission. Each node may suffer different sources which make it unable to receive
data. These sources may be interference of other sensor nodes or the environment. In
the following experiment, we will evaluate the performance of each MAC protocol
with different transmission reliability. We will use two metrics, transmission latency
and energy consumption, to compare the performance of each protocol.

In the following experiment, we let each transmission has different failure
probability. In the most reliable condition, each transmission has 0% probability of
transmission failure. And we let this probability increase from 0% to 90%. In the most
unreliable condition, each transmission only has 10% probability to transmit a packet

successfully. By varying the transmission failure probability, we can know the
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adaptive ability to unreliable networks of each MAC protocol.

Figure 5-16 shows the average transmission latency of each MAC protocol with
different transmission failure probability. In all three MAC protocols, the latency
increases exponentially with the transmission failure probability. However, S-MAC
has much higher transmission latency than the other two. This is because each packet
has to wait for one sleep cycle when the transmission fails. The latency of LAMAC,
by comparison, is very close to that of 802.11 CSMA. This is because the adaptive
sleeping scheme often allows LAMAC to retransmit a packet quickly. When traffic
load is heavy or medium, sensor nodes are always in adaptive sleeping mode. Thus,
packets only have to wait until next adaptive active period. The length between two
adaptive active periods is quite shorter than the length of a sleeping cycle. Due to the
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Figure 5-16  Average transmission latency with different transmission failure

probability

71



Figure 5-17 shows the energy consumption per packet with different transmission
failure probability. The result shows the energy consumption of all protocols increases
with the transmission failure probability. This is because sensor nodes waste energy to
contend and transmit when transmission failure happen. With the increasing of failure
probability, this kind of energy waste also increases. Actually, all three MAC
protocols have the same increasing ratio with the transmission failure probability.
However, LAMAC still achieves the best energy efficiency with different failure

probability.
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Figure 5-17  Energy consumption per packet with different transmission failure

probability

5.3.5 Evaluation of the integration performance
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In the last experiment, we look at the integration performance that LAMAC has
made on energy consumption, transmission latency from the above measurement.
This evaluation is used to understand if LAMAC succeeds in reducing overall
resource cost to transmit packets.

To evaluate the combined effect of energy consumption and transmission latency,
we calculate the per-byte cost of time and energy to transmit data from the source
nodes to the base station under different traffic load. The transmission failure
probability of 20% is used in this experiment in order to simulate the realistic
network.

The result is shown in Figure 5-18. The figure shows that when traffic load is very
heavy, LAMAC and 802.11 CSMA both show statistically much better performance
than S-MAC. Under this heavy traffic load, LAMAC and 802.11 CSMA are always
active, while the added latency of S-MAC requires extra transmission time and lowers
the performance.

At lower traffic load, 802.11 CSMA quickly exceeds the cost of S-MAC. This is
because the energy consumption of 802.11 CSMA grows significantly under light
traffic load as shown in Figure 5-13. S-MAC has better performance when traffic load
is light. The result indicates the benefits of periodical sleeping and adaptive active

occur under light traffic load. However, the best performance is still LAMAC.
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6. Conclusion

This paper presented a new Medium Access Control protocol, the LAMAC
protocol, for wireless sensor networks. It exploits the application specific
characteristics of sensor networks to meet their limited energy, short transmission
latency, and throughput requirements.

Energy efficiency is the most important issue of designing MAC protocol for
wireless sensor networks. The existing paper all addressed on this topic and got good
achievement. But the trade-off of increasing transmission latency has become a very
serious problem. The proposed LAMAC protocol introduced a new scheme which not
only conserves energy but also reduces transmission latency greatly.

The basic scheme of LAMAC is to arrange the active-sleep cycle schedule of each
sensor node according to its location inithe data gathering tree. When a data packet
transmitted through the network; the continuous wake-up nodes will forward it to base
station quickly.

Besides the basic scheme, we introduced a technique called adaptive sleeping
scheme for LAMAC to adapt different traffic load and solve the interruption problem
of contention mechanism. This adaptive sleeping scheme is proposed to request
sensor nodes remain awaken when there are more packets destined to them. By using
this scheme, the active-sleep cycle can be used more flexibly and efficiently.

Based on experiments, we observed that LAMAC has much less transmission
latency and conserves more energy compared to S-MAC and full active 802.11
CSMA. Our experiment also simulated the unreliability of wireless sensor networks.
The result has shown that LAMAC still achieves very good performance in unreliable

sensor networks.
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