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Abstract

Speech emotion recognition is a popular research topic in last decade.
However, most researches are always-focus-on clean speech, in this thesis,
we use two kinds of feature sets which are extracted from our auditory
model and applied to recognize the emotion categories of both clean and
noisy speech. And the noisy utterance is derived from the Berlin Emotional
Speech Database and the Aibo emotional Corpus with additive babble noise
and additive white noise under different signal to noise ratio (SNR) value.
Comparing with the famous feature set which is proposed in the INTER-
SPEECH 2009 Emotion Challenge and use two kinds of classifiers, which
are sparse representation classification (SRC) and support vector machine
(SVM). The robustness of our spectro-temporal modulation feature sets are
better than the feature set proposed in INTERSPEECH 2009 Emotion Chal-
lenge, and the performance of SRC is better than SVM. Some discuss on SRC

are given in this thesis.
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Chapter 1

Introduction

1.1 Motivation

As an important form that carries human affective information, speech
emotion is too mysterious to be recognized perfectly. Knowing the emo-
tion of the speaker is helpful to build-a good human-machine interface, such
as the one with an interactive robets, or the‘custom service line based on
speech-recognition, and so on. However, the speech emotion recognition of-
ten considers the "perfect conditions”, for example, the databases we used
are recorded in studio-quality and acted by actors. These conditions are
quite far from real-world applications. In this work, we will propose a robust
feature set extracted from our spectro-temporal auditory model [2] [1] and
use the sparse representation classification (SRC) for speech emotion recog-
nition. We believe that our auditory features could be more robust in noisy

condition.

1.2 Related Works

Speech emotion recognition draws a growing attention in the last decade.

The application of speech emotion recognition can be broadly used not only in



psychological research, but also in real-life practices like in a call center, in the
human-machine interface design or in medical care [3|[4]. The neutral speech
model were also used in emotional speech analysis and feature normalization
[5] [6].

In the last few years, more and more researchers pay attentions to real
emotions, i.e., the natural emotions of speech corrupted with environmental
noise [7][8]. Trying to cope with the noise in speech emotion recognition,
those studies searched a best set of features from thousands of features with
the highest recognition rate for each different testing environment. In previ-
ous works, some researchers were tried to find the contributions of prosodic
features and their dynamics [9] [10]. And some tried to find the best unit
that conveys recognizable emotional.information [11], and those finding have
been successfully used in a study which segmented a speech signal into many
sub-sentences with 2-stage classifiers{12].

The databases are important for speech emotion recognition verification.
Databases often contain acted speech from: television dramas or produced
by professional actors. One problem is that-the databases are recorded by
different groups, and the recording standards of each group probably are
different. The new method which considers the reliability-weighted labels
was proposed to make the labels more reliable [13]. Another issue is that,
the ”acted emotions” are far away from our real daily ones. To address the
first problem, we choose the Berlin emotional speech corpus [14], which is
widely used by other researchers. For the second problem, we use the Aibo
emotion corpus [15], which consists of spontaneous emotional speech and is
adopted as the test database in the INTERSPEECH 2009 emotion challenge
[16]. The baseline results of the Aibo emotion corpus are the unweighted
averaged recall (UA) rate of 38.2% and weighted average recall (WA) rate of
39.2%, respectively. The WA is also refer to as the 'accuracy’.



1.3 Experimental Framework

In this thesis, we test the robustness of proposed spectro-temporal audi-
tory feature using the Berlin emotional speech corpus and the Aibo emotion
corpus under two kind of additive noise. The performance of our features
will be compared with the 384 features proposed in the INTERSPEECH 2009
emotion challenge in the following experiments. The sparse representation
classification (SRC) method is used as our classifier [17]. The flowchart of

our system is shown in Fig.1.1.

Data Preparing SRC Process

Process
Training

Clean Feature Extraction Process ) l

| speech |
7 7 ‘ Ve - N
Add - ( Model )
feature feature N g

noise
Noisy | Prediction

Classified J
Result

Figure 1.1: Overall flowchart of proposed method

ACC384 Inter384

speech

1.4 Thesis Organization

The organization of this thesis is described as follow: In chapter 2, the
brief introductions of our spectro-temporal auditory model and the sparse
representation classification are given. Chapter 3 describes two databases
and the feature sets used in our experiment. The experiment setups and
recognition results are shown in chapter 4. And we end in chapter 5 with

conclusions and discussions.



Chapter 2

Literature Review

2.1 Auditory Model

The features adopted in this study are extracted from a spectro-temporal
auditory model, which is based on physiological evidences and consists of
a central cortical (brain) module and an early cochlear (ear) module. We
will give a brief introduction of hearing physiology at first, and then discuss
the cochlear model and cortical modules'in section 2.1.2 and 2.1.3. Detailed
descriptions and neuro-physiological evidences of this auditory model can be

accessed in [1].

2.1.1 Hearing Physiology

The cross-sectional view of the human ear is shown in Fig.2.1. It can
be divided into three parts: the outer ear, the middle ear and the inner
ear. Sounds waves enter the outer ear, travel through the ear canal ,and
then vibrate the ear drum. In the middle ear, the vibrations of the ear
drum are transmitted into the inner ear through the three ossicles, which
are malleus, incus, and stapes. The stapes touch a liquid filled sack and
the vibrations transmit into the cochlea, whose the shape looks like a shell.

The cochlea connects with hundreds of nerve fibers, which are transmitted
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Figure 2.1: Cross-section view of the functions of human ear (cite from Swiss
National Sound Archives Foundation):

information along the auditory pathway to the brain. Finally, the brain
processes information from the ear.

The main function of outer ear are protection, amplification, and local-
ization. The shape of outer ear help people to collect sound waves and find
out where the waves come from. The three ossicles transduce the acoustical
vibration into mechanical vibration. The energy loss due to entering the
liquid from the air is compensated at this part. The cochlea in the inner
ear plays an important role in the auditory system. The structure of the
cochlea is shown in fig.2.1.2. The panel shows the stretched top view and
side view of the cochlea with the basilar membrane (BM), which is about 35
mm in length and its width increases and stiffness decreases non-uniformly

from base to apex. While the mechanical vibration gets to the oval window,
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Figure 2.2: Structure of the cochlea (Hearing Physiology Handout, AAIP).

B0 Hz sine wave:

Figure 2.3: The responses for different frequencies (Hearing Physiology
Handout, AAIP).

a traveling wave is generated and propagates along the basilar membrane of
the cochlea. The traveling waves generated by different frequencies will reach
maximum responses and different locations of the BM. And fig.2.3 shows the
fact about maximum responsive frequencies along the BM; the lower the fre-

quency is, the farther the traveling wave reaches. A linear relationship was



observed between the traveling distance from the base of the cochlea and the
log-frequency of input sounds. Due to the mechanical property of the trav-
eling wave, the maximum response on a specific frequency would suppress
its surrounding frequencies on the BM, this phenomenon might explain the
“frequency masking” of human audition.

There are lots of hair cells distributed along the BM. When a traveling
wave transmit along the BM, the hair cells will be activated and electrical
signals will be sent to the midbrain via the auditory nerves. There are two
kind of hair cells: the inner hair cell, and the outer hair cell. The total number
of inner hair cells is about 3000, and the number of outer hair cells is about
4 times of the inner hair cells. The transforming of mechanical vibration
into electrical signals is completed by the inner hair cells, and the outer hair
cells often help in further amplification or reduction in pertaining to extreme
sounds. Because of some relaxation time is needed between consecutive fires
of auditory nerves, firing rates can’t keep up with high frequency vibrations,
as show in Fig.2.4. Firing rates of inner hair cells are limited by 4-5 kHz, and
the firing rates of the neurons of the.midbrain-are limited by about 1 kHz.

Auditory Nerve Fiber Discharge:
Firing Rate

7

JWJW‘M‘-JW\/“M/V

|

Firing Rate = Number of Spikes/Time = 9 spikes/50 ms = 180 spikes/s

Figure 2.4: The firing rate of an auditory nerve corresponding to a single
tone input (Hearing Physiology Handout, AAIP).



2.1.2 Cochlear Module
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Figure 2.5: Cochlear module of the auditory model [1].

The cochlear module models the functions of the peripheral auditory
system. The cochlea works like a frequency analyzer. As Fig.2.5 shows,
the cochlear module first consists of a bank of 128 overlapping asymmetric
constant-Q band-pass filters (Qsqp &~ 4) which mimic the selection of the
frequency of the cochlea. The filters are evenly distributed over 5.3 octaves
with a 24 filters/octave frequency resolution. The output of each filter is fed
into a non-linear compression stage and 'a lateral inhibitory network (LIN),
and then processed by an envelope extractor. The non-linear compression
is used for simulating the saturation of inner hair cells, which transduce the
vibrations of the basilar membrane along the cochlea into intracellular hair
cell potentials. The following first-order LIN inhibits near-by hair cell po-
tentials along the log-frequency axis. It approximately models the frequency
masking of hearing, Then the auditory nerve transmits the hair cell poten-
tials to the cochlear nucleus of the central auditory system, whose dynamic
range is largely reduced comparing with the dynamic range of hair cells. In
this study, the reduce of dynamic range was modelled by a half-wave rectifier
followed with a low-pass filter. This study also considers the case of disabled
hair cell stage, i.e., y2(t, f) = y1(¢, f). To avoid the non-linear high-gain com-
pression of the hair cells, all speech signals are normalized in advance. As in

Fig. 2.5, the outputs at different stages of the cochlear module are showed



below:

yi(t, ) = s(t) % h(t; f) (2.1)
ys(t, f) = O (X, f) (2.2)
ya(t, f) = max(ys(t, f),0) (2:3)
ys(t, f) = yalt, f) = u(t; 7) (2.4)

where s(t) is the input speech, h(t, f) is the impulse response of the
constant-Q cochlear filter with center frequency f, x; described the convo-
lution in time, 9 is the partial derivative along the log-frequency (f) axis
and the integration window u(t; 7) = e7¥7x u(t).

The y5(t, f) is referred to as«an auditory speetrogram, which represents
neuron activities of the peripheral auditory system along the time and log-
frequency axis. From a functional view, the auditory spectrogram produced
by this simplified linear cochlear module is close to the magnitude response of
a mel-scaled FFT based spectrogram. The mel-scale warping shares a resem-
bling constant-Q criterion of the filter bank but with different bandwidth and
frequency resolution. Note that the LIN accounts for the frequency mask-
ing effect provided that the non-linear behaver of hair cells. However, since
this study doesn’t consider the hair cell stage, the LIN only sharpens the

constant-Q cochlear filters effectively.

2.1.3 Cortical Module and Rate-Scale Representation

The second module models the spectro-temporal selectivity of neurons
of the auditory cortex (Al). In the auditory model, the auditory spectro-
gram ys(t, f) is further filtered by cortical neurons which are demonstrated by
two-dimensional filters tuned to different spectro-temporal modulation pa-
rameters [1]. The rate (or velocity) parameter w (in Hz) shows how fast the

local spectro-temporal envelop changes along the temporal axis. The scale



(or density) parameter Q (in cycle/octave) characterize how dense the the
local spectro-tempo envelope distributes along the log-frequency axis. In ad-
dition to the rate and the scale, cortical neurons are also found to be sensitive
to the sweeping direction of modulation of the sound. This directionality is
characterized in this module by sign the rate: negative for upward sweeping
direction; positive for backward sweeping direction.

In our auditory model, the 4-dimensional output of this cortical module

can be wrote as:
r(t, f,w, Q) = ys(t, f) ¢y STIR(L, f;w,Q) (2.5)

where STIR(t, f;w, ) is the joint two-dimensional spectro-temporal impulse
response (STIR) of the direction-selective filter tuned to w and Q, and x;
depicts the two-dimensional convolution in the time and log-frequency do-
main. More detail information is available in [1]. “The local energy of the

4-dimensional output is described below:
E(t, f,w,Q) = |r(t; fiw; Q) TH (¢, f,w, Q)] (2.6)

where H[-] means the Hilbert transform along the log-frequency axis. From a
functional point of view, due to various rate-scale combinations, the perfor-
mance of cortical neurons is a joint spectro-temporal multi-resolution analysis
on the input auditory spectrogram. The excitation pattern of cortical neu-
rons to a single time-frequency (T-F) unit at (¢;, f;) in the spectrogram is
referred to as the rate-scale (RS) representation of that particular T-F unit
which is represent as E(w, Q;t;, f;). We can get the frame-based RS represen-
tation of a speech by taking the mean of the T-F units of a frame over the

log-frequency axis showed as follow:
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Figure 2.6: rate-scale representations of speech frames.

The panel on the top of Fig.2:6 shows-a sample of an auditory spectro-
gram. The bottom panels show the time-varying RS representation P(w, Q;t;)
of the sample speech around 100 and 500 ms. Each plot of the RS represen-
tation clearly shows two attributes respectively: one is the spectro-temporal
modulations of envelopes and the other is the resolved pitch below 512 Hz.
Take the 500 ms frame as an example. The resolved pitch around 190 Hz
produces a strong response around the high-rate (pitch related) region. On
the other hand, the envelopes of the almost flat harmonic structure shown
at 190, 380, 570, 760 and 950 Hz produces low-rate (due to the flatness),
high-scale (3 cycles within the 500 1000 Hz octave) strong responses at re-
gions less than 8 Hz and around 3 cycle/octave. Since the harmonic structure
shows the slightly downward sweeping direction, the low-rate region exhibits
an asymmetric response between two directions (represented by the posi-

tive rate and the negative rate). From this example, we can observe that

11



the frame-based P(w,€;t;) encodes the information of the spectral-temporal
structures, including but not limited to pitch, harmonicity, formant spac-
ing, and modulations of an input sound at each time instant. Some of these
structures, such as pitch, amplitude modulation (AM) and frequency modu-
lation (FM), are associated with the prosody of the sound, while others are
associated with the spectral characteristics of the sound. Variations of these
two types of features (prosodic and spectral features) are commonly used in
speech emotion recognition researches [9][10]. Therefore, the time-varying RS
representation extracted from the auditory model could be a good candidate
for speech emotion recognition.

In Fig.2.7 shows the long-term averaged p(w,Q) of clean speech from
male speakers, female speakers and swhite noise. The long-term averaged
RS representation of clean speech was created by averaging p(w, Q;¢;) from
30 clean speeches in the NOIZEUS corpus [18]. Obviously, the white noise
mainly affects the pitch region (> 128 Hz) of speech. Apart from the pitch
region, speech occupies high-energies in the low-rate low-scale region (<
16 Hz, < 4 cycle/octave), while white noiseactivates the high-rate high-
scale region (> 16 Hz, > 2 cycle/octave) because of the differences in the
structures of their spectrao-temporal envelopes. This figure shows that the
local spectro-temporal envelopes of speech are mostly smoother than the
envelopes of white noise along both at the time and the frequency axes.
These spectro-temporal envelopes represent the AM and the FM of the sound,
which are believed important clues for humans to segregate individual sound
streams from a sound mixture [19][20]. This segregation process of human
hearing perception is quite important to our daily lives, and is referred to as

auditory scene analysis (ASA) [21].

12
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Figure 2.7: Long-term averaged rate-scale representations of speech from
male speakers (a) and female speakers (b) and from white noise (c).

2.2 Sparse Representation-Based Classification

To determine the class label of a testi spectro-temporal modulation repre-
sentation, given a number of labelled training spectro-temporal modulation
representation from N emotional categories, a SRC- based classifier is used.

Let A; = [a;,

n; spectro-temporal modulation representation stemming from the ith emo-

2l.-ain,] eR*™ represents the dictionary which contain

tional category as column vectors (i.e. atoms).-Given a test spectro-temporal
modulation representation y € R"™" which belongs to the ith class, we as-
sume that y can be expressed as a linear combination of the atoms that

belong to the ith class, that is to say,

n;
Yy = Zai,jm,j = Azl‘z (2.8)
7j=1

where z; ; € R are coefficient vector z; = [z;1, i 2, ooy T, ) T

Now, let us define the matrix A = [A;|A]...|[An] € RT™" by concatenating
the N dictionaries, which stem from N emotional categories. Thus the linear
representation of the test spectro-temporal modulation representation y in

(2.8) can be rewritten as follows

y = Ax (2.9)
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where z = [07]...]07|2'|07]...]0T]T is the coefficient vector whose elements are
zeros except those that are associated with the ith emotional category. Thus,
the elements of z encode information about the emotional category of the
test spectro-temporal modulation representation y.

We rewrite our problem below:
minimize|| Az — yl|5 + |23 (2.10)

where A > 0 is the regularization parameter. However, the solution of (2.10) is
generally dense, with large nonzero entries corresponding to training samples
from any different class. In order to find the desired solution z, we change

our problem from (2.10) to
mininiize| Az y|13 + A [zl (2.11)

which has been claimed the solution will be sparse [22], that is z has rel-
atively few nonzero coefficients. . ‘And we will use the Truncated Newton
Interior Point Method [23] to solve (2:11).~When we computed the sparse
representation z, ideally, the nonzero entry in the estimated z will be asso-
ciated with the column of A from a signal object class i, and we can easily
deduce the class of the test sample y. However, noise and the modeling error
may lead to small nonzero entries in other multiple object classes, so we will
use the nearest subspace method described below to determine the class of
the solution x.

For each class i, let §; : R™ — R”™ be the characteristic function which
has the ability to select the class that y is exactly associated with. For
xz € R",6;(z) € R" is a new vector whose nonzero elements are the elements
of x associated with class i. We can approximate the given test sample y as

9 = Ad;(x). Then we can classify y based on the approximation by assigning

14



it to the class i that minimizes the residual between y and ¢, as follow:
min ri(y) = |y — Adi(z)]]2, (2.12)

more detailed information is available in [22].
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Chapter 3

Database and Feature

Extraction

3.1 Database

3.1.1 Berlin Emotional Speech Database

There are 535 German utterances in this database and each utterance has
duration of 3 to 6 seconds. The database contains 7 emotions which are anger,
happiness, sadness, fear, disgust, boredom, and neutral. Detailed contents
are listed in table 3.1. Those emotions were acted by 5 male and 5 female
actors. Only those utterances with higher than 80% emotion recognition rate
by human labellers are included in this database. The original speech sam-
ples were recorded with the 16 kHz sampling frequency in a studio-quality
condition. To cover the fundamental frequencies of regular male speakers
when using the 5.3 octave frequency coverage cochlear filterbank in our au-
ditory model described in chapter 2, all speech utterance are downsampled

to 8kHz before entering the feature extraction stage.
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Table 3.1: The German content of Berlin Emotional Speech Database and

its English translation

code | German text English translation

a0l | Der Lappen liegt auf dem | The tablecloth is lting on
Eisschrank. the fridge.

a02 | Das will sie am Mittwoch | She will hand it in on
abgeben. Wednesday.

a04 | Heute abend konnte ich es | Tonight I could tell him.
ihm sagen.

a05 | Das schwarze Stiick Papier | The black sheet of paper is
befindet sich da oben neben | located up there besides the
dem Holzstiick. piece of timber.

a07 | In sieben Stunden wirdses/|'In seven hours it will be.
soweit sein.

b01 | Was sind denn . das fiir | What about the bags stand-
Titen, die da unter dem | ing thereunder the table?
Tisch stehen?

b02 | Sie haben es gerade hochge- { They just carried it up-
tragen und jetzt gehen sie | stairs‘and now they are go-
wieder runter. ing down again.

b03 | An den Wochenenden bin | Currently at the weekends, I
ich jetzt immer nach Hause | always went home and saw
gefahren und habe Agnes | Agnes.
besucht.

b09 | Ich will das eben wegbrin- | I will just discard this and
gen und dann mit Karl was | then go for a drink with
trinken gehen. Karl.

b10 | Die wird auf dem Platz sein, | It will be in the place where
wo wir sie immer hinlegen. | we always store it.

3.1.2 Aibo Emotion Corpus

There are 18216 speech chunks, which last about 8.9 hours in total in
this database. It contains 5 nature emotions, anger, emphatic, neutral, pos-

itive and rest, of 51 children (21 boys and 30 girls) aged between 10 and

17



13. Those children were invited to play with AIBO, a pet robot dog, and
asked to guide it through some missions, such as moving along a particular
route. The speech samples were recorded with medium quality. Some sam-
ples contain serious microphone clicking noise or coughing sounds, and some
are clipped due to their loudness. As mentioned before, all speech samples
are downsampled to 8 kHz from the original sampling frequency (16 kHz).
This corpus was used in INTERSPEECH 2009 Emotion Challenge [16], and
the baseline results are the 38.2% unweighted average recall (UA) rate and
the 39.2% weighted average recall (WA) rate respectively. More details about
the number of speech samples in each emotion class is listed in Table 3.2,
where A, E, N, P and R represent are Anger, Emphatic, Neutral, Positive

and Rest, respectively.

Table 3.2: Number of instances in Aibo emotion corpus for the 5 class recog-
nition problem

A E N P R sum

train | 881 2093 .5590 674 721 | 9959
test | 611 1508 B377 - 215 546 | 8257
sum | 1492 3601 10967 889 1267 | 18216

Different from the Berlin Emotional Speech Database, which consists of
acted emotions, the Aibo Emotion Corpus contains spontaneous emotions,
which are much more difficult recognize. Besides the nature of the spon-
taneous emotion , other reasons also contribute the difficulty of the AIBO
Corpus in emotion recognition tasks. First, these samples are also difficult for
human labellers to recognize, such that the resulting labels are with low con-
sistency. The low prototypical samples can be considered as a kind of internal
noise which would damage the classification results either for the labellers or
the machine. Second, the "rest” emotion is undefined, such that speech sam-
ple in this class demonstrate highly variable characteristics. Third, the Aibo

Corpus is highly unbalanced. The ratio between the largest class "neutral”
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and the smallest class "positive” is 12.33. To cope with this problem, we use
the method in [24] which randomly down-sample other classes to meet the

size of the smallest class.

3.2 Feature Extraction

3.2.1 spectro-temporal modulation representation

As mention in 2.1.3, the full output of our spectro-temporal modulation
analysis model is a 4-dimensional (time, frequency, rate, scale) representa-
tion. Originally in our model, we set the range of rate from 2! to 2% and
—21 to —28 (to cover the complete temporal information from the slow am-
plitude modulation to the fine pitch structure-of the speaker), and the range
of scale from 272 to 23 (to cover the complete frequency structures such as
formants and harmonicity). To get 384 rate-scale-frequency features, the 4-
dimensional full reprensentation is/first downsized to 3-dimension by taking
an average along the time axis. Second, due.to.the fact that the rate fil-
ter are highly overlapped, only 22, 24,26,2% and —22, —2%, 26, 28 rate filters
are selected to reduce the dimensionality. Third, the 128 constant-Q filter
cochlear filters are evenly divided into 8 groups, each of which has 16 cochlear
filter. Total energy in each group roughly catches the energy profile of the
speech signal along the log frequency axis. Hence, the total number of fea-
tures we used is 2 (directions) x 4 (number of rates) x 6 (number of scales)
x 8 (output energies along the log-frequency axis)= 384. These 384 features
is referred to as the ACC384 feature set. We also consider the rate-scale
features by averaging over the time and the frequency axes, and the total
number of RS features is 2 (directions) x 8 (number of rates) x 6 (number

of scales) = 96. This feature set is referred to as the RS96.
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3.2.2 INTERSPEECH 2009 Emotion Challenge Fea-

tures

The feature set adopted in INTERSPEECH 2009 emotion challenge [16] is
used for performance comparison. It can be extracted by the accessible open
source openSMILE feature extraction toolkit [25]. This feature set consists
of 16 low-level descriptors (LLDs) and their 1st-order derivatives. The 16
LLDs include zero-crossing-rate (ZRC) of the time signal, root mean square
(RMS) frame energy, pitch frequency (normalized to 500 Hz), harmonics-to-
noise (HNR) ratio by autocorrelation function, and 1-12 mel-cepstral coef-
ficients (MFCC) derived using HTK as shown in table 3.3. In additional,
12 functionals, including mean, standard deviation, kurtosis, skewness, the
value and position of minimum and maximum, the range between minimum
and maximum, and two linear-regression coefficients with their mean square
error (MSE) are considered. Thus, this feature set contains 16 x 2 x 12 = 384

features, which is referred to as the inter384 feature set.

Table 3.3: Features used in INTERSPEECH 2009 Emotion Challenge
LLD (16*2) Functionals (12)

(A)RMS energy | max, min, range, max position, min position,

(A)MFCC 1-12 | temporal mean, standard deviation, skewness,
(A)ZCR kurtosis

(A)HNR linear regression: offset, slope, MSE

(A)FO
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Chapter 4

Experimental Results and

Discussions

4.1 Experimental Setup

In our system, a speech utterance is processed-through following stages
in order: pre-processing, feature extraction, and: classification stage. In the
per-processing stage, as mentioned before, the speech is down-sampled to 8k
Hz to meet the specifications of our cochlear module. Then a voice activity
detector (VAD) is applied to mark the voice regions. After those steps,
all utterances are normalized to have zero mean and unit variance. In the
next stage, the auditory model extracts the modulation features. In this
experiment, we not only use the RS features which are derived from (2.7), but
also use the outputs of the constant-Q cochlear filters, i.e., ACC384. And the
inter384 which was proposed in [16] and is extracted by openSMILE feature
extraction toolkit [25] is used as the feature set for performance comparison.
In the Final stage, the SRC [17] which was introduced in section 2.2, and the
well known SVM [26] are our classifiers.

For Aibo, the training set contains 9959 clean speech chunks which were

uttered by children in Ohm school and the test set contains 8527 clean speech
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chunks which were uttered by children in Mont school (Notice that, as men-
tioned before, to deal with the data imbalance issue, we randomly down-size
the other classes to have the same size as the smallest class). For Emo-DB,
10-fold cross validation is applied due to the limitation of sample numbers.
All samples are randomly divided into 10 set, one of them is used for testing,
and the others are used for training. Final simulation results are obtained
by averaging over 10 trails. In order to create different signal-to-noise (SNR)
ratio environments, the white Gaussian noise (AWGN) and the babble noise
(ABN) in NOISEX-92 database [27] are added in our following experiment.
The SNR conditions we test are 20dB (only for Emo-DB), 15dB, 10dB, 5dB,
and 0dB.

4.2 Results on Berlin-Database

Table 4.1: Simulation results-on Berlin Database under babble noise using
SRC

clean 20dB 15dB 10dB 5dB 0dB
ACC384 | 76.54% | 76.43% | 74.66% | 72.33% | 69.09% | 63.45%

inter384 | 65.31% | 59.65% | 57.51% | 55.95% | 52.48% | 44.46%
RS96 | 68.45% | 68.27% | 66.22% | 63.87% | 62.87% | 51.27%

Table 4.2: Simulation results on Berlin Database under white noise using

SRC

clean 20dB 15dB 10dB 5dB 0dB

ACC384 | 76.54% | 76.43% | 74.37% | 74.30% | 68.95% | 65.26%

inter384 | 65.31% | 57.08% | 54.91% | 50.37% | 48.47% | 46.37%
RS96 | 68.45% | 68.58% | 66.60% | 64.34% | 62.13% | 54.36%
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Table 4.3: Simulation results on Berlin Database under babble noise using
SVM

clean 20dB 15dB 10dB 5dB 0dB

ACC384 | 75.28% | 75.69% | 74.07% | 72.13% | 69.00% | 59.78%

inter384 | 78.6% | 69.42% | 67.83% | 63.60% | 62.76% | 54.61%
RS96 | 71.04% | 70.16% | 69.27% | 69.66% | 62.15% | 49.70%

Table 4.4: Simulation results on Berlin Database under white noise using
SVM

clean 20dB 15dB 10dB 5dB 0dB

ACC384 | 75.28% | 74.22% | 72.74% | 71.71% | 68.72% | 60.11%

inter384 | 78.6% | 72.25% | 71.74% | 67.05% | 64.90% | 58.78%
RS96 | 71.04% | 68.65%+[.65.24% | 65:42% | 61.54% | 55.95%

Table 4.1 to 4.4 show the un-weighted average recall rate (UR) on Berlin
Database in different SNRs with different types of moise. SRC' is the sparse
representation classifier discussed in 2.2, SV M is the support vector machine,
b is additive babble noise, and w is additive white noise. Results of different
classifiers are shown in Fig.4.1 and Fig.4.2, respectively.

Clearly, the ACC384 outperforms other two feature sets using SRC in
different SNRs, and the robustness of our RS feature set has been demon-
strated in our previous works [24]. Fig.4.3 and Fig.4.4 shows the outputs of
a pitch-related RS region (rate=256 Hz, scale=4 cycle/octave) and an AM-
related RS region (rate=4 Hz, scale=0.5 cycle/octave) along the time axis.
Although the pitch-related response is affected by the white noise, the trend
along the time axis is not seriously damaged, and that’s why our RS feature

set is robustness under the white noise condition.
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Figure 4.1: Simulation result on Berlin Database using SRC.
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Figure 4.2: Simulation result on Berlin Database using SVM.

The difference between our ACC384 and RS96 is the inclusion of modu-
lation phase information. The RS96 only carries the information of spectro-
temporal amplitude modulations, which is equivalent to the spectro-temporal
envelopes without the phase information. That’s the reason why our RS fea-
ture set can not provide an accurate prediction in clean condition. The
AC(C384 feature set not only carries the information of spectro-temporal am-
plitude modulations, but also keeps the phase information by including the

original waveform out of the constant-Q filters. Combining those informa-
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Figure 4.3: One clean Berlin Anger:sentence: the bottom panel shows a high
rate/high scale (pitch-related) response and the top panel shows a low rate/
low scale (AM-related) response plotted-along the time axis.
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Figure 4.4: One 5dB Berlin Anger sentence under white noise: the bottom
panel shows a high rate/high scale (pitch-related) response and the top panel
shows a low rate/low scale (AM-related) response plotted along the time axis.

tion, we can have a better match under clean condition. Fig.4.5 shows the

RS96 for a "fear” sentence and an “anger” sentence. As the figure shows,
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the rate-scale pattern is very similar and hard to distinguish. However, if

we consider the output information obtained from each different groups of

constant-Q filters, the difficulty might be reduce. Fig.4.6 to Fig.4.13 show

the RS96 in each group. The difference between each RS plot is now more

observable, and that is the reason why our ACC384 feature set outperforms

the RS96 feature set. We also show the confusion matrices of clean speech

with 0dB babble noise and with 0dB white noise in table.4.5 to table.4.10.

Table 4.5: Confusion matrix of clean speech for ACC384 feature on Berlin

Database
F D J N S A B
F | 81.16% | 1.45% 8.7% 0 0 8.7% 0
D | 15.22% | 65.22% 0 4.35% |, 4.35% | 4.35% | 6.52%
J 1 11.27% | 4.23% | 43.66% | 7.04% 0 33.8% 0
N | 1.27% | 7.59% | 2.53% | 8101 0 0 7.59% UR
S 0 0 0 3.23% | -88:71% 0 8.06% || 76.68%
Al 0.79% | 0.79% | 7.09% 0 0 90.55% | 0.79% WR
B 0 1.23% 0 6:147% |- 6:17% 0 86.42% || 78.69%

Table 4.6: Confusion matrix of clean speech for RS96 feature on Berlin

Database
F D J N S A B
F | 72.46% 0 5.8% 1.45% 0 20.29% 0
D | 21.74 | 36.96% | 4.35% 8.7% 6.52% | 10.87% | 10.87%
J | 7.04% | 7.04% | 38.03% | 4.23% 0 40.85% | 2.82%
N | 11.39% 0 3.8% | 72.15% | 1.27% 0 11.39% UR
S 0 0 0 3.23% | 90.32% 0 6.45% || 68.35%
A 1.57% | 0.79% | 11.02% 0 0 85.83% | 0.79% WR
B 0 1.23% 0 9.88% | 6.17% 0 82.72% || 71.59%
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Table 4.7: Confusion matrix of 0dB (babble noise) speech for ACC384 feature
on Berlin Database

F D J N S A B
F | 69.57% | 2.90% | 10.14% | 5.8% 0 10.14% | 1.45%
D | 4.35% | 43.48% | 17.39% | 13.04% | 2.17% | 8.7% | 10.87%
J | 18.31% | 12.68% | 28.17% | 8.45% 0 29.58% | 2.82%
N | 5.06% | 2.53% | 1.27% | 62.03 | 10.13% 0 18.99% UR
S| 1.61% 0 0 6.45% | 87.10% 0 4.84% || 63.57%
A 0 2.36% | 9.45% 0 0 84.25% | 3.94% WR
B 0 3.7% | 1.23% | 11.11% | 12.35% | 1.23% | 70.37% || 66.36%
Table 4.8: Confusion matrix of 0dB (babble noise) speech for RS96 feature
on Berlin Database
F D J N S A B
F | 43.48% | 4.35% | 8.7% «}10.14% | 8.7% | 18.84% | 5.8%
D | 23.91% | 21.74% | 13.04% | 4.35% 0 15.22% | 21.74%
J 1 16.90% | 4.23% | 28.17% | 2.82% 0 45.07% | 2.82%
N | 21.56% | 6.33% | 1.27% | 3544% | 13.92% 6.33% | 15.19% UR
S 0 0 0 6:45% | 83.87% 0 9.68% || 51.64%
Al 0.79% | 1.57% | 11.81% 0 0 85.83% 0 WR
B | 4.94% | 247% | 2.47% | 12.35% | 13.58% | 1.23% | 62.93% || 56.07%
Table 4.9: Confusion matrix of 0dB (white noise) speech for ACC384 feature
on Berlin Database
F D J N S A B
F | 72.46% 0 11.59% 0 2.9% | 13.04% 0
D| 87 |41.3% | 217% | 23.91% 0 10.87% | 13.04%
J | 9.86% | 9.86% | 38.03% | 5.63% 0 35.21% | 1.41%
N [ 10.13% | 2.53% | 2.53% | 53.16% | 2.53% 0 29.11% UR
S 0 0 0 4.84% | 87.10% 0 8.06% || 68.22%
A 0.79% | 3.15% | 9.45% 0 0 85.83% | 0.79% WR
B | 1.23% 0 0 13.56% | 6.17% 0 79.01% || 65.27%
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Table 4.10: Confusion matrix of 0dB (white noise) speech for RS96 feature
on Berlin Database

F D J N S A B

F | 57.97% | 4.35% 8.7% 8.7% 5.8% | 11.59% | 2.9%

D | 15.22% | 21.74% | 15.22% | 15.22% | 6.52% | 13.04% | 13.04%

J | 7.04% | 5.63% | 29.58% | 4.23% 0 49.30% | 4.23%

N | 12.66% | 3.8% 6.33% | 46.84% | 11.39% | 1.27% | 17.72% UR
S 0 0 0 8.06% | 74.19% 0 17.74% || 54.29%
Al 3.15% | 0.79% | 11.81% 0 0 84.25% 0 WR
B 0 6.17% | 2.47% | 8.64% | 17.28% 0 65.43% || 58.69%
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Figure 4.5: An overall clean speech RS plot for a fear sentence (right panel)

and an angry sentence(left panel)
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Figure 4.6: A clean speech RS plot of the 1st group (G1) for a fear sentence
(right panel) and an angry sentence(left panel)
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Figure 4.7: A clean speech RS plot of the 2nd group (G2) for a fear sentence
(right panel) and an angry sentence(left panel)
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Figure 4.8: A clean speech RS plot of the 3rd group (G3) for a joy sentence
(right panel) and an angry sentence(left panel)
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Figure 4.9: A clean speech RS plot of the 4th group (G4) for a fear sentence
(right panel) and an angry sentence(left panel)
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Figure 4.10: A clean speech RS plot of the 5th group (G5) for a fear sentence

(right panel) and an angry sentence(left panel)
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Figure 4.11: A clean speech RS plot of the 6th group (G6) for a fear sentence
(right panel) and an angry sentence(left panel)
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Figure 4.12: A clean speech RS plot of the 7th group (G7) for a fear sentence
(right panel) and an angry sentence(left panel)
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Figure 4.13: A clean speech RS plot of the 8th group (G8) for a fear sentence
(right panel) and an angry sentence(left panel)

The detailed frequency range of each group is shown in table.4.11. The

overlap of frequency range between adjacent. groups is quite small.

This

inter-independence might be the reason -that sub-group testing results show

in table.4.12 are not better than the original ACC384 feature set, which cover

all frequency regions.

Table 4.11: Frequency range for each groups

Gl G2 G3 G4 G5 G6 G7 G8
Freq(kHz) | 0.17- | 0.27- | 0.43- | 0.68- | 1-1.7 | 1.7- 2.7- 4.3-
026 [042 |066 |1 2.6 4.2 6.6
Table 4.12: Sub-group testing result
G1-G8 | G2-G8 | G3-G8 | G1-G7 | G2-G7 | G3-G7
result | 76.54% | 76.37% | 75.64% | 76.50% | 76.49% | 74.92%
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The ACC384 feature set contain 8 frequency groups, which uniformly

cover the frequency range of the 128 constant-Q) cochlear filters. In other

words, each frequency group covers 16 cochlear filters. To investigate the

optimality of the frequency coverage, we divide the constant-Q filters into

different number of groups, for example, 1 group, 2 groups, 4 groups, ..., and

up to 128 groups, and use the SRC to recognize these emotions. The simu-

lation results are shows in table 4.13 and Fig.4.14, and we find out that the

more groups out of the 128 constant-(Q filters, the higher the recognition rate

we can get. Considering the computational load duo to high dimensionality,

8-group seems a reasonable choice.

Table 4.13: Simulation results in different:number of groups of the constant-Q

filters

1 2 4 8 16 32 64 128
UR | 62.09% | 69.84% | 74.31% | 76.56% | 76.54% | 77.22% | 77.26% | 77.42%

UR

80%

78% - R ~ —

76% g -

74%

72%

70%

68%

66%

64%

V4

60%

1 4 8 16 32 64 128

Figure 4.14: Simulation results in different number of groups of the constant-

Q filters.
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We notice that the simulation result of inter384 feature set is not very
good while using the SRC as the classifier. As introduced in section 2.2, the
sparse representation classifier uses the training set as the basis and tries
to find the best coefficients of each testing data; then the nearest subspace
method is applied to determine the class of each test data. The inter384
feature set is built from a lot of functional features, such like mean, stan-
dard deviation, maximum value, maximum position, minimum value, and
minimum position,..., and so on. In order to have a high recognition rates, a
functional feature should have a similar pattern for a specific emotional class.
However some of those functionals are not suitable for building a good sub-
space, for example, the maximum and minimum position. Fig.4.15 and Fig.
4.16 show the variance of functional features of energy and the 1st MFCC.
The first 2 peak in each figure are maximum position and minimum position,
respectively. The larger variance it is; the more uncertainty it has, and that

is not good for our sparse representation classifier.
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Figure 4.15: Variance of functional features of energy.

We then removed the position related feature from inter384 and com-
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Figure 4.16: Variance of functional features of 1st MFCC.

pared with the original inter384 set, andthe simulation result for one sample
"boredom” sentence is shows in Fig:4.17 and Fig.4.18. We can observe that
Fig.4.17 has two groups of peaks which probably cause the error when using
nearest subspace method and Fig.4.18 has only one group of peaks which is
much more precise. The recognition rate of using the inter384 feature set
without position related functional is 67.96%, which is higher than the origi-
nal result 65.31%. Furthermore, we remove the features with the normalized
variance large than 1072, and the recognition rate goes up to 72.24%. Above
discussion tell us that the variance should be small while using the sparse
representation classifier. Similar result also applied to our ACC384 feature
set, when we removed the features whose variances are larger than others,
the recognition result goes up to 78.89%, which is better than the original
result of 76.54%.

In order to compare with other published works, we also consider classify-
ing four different emotion classes which are H, (happy), A, (Anger), S, (Sad),

and N, (Neutral). To our knowledge, the best performance was demonstrated
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Figure 4.17: SRC coefficients-of one boredom. sentence using all inter384
feature set
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Figure 4.18: SRC coeflicients of one boredom sentence using inter384 feature
set without any position related features.
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is [12], which is segmented an utterance into many segments and used the
support vector machine as the first order classifier to calculate the probabil-
ity for each class. The probability for each class was than used as the new
feature set with the conventional Gaussian Mixture Model (GMM) as the
second order classifier. The 4-class recognition rate reported in [12] is 84.7%,
and the result of our SRC + ACC384 is 85.05%. We also test the result with-
out the 11-norm term, and the result is 53.11%, which is much more worse

than our proposed result.

4.3 Results on Aibo Corpus

Table 4.14: Simulation results on.Aibo Corpus under babble noise using SRC
clean 15dB 10dB 5dB 0dB

40.84% |-40:52% | 39.82% | 39:07% | 37.40%
38.79% |735.62% | 34.26% | 33:32% | 32.30%
33.69% | 33.43% | 32.54% {31.67% | 29.58%

ACC384
inter384
RS96

Table 4.15: Simulation results on Aibo Corpus under white noise using SRC
clean 15dB 10dB 5dB 0dB

ACC384

40.84%

40.47%

39.16%

38.60%

37.86%

inter384

38.79%

36.67%

34.14%

33.92%

32.53%

RS96

33.69%

33.44%

31.91%

30.09%

28.44 %

Table 4.16: Simulation results on Aibo Corpus under babble noise using SVM

clean

15dB

10dB

5dB

0dB

ACC384

40.37%

39.73%

39.47%

38.80%

37.81%

inter384

38.19%

38.33%

37.86%

37.28%

35.87%

RS96

36.84%

37.00%

35.46%

35.19%

33.91%
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Table 4.17: Simulation results on Aibo Corpus under white noise using SVM
clean 15dB 10dB 5dB 0dB

ACC384 | 40.37% | 40.07% | 39.08% | 38.45% | 37.56%
inter384 | 38.19% | 39.37% | 38.61% | 37.41% | 34.99%
RS96 | 36.84% | 36.56% | 36.13% | 34.71% | 33.54%

Table 4.14 to table 4.17 shows the recognition rates on Aibo Corpus with
different recognizer different types of noise and in difference SNRs. In order
to cope with the data imbalance issue, we have randomly down-size other
classes to have the same size as the smallest class. This method was used
in our previous work [24], such that the weighted average recall (WR), i.e.
recognition rate, and the un-weighted récall (UR) are equal. For better
demonstration, the results of using different classifiers are shown in Fig.4.19

and Fig.4.20, respectively.
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Figure 4.19: Simulation result on Aibo Corpus using SRC.

Fig.4.19 shows the simulation results for three different feature sets when
using the SRC classifier. For sparse representation classification, the best
result here is SRC + ACC384. And Fig.4.20 also shows that the best feature
set when using the SV M classifier is still ACC384. We believe that if we use

more frequency groups, the recognition result will improve, which has been
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Figure 4.20: Simulation result on Aibo Corpus using SVM.

shown in the previous section with:the Berlin Database.

It is worth noting that we.used the downsizing instead of the up-sizing
approach to balance the database. Such random downsizing, which ignores
many speech sentences, might aggravate the over-training problem.

The Aibo Corpus contains-instantaneous emotions, which are very dif-
ferent from the acted emotions of the Berlin: Database, and its recording
environment is not as good as one of the Berlin Database, so in other words,
the Aibo corpus is considered much close to real life situations, and our ex-
periment results show that the ACC384 feature set is much more suitable for
real life applications. We also notice that some sentences contain bad clips
which caused by microphone collision at the beginning or end of a sentence
as shown in Fig.4.21. These bad clips are probably treated as voice by the
published VAD system and seriously degraded our feature sets.

Comparing with the work published in The INTERSPEECH 2009 Emo-
tion Challenge [16] (the baseline results of the inter3s4 feature set with SV M
are un-weighted average recall (UR) 38.2% and weighted average recall (WR)
39.2%), both our results (SRC + ACC384 is 40.84% and SVM + ACC384 is
40.37%) are better than the published baseline with the same number of

feature dimensions.
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Figure 4.21: An example for bad clips happened at the range 2 to 2.5 in Abio
corpus.
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Chapter 5

Conclusion and Future Works

5.1 Conclusion

In the first part of this thesis, the experiment results on the Berlin
Database show that our feature sets derived from the spectro-temporal mod-
ulation are much more robustness than the feature set proposed in the IN-
TERSPEECH 2009 Emotion Challenge. The-simulation results of two clas-
sifiers, SV M and SRC, show that the SRC performs well if the variance of
feature is small enough, at this part, our ACC384 feature set is better than
inter384 feature set. And the difference between our RS96 feature set and
our ACC384 feature set is that the ACC384 feature set carries phase infor-
mation of the modulation envelops. This phase information is beneficial to
the classification such that the recognition rates go up . We discussed the
feature dimensions of our spectro-temporal modulation, the results show that
as the feature dimension increases, the un-weighted average recall increases,
too. And about the sparse representation classification, the smaller variance
of features, the higher recognition rates we can obtain. In the second part
of this thesis, we used the Aibo Corpus as our test database. Again, the
experiment results show that our feature sets are much more robust than

the inter384 feature set. And we compare our experiment results in this two
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databases with other published works. For Berlin Database, our system per-
forms better than the one in [12], and for the Aibo corpus, the simulation
results of our proposed system are better than the baseline provied by the
INTERSPEECH 2009 Emotion Challenge.

Overall speaking, the feature sets derived from our spectro-temporal mod-
ulation are much more robust than the inter384 feature set, and our feature
sets are more suitable for the sparse representation classifier because of the

small variance of features.

5.2 Future Works

In order to improve the recognition results for both Aibo Corpus and
Berlin Database, some points can be take into consideration. First, a good
feature selection method is needed. In our previous work, the sequential for-
ward floating selection (SFF'S) method is used to find the best subset in our
feature sets, or we can use principal component analysis (PCA) to down-size
our feature sets and investigate the performance in each different dimension,
just like [28]. Second, the data balance issue is also important. Instead of
down-sizing the majority as we have done in this study, the SMOTE (Syn-
thetic Minority Over-Sampling TEchnique) applied in the INTERSPEECH
2009 Emotion Challenge may provide effective ways for balancing data sets.

As mentioned before, our spectro-temporal modulations provided 4 di-
mensional (time, frequency, rate, and scale) features. In this work, we use 3
dimensional (frequency, rate, and scale) features with the sparse representa-
tion classifier, and the performance is better than other published systems.
Since the performance of our 3 dimensional feature set, ACC384, is better
than our 2 dimensional feature set, RS96, we believe that the overall 4 dimen-
sional feature set can capture much more detailed time-varying information

and provide higher performance than our ACC384 feature set.
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