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Student: Zhuo-Yu Lee Advisor: Shiuh-Pyng Shieh
Department of Computer Science and Information Engineering

National Chaio Tung University

Abstract

In wireless sensor networks (WSNSs), sensor nodes are resource-constrained devices with
limited energy. Transmitting raw data between sensor nodes consumes high energy, and
therefore conventional data-efficient protocols reduce network traffic by performing
intra-network aggregation functions or eliminating redundant data. However, some drawbacks
still exist in these protocols, such as heavy computation overhead, data distortion, and
application dependency. In this paper, we present-a redundancy-aware protocol (REAP) for
WANSs to reduce redundant data, save energy savings, and relieve the drawbacks. REAP
effectively utilizes the WSN characteristics.of spatial and temporal correlations, and at the
same time will not have data distortion:.. REAP can easily adapt to the change of monitored
environment, while maintaining minimal energy cost. Simulation results showed that REAP

can achieve 50% ~ 60% energy savings in monitoring physical phenomenon.
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Chapter 1 Introduction

Wireless sensor networks (WSNs) are emerging technologies which is composed of
several powerful base stations and hundred or thousand of small and autonomous device
called sensor nodes. In WSNs, the deployed sensor nodes perform distributed observation
locally and transmit their sense readings back to the base station over a tree structure. The
sensor nodes are usually densely deployed to unattended environment to observe physical
phenomenon such as temperature, humidity, light, precipitation, seismic intensity, and etc.

A sense node is resource-constrained with low computation power, limited storage, poor
communication, low power capacity, and etc. Operated by battery makes power consumption
an important issue for sensor nodes. The failure of a set of sensor nodes by energy depletion
can lead to a partition of the sensor network and loss of important information for applications.
There has been much research on the topic-of energy-aware routing protocols in sensor
networks [16], [17], [18], [19], [20], [21], and efficient data processing approaches [13], [14],
[15] for reducing power consumption-of sensor-nodes and further increase the lifetime of the

whole network.

1.1 Requirements
In this paper, we design a protocol which focuses on efficient data processing for
reducing data volume rather than energy-efficient routing protocol. To design this protocol in
wireless sensor networks may face some challenges:
® Low computation overhead
In wireless sensor networks, all sensor nodes are resource-constrained devices. An
energy-efficient protocol should try to minimize the computation overhead and save the
maximal total energy in the network. Applying common data compression technigues to

reduce data volume cost too much overhead for sensor nodes. Sensor nodes which



perform encoding and decoding in these data compression techniques may drain their
power quickly due to the complex computation. We give a discussion in section 2.3 to
show that common data techniques are not suitable for wireless sensor networks.
Therefore, designing an energy-efficient protocol should keep computation overhead in
mind.

® No data distortion
In some efficient-aware protocols [17], [21], [22], their schemes have some level of data
distortion. Data distortion provides imprecise data for applications. These protocols with
data distortion limited themselves to applications which need precise sensed data.

® Fault Tolerance
One of the characteristics in wireless sensor network is unreliable links. Packet loss
occurs more frequently than wired network due to limited bandwidth and interference. A
mechanism is required for-recovering the lost-packet. Designing an energy-efficient

protocol should take car of this factor.

1.2 Cluster-based wireless sensor networks

In wireless sensor networks, the resource constraints on sensor nodes make it an
important challenge to develop efficient data processing techniques. It is inefficient to directly
propagate the raw data which sensor nodes observed to the base station. Instead, raw data
should be processed, aggregated locally, and reported back to the base station to avoid energy
depletion. In recent research, a cluster-based network has been discussed in the literature to
concretize this idea. In this architecture, the network is divided into small clusters and each
cluster has one sensor node acting as aggregator which collects all sense readings of sensor
nodes in the cluster and performs intra-network data aggregation. The sensor nodes which are
the members of the cluster transmit their raw data to their own aggregator. Only the sensor
nodes which are aggregators report their aggregated data to the base station. Therefore, the
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clustered-based networks can conserve energy depletion of the sensor nodes because that only
aggregators need to propagate their collected data to the base station while other sensor nodes
just transmit their raw data to their aggregator. Moreover, the aggregator nodes fuse the raw
data into one single data by intra-network aggregation to reduce data volume and also benefit
the power consumption for the whole networks. Note that if the aggregator node is chosen a
priori and fixed throughout the system lifetime, it is clear that unlucky sensor node chosen to
be the aggregator would die quickly. Thus the aggregator nodes should be rotated after a

period of time in order not to drain energy of single sensor node.

1.3 Related Work

There have been many proposed energy-efficient schemes for wireless sensor networks
in the literature. These schemes can:be roughly ¢classified into two categories. The first one is
efficient-aware routing protocols, which can be further divided into three main categories,
data-centric, hierarchical and location-based.[3}. The other one category of energy-efficient
schemes is efficient data processing which reduces the transmitted data through the networks

to further reduce power consumption.

1.3.1 Energy-aware routing protocol

Directed diffusion [18] is a data-centric scheme using a naming scheme where data
generated by a sensor node is named by attribute-value pairs. An interest is defined using a list
of attribute-value pairs such as type of object, interval, duration, location, and etc. The interest
Is broadcast by a sink and each node receiving the interest performs caching for later use. The
interest entry contains several gradients which are reply links to neighbors from which the
interest was received. By using interest and gradients, directed diffusion enables sink and
nodes to establish empirically good paths between them to achieve power saving.

LEACH [6] is one of the most popular hierarchical routing protocols for wireless sensor
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networks. In LEACH, a sensor network is divided into several clusters. A cluster contains
several nodes and one cluster head. In this architecture, local cluster heads act as routers to
route data from the members of the clusters to base stations. It will save energy because that
data propagation is only performed by cluster heads and all other nodes transmit their data to
their own cluster heads which are only one-hop away from them. There have been several
research based on LEACH to further improve the performance of power saving.

Lindsey et al. proposed a power-efficient data gathering scheme for wireless sensor
networks [19]. The basic idea is that the nodes in the networks are organized to form a chain
to the base station. The chain is constructed by the sensor nodes themselves using a greedy
algorithm staring from some nodes. After the chain is constructed, each node on the chain
receives data from its last neighbor, aggregate with its own data, and then transmits the fused
data to its next neighbor on the chain. Althoughit-reduces power consumption by decreasing
the number of transmissions and-reception by.using data aggregation, knowing the topology

for each node can introduce significant overhead especially for dense networks.

1.3.2 Efficient data processing

Other energy-efficient schemes are focus on data processing which reduce transmitted
data for power saving. Some approaches proposed novel data compression schemes rather
than common compression techniques to reduce data size due to heavy overhead of these
common compression techniques.

Chou and Petrovic et al. [14] proposed an adaptive signal processing approach to reduce
power consumption in wireless sensor networks. The base station constructs a tree-based
codebook for compression with side information and broadcast to all sensor nodes in the
networks. Each sensor node compresses its observation according to the given codebook to
reduce data size, and transmits to the base station which then decodes these compressed data
with side information. There are some drawbacks in their scheme. The base station needs to
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continuously track and exploit existing correlations in sensor data for decoding with side
information. Moreover, it is possible for their scheme to make a decoding error due to the
correlation noise. As a result, it would have some level of data distortion in their scheme.
PINCO [15] presented a power saving scheme by reducing redundancy in the data
collected by sensor nodes. Each node receives the measurement from its neighbor and
performs data fusion. The prefix of observations which the same are combined together to
reduce the transmitted data size. TiNa [22] utilized temporal coherency to reduce the amount
of data transmitted by all nodes. Their scheme define a user-specified parameter, called tct,
which specifies the degree of which the user tolerant to the change of sense readings. The
larger tct, the greater degree of distortion of sense readings would be. Similar approach is also
proposed in [21] which utilized two thresholds, hard threshold and soft threshold. Only the
nodes whose sense readings are beyond the hard.threshold and equal or greater than soft
threshold transmit their sense readings. However, this approach is not good for applications
which need to periodically report-the sense.reading of-sensor nodes. Applications may receive

no data because no data reaches the thresholds.

1.4 Contribution

In this paper, we proposed a data-efficient protocol in the wireless sensor networks to
reduce transmitted data volume as well as providing the same level of quality of sense
readings. Each sensor node in our proposed protocol can save energy efficiently and further
increasing lifetime of the whole network. Moreover, no data distortion will occur in our
proposed protocol so that it is independent to upper applications in wireless sensor networks.
Our proposed protocol is easy to implement and suitable for any cluster-based wireless sensor

networks which perform intra-network data aggregation.



1.5 Synopsis

The rest of the paper is structured as follows. In the next chapter, we introduce the
preliminaries needed in our proposed protocol. Chapter 3 describes the environment which
our protocol discussed and gives a brief description of our proposed protocol which consists
of three phases. In chapter 4, we analyze our protocol and give simulations to show that our

performance on power saving. Finally, we conclude our proposed protocol in chapter 5.



Chapter 2 Preliminaries

In this chapter, we give a brief description to show the key point of power consumption
on a sensor node and introduce the data redundancy which our proposed protocol motivated
by. We also show that common data compression techniques are not suitable for wireless

sensor networks. Finally, decimal data presentation would be introduced.

2.1 Power consumption on sensor nodes

A sensor node is a small device which can be made up of four basic components, sensing
unit, processing unit, transceiver unit, and power unit [2]. The main task of a sensor node is to
detect event in environment and report its observation. A sensor node uses sensing unit to
observe the physical phenomenon, processing unit for processing observed data locally, and
then transmits the data by transceiver units;Therefore, power consumption on a sensor node
falls on sensing unit, processing unit, and transceiver unit.

Hill and Szewczyk et al. [1] measured-the current per hardware components of their
sensor platform developed at UC Berkeley. Their measurement shows that transceiver unit
consumes the most energy (17mA for transmitting data and 9.5mA for receiving data) while
processing unit and sensing unit cost only a little energy (5mA for processing unit and 1mA
for sensing unit). The current consumption for transmitting a single radio message was
measured in [4]. Their result also shows that radio transmission costs the most power
consumption. Therefore, the usage of transceiver unit is crucial for power consumption on
sensor nodes. To reduce power consumption on sensor nodes, we need to diminish the usage
of transceiver unit.

Hill and Szewczyk et al. [1] gave us a result that power consumption is proportion to the
number of transmitted/received bits where 4317.89nJ for transmitting a bit and 2028.66nJ for

receiving a bit. Moreover, Heinzelman and Chandrakasan et al. [6] proposed the first order



radio model which is used to calculate transmission costs and receiving cost:

Transmitting

ETx (k, d) - E(k)Tx—eIec +E (k’ d)

Tx—amp
ETx(k’ d) = k X Eelec
=k x (E

+kx E,p, xd?

+ Eamp xdz)

elec

Receiving

Er (k) = E(K) py_eiec

ERx (k) — k X (Eelec )

where k is the number of transmitted/received-bits and d is the transmitted distance. E¢c is the
power consumption of running 'transmitter/receiver. circuitry and Eam, for transmitting
amplifier. In these equations, they also show us that-the power consumption is proportion to
the number of transmitted/received bits. Therefore, we should decrease the number of

transmitted/received bits to achieve the goal of reducing power consumption on sensor nodes.

2.2 Data redundancy in wireless sensor networks
Data redundancy among the sense readings is a characteristic of the wireless sensor
networks especially for densely deployed networks. It can be summarized as two kinds of
redundancy, spatial redundancy and temporal redundancy.
® Spatial redundancy
In order to achieve sufficient coverage and fault tolerance, applications in wireless sensor
networks require dense sensor deployment which each sensor node is close to each other.

As a result, the sense readings of the spatially proximal sensor nodes may be the same or



different in a small bounds. These sense readings are spatial data redundancy and can be
reduced to diminish the communicated data volume in wireless sensor networks.

® Temporal redundancy
Some applications in wireless sensor networks may require sensor nodes to periodically
perform observation and report their sense readings back to the base station. The nature
of the radiated physical phenomenon constitutes the temporal correlation between each
consecutive sense reading of a sensor node. The current sense reading of a sensor node
may be the same as or less different to the sense reading at last time.

Motivated by the redundancy in wireless sensor networks, we proposed a protocol

diminishing redundant data to further reduce power consumption for sensor nodes.

2.3 Common data compression techniques

In common data compression techniques,.there are two main types, which include lossy
data compression and lossless data compression..In this section, we give an overview of these
techniques and show that it is not.suitable for applying these compression techniques in
wireless sensor networks.

As implied by the name of lossy data compression, after applying lossy data compression
to message, the message can never be recovered exactly as it was compressed before.
Therefore, using lossy data compression would lead to data distortion which is significant
drawback we mentioned before. Lossless data compression has no data distortion and can be
further divided into two categories, run-length coding and variable-length coding. The basic
idea of run-length coding is that encoding continuous identical symbols into one such symbol
and the length of the symbols. For example, if the message is “AAAAABBB?”, after encoding
by run-length coding, it becomes “5A3B”. The performance of run-length coding is not good
for wireless sensor networks because the sense reading is usually digital data. Variable-length
coding includes Huffman coding, arithmetic coding, LZW coding, and etc. These coding
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algorithms need long-term statistics or complex computation. They are not suitable for
decreasing data volume in wireless sensor networks due to heavy overhead. To sum up,

common data compression technigues are not suitable for

Lossy compression Lossless compression

Run-Length Coding Variable-Length Coding

AAAAABBB->5A3B Huffman coding
Data distortion!
Arithmetic coding

LZW coding

Table 2-1. Common data compression techniques

being used by sensor nodes no matter lossy.or lossless compression. In our protocol, we need
to find out a method for decreasing data ' volume without data distortion, long-term statistic,
and heavy computation overhead.

In our proposed protocol, we-make:use-of‘the concept of DPCM (Differential Pulse Code
Modulation) to reduce the transmitted data volume. DPCM is code modulation which only
samples the difference between the actual sample value and its predicted value. JPEG also
uses DPCM to compress image data. DCMP needs only light computation and very is suitable
for compressing highly correlated data. Therefore, our proposed protocol employs the concept

of difference on transmitting.

2.4 Decimal data presentation

For many applications in wireless sensor networks, the data they are interested is not
only integer, but also including decimal data. For example, monitoring temperature in
physical environment usually needs as precisely as decimal below one for accuracy. Therefore,

we need to know how to represent decimal data in sensor nodes. A brief study will be
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introduced in this section.
Let’s consider an n-bit ADC which outputs digital data with n bits, M[n], and its

resolution, r. A sensor node gets the n bits data from the ADC and the actual value is:
sense reading = M [n]xr

The resolution is usually decimal number, so the sense reading would be decimal number. We
take a temperature ADC, AD7416, as an example. This temperature sensor is a 10-bit ADC
and the resolution is 0.25°C. The temperature data format is shown in Table 3-2. This shows
that the full theoretical range of AD7416 is from -128°C to 127°C. If a sensor node reads the

data 0000101000 from the ADC, that is to say that the sense reading is 40x0.25°C = 10°C.

Temperature('C) |Digital output
-128°C 10'0000 0000
-125°C 10 0000 1100
-100°C 10:0111 0000
-75°C 10.1101 0100
-50°C 11 0011 1000
-25°C 11 1001 1100
-0.25°C 11 1111 1111

0°C 00 0000 0000
+0.25°C 00 0000 0001
+10°C 00 0010 1000
+25°C 00 0110 0100
+50°C 00 1100 1000
+75°C 01 0010 1100
+100°C 01 1001 0000
+125°C 01 1111 0100
+127°C 0111111100

Table 3-2. Temperature data format of AD7416

11



Our proposed protocol is compatible to decimal data for sensor nodes with n-bit ADC.
Computing the base value and difference operation are performed by using the digital output

from the ADC and no other overhead in REAP to dealing with decimal data for sensor nodes.
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Chapter 3 Proposed Scheme

In this section, we describe our basic idea of our proposed scheme, a REdundancy-Aware
Protocol, called REAP, and the detail of it. We also discuss the usages in REAP and give a

summary of it.

3.1 Environments

Our discussed environment is a cluster-based network, which can reduce data size by
performing intra-network aggregation and conserve energy depletion for the whole network.
Figure 3-1 (a) illustrates a random deployed sensor network and the network is formed into a
cluster-based network in Figure 3-1 (b). In Figure 3-1 (b), each circle with dotted line is a
cluster and has one aggregator node within it, The sensor nodes which are the members of a
cluster are one-hop away from their aggregator:node,and the aggregator node is the neighbor
of all members in the cluster. Our network clustering is based on [6]. Each sensor node has a
probability to be an aggregator. When each:-node' that has elected itself an aggregator
broadcasts an advertisement message to itheirest of the sensor nodes. The non-aggregator
nodes join the cluster based on the signal strength of the advertisement. A non-aggregator
node would choose the aggregator node to be its aggregator where the signal strength of the
aggregator node’s advertisement is the strongest among all received advertisements. By this
decision mechanism, sensor nodes in clusters are closest to their aggregator node. Therefore,

it would have highly spatial correlation between sensor nodes in the same cluster.
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Figure 3-1. Cluster-based networks: (a) a randem-deployment sensor networks; (b) a cluster-based wireless

sensor network afterelustering

Each sensor node performs environment monitoring when receiving a query from the
base station. The base station sends.a query to each aggregator node and then the query is
delivered to each sensor node in the cluster. The query may request sensor nodes to
continuously sensing the environment and report the sense readings in intervals. Each
aggregator node collects the sense readings from its members, performing intra-network data
aggregation, and then reports the results to the base station. REAP is a protocol for
applications to reduce transmitted data volume in each cluster, where the applications require

continuously monitoring.

3.2 REAP: REdundancy-Aware Protocol
REAP is aiming at reducing transmitted data volume in the network to decrease the
power consumption of each node. As we mentioned in chapter 1, the sense readings in densely

deployed wireless sensor networks are likely to have both spatial and temporal redundancy.
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We utilize data redundancy to reduce data volume.

In REAP, we focus on utilizing temporal redundancy rather than spatial redundancy.
Spatial redundancy means that the sense reading of one sensor node may be the same as or
less different to the sense readings of its neighbors. If a sensor node knows that its sense
reading is the same as the sense readings of its neighbors, it should not transmit its sense
reading because of the redundancy of the sense reading of its neighbors. To reduce such
redundancy, sensor nodes need to overhear the sense readings of their neighbors and receive
the sense readings for comparing with their own sense readings. Note that receiving data also
consumes energy for sensor nodes. Receiving overhead may greater than the energy we saved
by reducing spatial redundancy, so we do not concentrate on reducing spatial redundant data.

REAP makes use of the temporal redundancy, which the current sense reading of one
sensor node is likely to be the same:as the last sense reading or less different to it, especially
in physical phenomenon. Motivated.by this characteristic, a node only transmits the difference
between the current sense reading and last _sense reading in REAP. Because of temporal
redundancy, the difference would be.smaller than original data. Each time when a node needs

to transmit data, it only transmits a small amount of data.

3.3 REAP in Detail
REAP consists of three phases, base value setup phase, data report phase, and base

value update phase. First, we define some variables and give descriptions of them.

B the base value used for reducing transmitted data volume
D the difference between current sense reading and the base value
Ngj The number of sensor nodes in a cluster, ¢

MI[n] | the sense reading with n bits

15



f,(M) | a function for computing the number of bits of M:

f,(M)=[log, M J+1

Table 3-1. Definitions for REAP
These variables will be used in the following sections. In the following, we give a detail

description for each phase of REAP.

I. Base Value Setup Phase

In order to reduce transmitted data volume, we use the concept of difference for
transmitting. One approach is that each sensor node transmits the difference between the
current sense reading and last sense reading to reduce transmitted data, but this approach has
four drawbacks. First, each sensor node transmits only the difference, so the aggregator node
needs to record the last sense readings of all sensor nodes in the cluster and uses the
difference and the last sense reading to recover the-actual current sense reading for each
sensor node. A large storage space is:regquired-for the resource-constrained aggregator node.
Second, when the aggregator node receives thedifference of one sensor node, the aggregator
node needs to look up the table which records the last sensor readings of all sensor nodes in
the cluster to find the corresponding sense reading of the sensor node. The table would be
large if there are many sensor nodes in the cluster, so looking up table will be an overhead for
the aggregator nodes. Third, in each cluster, the sensor node acting as the aggregator would
rotates among the other high-energy sensor nodes in order to not drain the energy quickly [6].
The records of the last sense readings of all sensor nodes should be delivered to the new
aggregator node to make this approach workable. Delivering the large-size records is also a
heavy overhead and dissipates energy. Finally, packet loss may more usually occur due to the
unreliable links in wireless sensor networks. Packet loss fatally influences on this approach
because that the aggregator node can not recover the actual sense reading if the last sense

reading was lost.

16



To avoid these drawbacks and also achieve the goal of reducing transmitted data volume,
we use only one single value for all sensor nodes in the cluster, including the aggregator node,
to reduce transmitted data volume. This value should be selected carefully to minimize
transmitted data volume for all sensor nodes in the cluster. Let’s consider that there are N
sensor nodes which are the members of a cluster and their respective sense readings are, My,
Mo, ..., Mn. Assume the single value we want to find is x. By the concept of transmitting the
difference, we can formulate the total amount of data which all sensor nodes need to transmit

in the cluster:

(0= 2| (x=M,) @

i=1

Mathematically, equation (1) is called mean-absolute deviation. We give a simple proof in
appendix to prove that when f(x) is minimal. The result shows that choosing x as median of
<Mj, My,..., My> makes f(x) is minimal. Consequently, we should choosing x as the median
of <M3, My,..., M\>. However, REAP:chaases x as the mean of <M;, Ma,..., My> and we
call this value as base value, which is known for all sensor nodes in the cluster. Choosing the
base value as mean is more meaningful than median for REAP. Although mean is not optimal
solution for equation (1), REAP considers only about total number of bits of all differences.
The total number of number would be close to the case which choosing the base value as
median. Moreover, choosing the base value as mean helps REAP to update the base value
more precisely than choosing median because that mean represents the average value of all
sense reading and thus can further be the criterion for updating base value in base value
update phase.

In REAP, the aggregator nodes are responsible for creating the base value. The base

value is computed by the following equation:
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where N is the total number of sensor nodes in one cluster. Figure 3-2 illustrates how to setup
the base value. When a cluster is formed, all sensor nodes transmit their current sense
readings to the aggregator node. The aggregator node then computes the base value by the
equation (2) and broadcasts the base value to all sensor nodes. Therefore, all sensor nodes in
the cluster have the base value and further use it to reduce transmitted data volume by
transmitting only the difference between the current sense reading and the base value.

! .

BS BS

(a) (b)

Figure 3-2. Update of the base value: (a)the aggregator node collect all sense readings; (b) The aggregator node

broadcast the base value to all sense nodes in the cluster

Base value setup phase initiates the base value since the cluster is formed. Further data
transmission will utilize the base value to reduce transmitted data volume. Under this design,
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only one single value is used for all nodes and avoids the overheads of storage space, table

looking up, table delivering, and against error recovery for sense readings.

I1. Data Report Phase

After the initialization of the base value, all sensor nodes in the cluster report their sense
readings to the aggregator node for performing intra-network data aggregation when receiving
a query from the base station. Figure 3-3 shows a procedure of one sensor node reporting its

sense reading.

B
observation sbit | Minl D =M[n] -B transmit
> Apc == Processor RF >
T sign bit

B: based value
D: difference
MIn]: sense reading with n bits

Figure 3-3. Procedure of transmitting a sense reading for a sensor node

A sensor node gets the n-bit sense reading, M[n], from the n-bit analog-to-digital
converter (ADC) and then computes the difference, D, by the n-bit sense reading and the base

value, B, which is setup at base value setup phase.

D=M[n]-B (3)

The sensor node transmits the value, D, as its sense reading to the aggregator node. Note that
M may be bigger or smaller than B, so we need one bit to tell the aggregator node that D is
positive or negative. We call this bit as sign bit, which 1 represents that D is negative and 0
for positive. Moreover, after performing the equation (3), D may be 0. If D is equal to 0O, the
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sensor node only transmits the sign bit, 0, to tell the aggregator node that its sense reading is
the same as the base value.

The aggregator node would receive all sense readings from all sensor nodes. When the
aggregator node receives one packet from senor node, n;, it extracts the sense reading, D;,
from the packet and checks the sign bit for recovering the actual sense reading. If the signed
bit is 1, the aggregator node subtracts D; from the base value to recover the actual sense

reading while adding D to the base value if the signed bit is 0.

(4)

_[B+D, ifs =0
~|B-D, ifs =1

The aggregator node only performs simple subtraction and addition instruction to recover the
actual sense reading for each sensor nodexThis:method is both lightweight for data reduction
and data recovery, so it is appropriate for resource-constrained sensor nodes.

The links between sensor nodes. are unreliable in wireless sensor networks. The data
transmitted by sensor nodes may not‘be received by the aggregator node. We will give a

discussion about this problem in section 3.4.

I11. Base Value Update Phase

In REAP, all sensor nodes in the cluster keep the base value for reducing transmitted data
volume. However, physical phenomenon may change as time. If the sense readings of all
sensor nodes are changed dramatically after a long period of time, the differences between the
sense readings and the base value are large if the base value is unchanged. If the sense
readings of all sensor nodes in a cluster are increasing, the performance of our protocol is still
better than transmitting raw sense readings. However, if the sense readings become less than

half of the base value, the performance of REAP will be worse than it without our scheme
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because the difference between of the sense readings and the base value is larger than the
original sense reading. Energy consumption will increase when the sense readings are far
away from the base value. Therefore, the base value should be updated to fit to the current
physical phenomenon. In base value update phase, the aggregator node will update the base
value and broadcast the new base value to all sensor nodes in the cluster to maintain the
performance of REAP.

A straightforward approach can be introduced, which is updating the base value at each
round when the aggregator node collects all sensor readings from all sensor nodes. Note that it
also consumes energy when updating the base value due to the transmission of the aggregator
node and reception of all other sensor nodes in the cluster. The power consumption for

updating the base value can be calculated by the following equation:

Eoverhead = ETx X ( fb(Bnew)) i ERx X ( fb(Bnew)) X (Nc _1) (5)

where Erx and Egyx are the power consumption of transmission and reception for one bit. Bpew
is the new base value at current round collecting sense reading, and the fy() is the function for
computing the number of bits. Let’s consider the total energy saved at the next collection
round after updating the base value, which is compared with the case without updating. The

extra energy saving after updating the base value can be described as:

Jx (N, =1) = By % Ty (Boy — Buo|)x (N, —1)
)= £, (B ~ B X (N, ~2)

E -B

= Ep, %y (Bosgm
=E;, x (quBoriginal —Brex

saved next

(6)

where Brex: IS the base value at the next collection round and Boriginal is the original base value
which is current used by all sensor nodes. If the overhead of updating the base value is larger

than the extra energy saving at next collection round,
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E d > Esaved (7)

overhea

the power consumption in the cluster will worse than it without updating the base valued at
each collection round. The equation (7) would be easily true if high temporal correlation
exists in the cluster (i.e. Esaveq is vVery small). Therefore we should not update the base value at
each collection round. In REAP, the aggregator node updates the base value only when the

base value at next round is far away the current original base value. The updating criterion is:

‘ fb (Bnew) - fb (Boriginal )
f.(B

> Tthreshold (8)

original )

If Tireshold 1S SMall, the aggregator node would update the base value more frequently while
larger Tinreshold Makes the update of the basexvalue less unusual. We give a simple analysis for
Tinreshold- 1T the base value at next round is larger than the current base value, the performance
of REAP is stiller better becausethat-the differences are still smaller than original raw data.
On the other hand, if the base value at next round is smaller than half of the current base value,
the performance would be worse than protocol without REAP because that the differences are
larger than original raw data. Therefore, Tinreshola Should be smaller than 1/2. Choosing Tinreshold
is dependent on environments and we suggest that choosing Tinreshold between 0.2 ~ 0.3 would

get better performance in most environments.

3.4 Error Reconstruction

In our framework, packet loss may occur due to the unreliability in wireless sensor
networks. A packet transmitted from a sensor node in the cluster may not be received at the
aggregator node. Losing packets makes it imprecise for applications because that this packet

may impact the result of intra-network aggregation. Moreover, it also affects the computation
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of the base value. Imprecise base value may result in fewer energy savings. In such a case, the
aggregator node should recover the corresponding sense reading of the lost packet for
computing the base value precisely. In the dense sensor networks, it has highly spatial
correlation between sensor nodes. The sense reading of a small set of sensor nodes which are
neighbors may have some level of correlation. If we can find this correlation, the aggregator
node can reconstruct the lost sense reading of the sensor node by this correlation between the
neighbors of the sensor node. Equation (9) shows a model for spatial correlation in wireless

sensor networks [11]:
KFE(d)=eC9%™; 9, >0,6,c(02] ©)

This model is a power exponential .functionzwhich contains the exponential (6,=1) and
squared exponential (6&,=2) madel. The parameter 6, controls the relation between the
distance of the sensor nodes and the correlation model. The sensor nodes become more
correlated with increasing 6, . Using this correlation model, the aggregator nodes need to
know the distances of two neighbors, so localization techniques [25] are required for
providing location information for aggregator nodes. It consumes energy for using these
proposed location techniques so that it conflicts with the goal of energy saving. In REAP, we
do not using the spatial correlation model for error recovery due to the overhead of
localization. Instead, we ignore the lost packets when computing the base value. The
aggregator node computes the base value base on equation (2) where only using the total

received sense readings. We will show the influence of packet lost on REAP in chapter 4.

3.5 Summary
In our proposed protocol, REAP, it consists of three main phases: base value setup phase,

data report phase, and base value update phase. The base value setup phase is to initialize the
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base value for further being used in data report phase. In data report phase, sensor nodes

transmit only the difference between the base value and their sense reading for each collection

round. The base value may not suitable for reducing data volume when the difference between

the base value and the sense
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Na broadcasts Bto all nodes
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Figure 3-4. Protocol flow of REAP

readings. The aggregator nodes may update the base value in base value update phase to make

the differences in a small range for maintaining the good performance in REAP. Figure 3-4

gives a review of REAP and shows a simple flow of the three main phases where N, is the
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aggregator node and N; is node i.
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Chapter 4 Performance Analysis

In this chapter, we provide simulation results based on REAP. The simulations were
performed for the measurements on temperature, humidity, and pressure. We measured the
energy savings compared with original data gathering protocol without REAP. In the
following section, we use the term of *“original protocol” to represent the protocol where

sensor nodes transmit their raw sense readings to aggregator nodes.

4.1 Simulation environment setup

In the simulations, we measured the performances on temperature, humidity, and
pressure. The ranges of these data sets are shown in Table 4-1. The range of temperature is
decreasing from 10°C to 8°C, 60% increasing to 99% for humidity, and 980hpa increasing to
1160hpa for pressure. The respective resolutions, which we used, of these data sets are 0.25, 1,
and 0.25. The changes of the walue in the data sets are smooth for temporal correlation

between sense readings.

Data sets Approximately range Data resolution
Temperature 10°C~8°C 0.25
Humidity 60% ~ 99% 1
Pressure 980hpa ~ 1160hpa 0.25

Table 4-1. Data set for the simulation

We simulated REAP over 100 samples of temperature, humidity, and pressure for each sensor
node. We define it as a round when the aggregator collects all sense readings of sensor nodes
one time. Each cluster has one aggregator and 10 sensor nodes to be its members, so the total
number of samples in our simulation is 1,100. The power consumption for transmitting and

receiving one bit are 4317.89nJ and 2028.66nJ that are measured by [1].
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4.2 Simulation results

In the simulations, we measure the amount of totally consumed energy of each round.
Note that reception also consumes energy, so consumed energy was calculated including the
transmission and reception costs of sensor nodes. We measured the power consumption of
each round in REAP with Tinreshold = 0.3 compared with original protocol. In REAP, updating
the base value also costs energy as equation (5) described, so the measurement of REAP

contains the energy overhead of updating the base value.

Temperature
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250
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Power consumption: uJ

Figure 4-1. Energy consumption for temperature
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Figure 4-3. Energy consumption for pressure

Figure 4-1, 4-2, and 4-3 show the results of our simulations. It is clear that power
consumption for each round in our proposed protocol is much less than original protocol. In

our simulations, the aggregator node needs to calculate the base value and broadcast it to all
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sensor nodes in the cluster for initializing the base value, so the power consumption at the
first round would larger than original protocol. However, after the first round, REAP
substantially reduced power consumption at each round.

The following table, Table 4-2, shows total energy savings for REAP measuring
temperature, humidity, and pressure. From our simulations, we achieved between 50% ~ 60%

energy savings depending on the data set. We believe that REAP can achieve

Data Set Temperature Humidity Pressure

Total energy savings | 57.34% 58.59% 57.12%

Table 4-2. Energy savings of REAP for different data sets

more energy savings in more highly temporal and spatial correlated data sets where the

difference can be smaller for reducing much power:consumption.

4.3 REAP with packet loss
In this simulation, we measured the performance of REAP with packet loss. Packet loss
may impact the computation of the base value and further influence the performance. Figure

4-4 shows the result of our simulation with packet loss.
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Figure 4-4. REAP with packet loss for different data sets

We measured the performance with packet loss rate:from 0% to 20%. We can see that the
performance is even better than it without packet loss in some conditions. This is because that
ignoring the lost packets when computing the base-value may make the base value closer to
the sense readings. Due to the larger variation of data set, the performance for humidity
decreases strikingly when packet loss rate increasing. The result shows that the performance
is decreasing notably when packet loss rate is greater than 15%. However, the performance is
strongly against to packet loss when the rate is less than 15% for the data sets. We believe that

applying more precise interpolation techniques on REAP makes REAP more robust to packet

loss.
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Chapter 5 Conclusions

In this paper, we have proposed a data-efficient protocol called REAP. REAP reduces
power consumption in wireless sensor networks by eliminating redundant transmitted data
volume and provides no data distortion for upper applications. Since transmitted data
consumes the most energy, using REAP results in significant energy savings. REAP mitigates
the drawbacks of existing data-efficient protocols, including heavy computation overhead,
data distortion, and application dependency. Our simulations have shown that REAP achieved
about 50% ~ 60% energy savings for different data sets and provide a updating mechanism in
REAP to maintain the performance even if physical phenomenon changes as time. REAP is
suitable for any cluster-based networks and we believe that applications using REAP would

save more energy in highly spatially and temporally correlated physical phenomenon.
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Appendix

We give a simple proof to show that the following equation, called mean absolute

deviation, gets the he minimum value when x is the median.

f9= 0] M,)
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Proof:
We assume that My is the median of <Mj, My,..., M;>and P is the any value of <M;, My, ...,
Mp> in where P+ Mgy. We want to prove that for any P in <My, My,..., M;>, the following

equation is always true.

Z‘Mi _Md‘<Z‘Mi ~ Pl
i=1 i=1

We first prove the case when n is odd, where N = 2n+1. Thus, we have the sequence, <My,
MZ)"'a an Mn+1, Mn+2,---, MZn, M2n+1 >a Where I\/II"']. > I\/II ) Md = Mn+1, PiMdl and
considering the case of P > My as the following showing.

b M1 Blzs1 Moe: Bln+s bl Ielz-
» » * L - -

We assume that the distance between Mg and P'is d and P = My +d ( P= My —d can be proved
similar by the following ), then we have:
M, - M| =M= P[-d
M, -My|=|M, -P|-d

...... n+1 items
M, -My|=|M, -P|-d
‘Mn+1_Md‘:‘Mn+1_P‘_d
‘Mn+2_Md‘<‘Mn+2_P‘+d
‘Mn+3_Md‘:‘Mn+3-P‘+d

...... n items

M, -My|=|M,, -P|+d
‘M2n+1_Md‘:‘M2n+1_P‘+d

Summing up the above equations:
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Zn:\l\/li —|\/|d\<znl\|\/|i —P|-(n+1)d +nd
i=1 i=1

IIEL
i=1
.-.Z\Mi—Md\<Z\Mi—P\
i=1 i=1

The same principle can be also proved when n is even.
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