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Abstract

It is widely known that the Trandation Look-aside Buffer (TLB) plays an
important role in the address trang ation mechanism from virtual addresses to physical
addresses. If any miss occur, the'performance of. the.processor will seriously degrade.
There are many methods for improving TLB performance, such as increasing the
associativity, the number of entries, or page sizes, and using superpages to cover more
memory spaces. These methodologies; especialy superpage, can effectively reduce
lots of misses for most applications. However, very few designs really focused on the
context switching issue. In order to support the multiprogramming characteristics in
all modern OS, the context switching mechanism is needed and it will cause all TLB
entries be flushed and will impact on the performance very seriously, especialy on
today’s high performance processors. This thesis presents a novel and easy
implemented TLB architecture to reduce the misses in context switching with
complete-subblock mechanism. All simulations were done with modified
SimpleScalar 3.0d tool suite and SPEC2000 benchmarks. The thesis also compares
several designs, including the conventional TLB, the complete-subblock TLB, and the
promotion TLB. The simulations show that the new design can achieve about 1.3
times of relative improvement of miss rate in average with 4KB page size and reveal

that our methodology can be very useful for multiprogramming environment.
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Chapter 1 Introduction

To support large memory requirements for modern applications, all new
advanced general-purpose processors will support the virtual memory. The virtua
memory is one of the few interfaces through which the architecture and operating
system interact directly and is developed to automate the movement of program code
and data between main memory and secondary storage to give the appearance of a

single large memory system.

In order to support virtual memory, the address translation mechanism is needed.
It is well known that all the address trandations are stored in main memory and
maintained by the operating system;:to reduce, the cost of address translation, the
trandation look-aside buffers (FLBs) [10] -are implemented inside the processor. If
there’'s any TLB miss occurring, at least.two or three memory accesses are needed to

fetch the translation from main memory by the memory management unit (MMU).

A case study on TLB miss handling [16]: It has been shown to constitute as
much as 40% of execution time and up to 90% of a kernel’s computation. Studies
with specific applications have also shown that the TLB miss rate can account for

over 10% of execution time even with an optimistic 30-50 cycles miss overhead.

With the VLSI technology improving rapidly, the new microprocessors become
much faster than ever before and it causes the gap between memories and the
processor core larger and larger. We can easily find that the TLB isin the critical path

of memory accesses. It’s an important issue to reduce the miss rate of TLB [14].



1.1 Problem Definition

To enhance the TLB performance, several studies have been made in this field.
However, little attention has been given to the context switching problem under
multiprogramming environment. The context switches are wiping out locality from
one application to another and cause the flush operations for whole of the TLB entries.

It affectsthe TLB performance very seriously.

In [6], we propose a novel and easy implement TLB structure to reduce the miss
rate caused by the context switching. We divide the 256 entries into 32 banks storing
trandation information of different tasks to avoid flushing al TLB when context
switching occurs. The structure is so _easy to implement and reducing miss rate
effectively. However, it needs large page size'as base page in our previous structure,
for example, 512KB, 1MB or larger page sizé. Large page sizes will waste memory
space seriously by increasing internal fragmentation, although it can provide the

advantage of increasing the overall coverage of memory mapping.

To overcome and improve the limitation in our origina structure, our research is
intended as a study of how to reduce the miss rate under context switching but using
smaller base page size, such as 4KB, 8KB, or 16KB, to implement our new novel
TLB architecture. In the study of banked-promotion TLB structure proposed by Lee et
a. [17] [18], they promoted four consecutive 4KB pages from one banked-TLB into a
16KB page stored in another banked-TLB dynamically via simple hardware control
without any O/S support. We improve and develop this idea a little further to design
our novel TLB structure. We combine both the features of the dual TLB and our
original TLB with many TLB banks in our new structure. Our TLB architecture not

only supports two different page sizes but also keeps TLB information when context



switching occurs. With the new design, we can obtain the advantages of low power
consumption by decreasing the amount of fully associative TLB entries to be accessed
at one time and less internal fragment problem compared with our original TLB

design.

The simulations were be done by the modified SimpleScalar version 3.0d tool
suite with SPEC 2000 benchmark. We modified the origina SimpleScalar version

3.0d tool suite to accommodate our requirements.
1.2 Roadmap

The rest of the thesis is organized as follows. In Chapter 2, we begin with
reviewing several hardware enhancements for: TLB. Then we show that the context
switching will be the performance bottleneck in TLB and discuss the relationships
between the miss rates, page sizes and TLB sizes. In Chapter 3, we will first review
our recently TLB architecture with Iow context -switching penalty. Then, we will
develop our new novel TLB architecture to reduce miss rate in context switching. The
expected performance is demonstrated in Chapter 4. Finally, in Chapter 5 we

summarize the conclusions and describe the possible future works.



Chapter 2 Related Works

In chapter 1 we discussed that virtual to physical address tranglation is one of the
most critical operations in computer systems since thisisinvoked on every instruction
fetch and data reference. To speed up the address translation, computer systems that
use page based virtual memory provide a cache of recent trandations caled the
Tranglation Look-aside Buffer (TLB). With the instruction level parallelism, clock
frequencies, and the working sets increasing, the amount of research about
enhancement for TLB increases. In Section 2.1 we will begin with reviewing the
conventional TLB structure. Then we classify all the represented method according to
their research purposes, and give a survey.of these mechanisms. In Section 2.2, we
will study the context switching penaltysin:TLB. In Section 2.3, we will discuss the

rel ationships between the miss rates, page sizes and TLB sizes.
2.1 TLB mechanisms

2.1.1 Conventional TLB Structure

The address tranglation acceleration mechanism using trandation look-aside
buffer (TLB) is based on the principle of temporal locality. A TLB can be considered
to be a hardware cache used to contain recently used virtual-to-real address
trandations. If the TLB has a matching translation — a TLB hit, it outputs the
physical address and memory access attributes. If the TLB has no matching
trandation — a TLB miss, specia hardware or software fetches the missing

translation and loads it into TLB.

A TLB stores trandation in TLB blocks, each containing a tag and a data part.



The tag contains the virtual page number (VPN) of the trandation and avalid bit (V).
The data part stores the corresponding physical page number (PPN) bits and page
attributes (ATTR), e.g., protection, cache-ability, referenced/ modified bits, as shown

in Figure 1.

Tag Data
VPN \% PPN ATTR

Figure 1: Structure of a single-page-size TL B block

Many such TLB blocks can be combined in either fully-associative or
set-associative. In either case, atag array stores all the tags and includes comparators
to compare them with the input VA. A random-access-memory (RAM) stores the data
parts of the blocks. During a TLB leokup, theinput VA is split into two parts that are
the VPN and offset. The offset field, without any translation, appends to the PPN
output from the TLB. The TLB compares the VPN-stored in the tag with the input
VPN. Only TLB blocks that contain.a valid translation participate in the comparison.
The result of tag comparison outputs the correct PPN and attributes from the RAM. [f
no block has matching tag, the TLB generate a TLB miss signal, as

shown in Figure 2.

logical
address
Ccpru PIDAEN | Offsct

page frame
nurriber b er

phyrsical 5
1 addtress Pl]\.‘SlC al

TLB hit ”
[ = Tawr Tosal—+ nNfemory

TLE

TLE mmisz

F _—

page table

Figure 2: Structure of conventional TLB.
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2.1.2 Several TLB implementations

The TLB is a cache used to speeding up access to entries in the page tables,
where complete information on virtual memory to physical memory mapping are
maintained. We consider two general possibilities for the TLB implementation:
® A single TLB shared between instruction and data caches.

To reduce the contention miss, we can implement dual-ported TLB. This
introduces complex circuitry, doubling the size of the TLB without increasing its
capacity.

® Independent TLBsfor instruction and data caches.

In genera, the instruction reference streams exhibit greater locality than
data reference streams. So, the instruction TLB should be mad smaller than data
TLB. Furthermore, the instruction TLB: and data TLB could be implemented

independently to get best TLB performance.

2.2 Enhancementsfor theTLB

2.2.1 Reducing TLB AccessTime

® Multi-level TLB

Cache has a property that the smaller hardware is faster. Many processors,
such as the Itanium |A-64 [11] (32-entry L1, 96-entry L2), AMD Athlon
(32-entry L1, 256-entry L2) etc. provide multi-level TLB structures, instead of a
single large TLB. The larger L2 TLB will be accessed only after the smaller L1
TLB miss occurs. With a smaller first level TLB, the average TLB access time
can become much less if good hit rates can be obtained in L1 TLB. The
performance is conducted by others[5].
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Assume that the access time for a single monolithic TLB is a. Let the access
time for the first and second level TLBs in the hierarchical alternative be a; and
a, respectively. Let us denote the miss fraction of the monolithic TLB, the first
and second level of the hierarchical TLB to be m, m;, and m, respectively. Also,
let the cost of fetching atrandlation that is not in the TLB be denoted by C.

Then, the cost of trandating an address in the monoalithic structure (Cy,) is
given by

C,=a+mxC (2.1
The cost of trandating an address in the 2-level TLB (Cs) isgiven by
C,=a +mx(a,+m,xC) (2.2)
The 2-level TLB is a better aternative when

a +myx(a, +m,xC) <a+mxC (2.3)
2.2.2 Reducing TLB MissRate

The classical approach to improve TLB performance is to reduce the miss rates,

and we present several techniques here to accomplish this goal.

® MakingtheTLB hold moreentries

This is a conventional and easy method to improve TLB performance.
Processors, such as Intel Pentium !!! Processor [11] use 512 entries 4K page
fully-associative or set-associative TLB to reduce the miss rate. But the side effect
isthat
B Longer memory reference latency can be occurred.

B Power consumption might be larger.



® Usinglarge pagesize
Thisis amethod with less hardware support to improve the overall coverage
of memory mapping and to reduce the miss rate effectively; however, the
disadvantages is that

B |t wastes memory space seriously because of increasing internal fragment.
® Using Superpageto improve TLB coverage

Applications with larger working sets can incur many TLB misses and
suffer from TLB penalty. To alleviate the problem of wasting memory coverage
without increasing the number of TLB entries or page size, most modern
general-purpose CPUs, such as the new Intel Processors from Pentium Pro begin
to provide larger page with sizes of 2MB. and 4MB [13]. TLBs that support
superpage use a single entry for trandating a set of consecutive virtual pages as

long as these pages are |ocated physically contiguous.

Figure 3 shows the format-of a superpage TLB entry. The MASK field
prevents certain tag bits from participating in tag comparison for superpage

mappings and the SZ attribute controls a multiplexer during physical address

generation.
Tag Data
VPN MASK |V PPN ATTR| SZ
Log,(s) 1
] Logy(n)
max superpage size
s= n=number of supported page sizes

base page size

Figure 3: Superpage TLB entry



The restrictions for superpage are:

B The superpage must be mapped only to contiguous and aligned
physical pages.

B Using superpage requires large operating system support and causes
significant overhead. For example, it increases the amount of /O, page

utilization overhead, and page fault penalty.

Prefetching TLB Mechanisms

Although there are many literatures on prefetching techniques for memory
hierarchy, it is only recently [15] [19] that the issue of prefetching TLB entriesto
hide al or some of the miss costs has started drawing interest. The reason is that
the TLB is more important than.other levels of memory hierarchy and we fear of

slowing down the critical path of TLB accessesdue to memory traffic.

Generally speaking, the prefteching. mechanisms can be viewed in two
classes. Arbitrary Stride prefetching (ASP) -and Stride prefetching (SP) capture
the strided reference pattern, and Markov prefetching (MP), Recency prefetching
(RP) and Distance prefetching (DP) exploit history information about relative
recent usage of pages to predict future TLB misses. All of these techniques bring
the prefetched entry into a prefetch buffer that is concurrently looked up with the
TLB; the entry is moved to the TLB entry only after an actual reference to that
entry by the application. In the Figure 4 we show the schematic of generic

hardware for prefetching in all the considered mechanisms.
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Figure 4: schematic of hardwarefor prefetching.

2.2.3 Reducing TLB:Hardware Cost

® Complete-Subblock FLB

Complete-subblock TLB structure is a TLB that have the same TLB reach

advantages of medium sized superpages and exploit spatia locality to improve

TLB performance without any operating system support [25] [26]. The main idea

of complete-subblock isto allow a single TLB block to map multiple base pages

to increase the coveraged memory space, as shown in Figure 5.

Tag Data
VPN BV Vo PPNq ATTRg
V1 PPN, ATTR,
Vn PPN, ATTR,

Figure5: Complete-subblock TLB block (subblock factor n).

Take a complete-subblock TLB with subblock facor 4 and with 4KB base
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page for example, the VPN in tag RAM represents the tag of a 16KB page and

each PPN in data RAM represents one of four sequentia 4KB pages. The

disadvantages of complete-subblock TLB are:

B The unused dots at each TLB block may occur and seriously waste

hardware cost.

B |f onesmall page entry isto be updated, all four 4KB pages could be

invalidated, resulting in performance degradation.

2.24 Low Power TLB

® Banked-promotion TLB structure

The proposed dual TLB is anew structure which counteracts the defects

of the complete-subblock:TLB_and:supports two page sizes via a hardware

approach. The proposed:dua TLB is‘organized as two parts of a conventional

small page (4KB size) TLB-and a large page (16KB size) TLB. Both are

designed with fully associative structures. Figure 6 shows the promotion TLB.

VPN

4K byte VPN tag

»

16Kbyte VPN tag |

Teag
(CAM)

VPN
(16K)

Tag Data
(CAM) (SRAM)
» VPN PPN
(4K) > (4K byte)
| 4K byte TLB hi To cache
yte It
Promotion Y — .G
miss y Promotion hit (old PPN) N
M ew
/" PPN
y Promotion hit (new PPN
v v v v
SRAM | SRAM | SRAM | SRAM
> PPN (4K byte) 16K byte
TLB hit
v v v v
I

Figure6: Dual TLB structure
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When one virtual address is generated, the 4KB page and 16K B page TLBs
will be searched at the same time. The behavioral principle of thedual TLB isas

follows:

Case 1: Hitin small page TLB
If a small page is founded in the small page TLB, the actions are not
different at all from any conventional TLB hit. The requested physical addressis

sent to the cache and compared with tag bit of cache.

Case2: Hitinlargepage TLB

If a hit occurs at the large TLB, only one of four PPNsin the large TLB is
enabled at the same time. Thus the power consumption is decreased. As in the
case of a small page TLB hit, therequested physical address is sent to the cache

and compared with tag bit of cache.

Case 3: Missin both places

When one virtual addressturns out toe'be a TLB missin both small page and
large page TLB, O/S performs miss handling. When a TLB miss occurs and if its
corresponding three sequential VPN exists in the small page TLB, those four
sequential VPNs belonging to a 16KB page boundary are chosen to be promoted,
and the three sequential VPNs in the small page TLB are invalidated at the same

time.

12



2.3 The Context Switching Penalty in TLB

In the chapter 1 we discuss the context switching problem which causes the TLB
in the MMU to be flushed, and the miss penalty will impact on TLB performance
seriously. However, very few attempts have been made for this issue. In this section
we will show some simulations to confirm that flushing TLB entries when context

switching would cause the miss rate increase.

Before the first step in our analysis of TLB misses, we must know what category
of the TLB misses caused by context switching belongs to. General speaking, we can
classify all TLB missesinto three simple categories:
® Compulsory misses — The first access to a block cannot be found in the TLB,

so the block must be brought from:main:memory into the TLB. These are aso

called cold-start misses or-first-reference misses.

® Capacity misses — If the TLB caanot contain all the blocks need during
execution of a program, capacity: misses will occur because of blocks being
discarded and later retrieved.

® Conflict misses — If the block placement is set associative or direct mapped,
conflict misses will occur because a block may be discarded and later retrieved
if too many blocks map to its set. These are also called collision misses or

interference misses.

Obvioudy, the TLB misses caused by context switching belong to the
compulsory misses due to flushing TLB when context switching. Now, we will take a
close look at some simulations of TLB misses under context switching in comparison
with TLB misses without context switching. We assume the context switching would

happen after executing one million instructions.
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We want to see how many times the miss rate with context switching are as large
as with no context switching. Figure 7 shows the times of the miss rate with context
switching divided by the miss rate without context switching for the twelve
SPEC2000 benchmarks using from 4-entry to 1024-entry full y-associative TLB with a
page size of 4KB. In addition, we make a comparison between different page size,

4K B, 16K B and 64K B for the timesin Figure 8.

The Figure 7 and Figure 8 tell us that:

® The times of the miss rate with context switching divided by the miss rate
without context switching would increases if the number of TLB blocks
increases. In other words, the context switching would impact on the TLB
performance more seriously if we have more TLB entries. However, the most
simple way of reducing the TLBzmiss.rate.is to increase TLB entries; for
example, the lease AMD "OpteronTM processor has both 512-entry L2
instruction TLB (ITLB) and L2 data TLB (DTLB) [1] and the IBM POWER
processor has a common 1024-entry TLB for each processor core [28].

® If the application, such as vortex, need only short computation time and the
computation can be finished before the first context switching, the TLB could
keep performance from decreasing.

® The context switching would impact on the TLB performance more serioudly if

we increase page size.
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context switching divided by the missrate without context switching.
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2.4 Relationships between the Miss Rates,
Page Sizesand TLB Sizes

In this section we will limit the discussion to the relationships between the miss
rates, page sizes and TLB sizes, and will not be concerned with the issue of context
switching. It is well-known that the most important two issues for cache system
performance are to reduce the miss rate and miss penalty. It is almost the same for the
TLB performance. In fact, the most important of all is the miss rate issue. That’s why
we focused on the miss rate in our research. In order to select the suitable page size,
we did some study on the relationships between the miss rates, page sizes and TLB

sizes.

First, we consider the relationship between the miss rate and TLB sizes with
traditional 4KB page sizes. Figure 9 illustrates the relationship between TLB sizes and

the miss rate for twelve SPEC2000 benchmarks.

The Figure 9 tells us that:

® Some applications such as gzip, gcc, crafty, perlbmk, vortex, swim, applu, equake
and mgrid have better performance with sizes over 128 entries.

® [or some applications such as the vpr, twolf and lucas benchmarks, it is very
clear that only 64 or less entries are enough and it is helpless to increase the
number of TLB entries.

® These benchmarks seeks to capture the fact that it does not really need to provide
TLB with over 128 or 256 entries with 4KB page size and we can consider what

these extra entries can do.
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Figure 9: Thereationship betweenthe TLB missrateand TLB sizeswith
traditional 4KB page.sizes.

Next, we consider the relationships between :the miss rates and page sizes.
Another solution to improve the performance of TLB is to extend the page size into
larger one. It is easy to find that some modern processors begin to provide multiple
page sizes, such as 4KB, 2MB and 4MB sizes, on al Intel advanced x86 processors
after the Pentium Pro processor [13]. The advantages of larger page sizes are not only
obtaining better performance but saving the implementation cost with less tags
(virtual page number, VPN) and translations (physical page number, PPN) needed to
be stored. It is also a good method to reduce the cost on TLB implementation of
processors with larger addressing space, such as processors with 64-bit addressing
gpace. Certainly, it is suitable to implement on the processors core of SoC or

embedded systems.

What would happen if we extend the page size to 16KB, 64KB, 256KB and 1MB.
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Figure 10 below shows the miss rate for twelve SPEC2000 benchmarks of 4KB,
16K B, 64K B, 256KB and 1MB page sizes with eight TLB sizes - 8, 16, 32, 64, 128,

256, 512 and 1024. Observing the results, the figure indicates that for all benchmarks:

® The ITLB/DTLB performance of IMB (or 256KB) page with eight entries can
greatly outperform that of 4KB page with 256 entries.

® |t is helpless to increase the number of TLB entries when we using large page
sizefor al benchmarks.

® Benchmarks which scatter references across a sparse address have little needs

from large pages without significantly increased memory usage.
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Figure 10: Therelationship between the TLB missrate and page size.
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Chapter 3 Proposed Mechanisms

Chapter 3 describes in detail with the two TLB structures we proposed for low
context switching penalty. Our TLB structures can be implemented not only in
contemporary processors but future processors comprised with one billion of
transistors. Furthermore, they are especially suitable to be implemented on processors
with larger addressing space than current processors with just 32-bit addressing ability.
We will review our original TLB architecture for processors with larger page size
support in Section 3.1. Then, we propose our new TLB architecture with general page
size, such as 4KB, 8KB, or 16KB, in the Section 3.2. Last, we will discuss the

mechanisms of our new novel TLB in Section 3.3.

3.1 TheOrigina:TLB Structurewith Low
Context Switch Penalty

To reduce the miss rate, most designs just try to increase the TLB size to reduce
the capacity misses; however, we have showed in previous chapter that it is aso
helpful if the page sizes can be enlarged. Furthermore, with large page size, we can
make use of more redundant TLB entries to store trandation information of other
tasks and the size of tags and translations needed to be stored can be much smaller.

Thus, we used 1IMB page size in our design.

3.1.1 Structure

Figure 11 shows in detail our original TLB structure to reduce the miss rate in

context switches. The original TLB structure consists of the following parts — the
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TLB banks with group tags, and a multiplexer to select a specific TLB banks.
VA

Bank Tag
Current | vwalid | LRU

bit at | ot | 1ask tag

Bank 1
Bank 2

é.ank n

SefeCf

Figure 11: A low context switching missrate TLB architecture.

Each TLB bank contains e|ght enm&g and the tag can be implemented with

CAM (content addressable memory) Whl ch is the same as that being implemented on

conventional TLB. In addition, each TLB bank is lmplemented with fully associative
with LRU replacement policy. There are total 32 or more TLB banks. Though there
are 32 banks, compared with 256-entry conventional TLB the total cost is not
increased very much. In fact, there are also total 256 (32x8) entries in our origina
proposed structure. Furthermore, because of larger page size, the cost of each entry is

decreased. Thus the increased cost can be counteracted.

Except the 32 TLB banks, there are also 32 extra registers to store the bank tag
as shown in Figure 3.1. The register contains
® Tasktag: Identify each task.
® Current bit: Identify current working task.
® Valid bit: Validate/Invalidate a bank.
® |RU bits: Replace the victim bank.
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We have to point out that the task tag can be PID (process ID) or the PPN
(physical page number) of the executing instruction when context switching occurs.
The PID is selected as task tag on systems that the PID will be sent into the processor;
otherwise, the PPN of the executing instruction when context switch occurs from the
PPN field (or last trandation) is selected. Considering the general case, the PPN is
selected; however, the PID can be more easily selected and implemented under the

previous situation. The discussion will beignored in thisthesis.

3.1.2 OS Support and | mplementation

In order to implement our origina TLB mechanism, the OS is need to do alittle
modification. Except larger page size, the OS needs to send ‘the clear TLB signal’ to
the processor only when swapping pages with disks occurs or page frames release.
Fortunately, it is very easy to realize. Most- modern processors provide some ways to
flush TLB entries, such as using STA instruction with alternative address on Sparc

processors [22].
3.1.3 Expected Performance

We simulated the twelve SPEC2000 benchmarks to demonstrate the expected
performance. We assumed that the context switching would happen after executing
one million instructions. We compared the miss rates of conventional 256-entry TLB
with flushing all entries after context switching and our novel TLB structure with
8-entry each bank after correctly keeping entries. The page size is IMB. Figure 12

shows the simulation results of the SPEC2000 benchmarks.

We can find that for most benchmarks we can deliver better performance than
the conventional structure for both DTLB and ITLB except the DTLB in the swim,
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applu and equake benchmarks because the working set of the three benchmarks need

more coverage space of memory mapping than other benchmarks. It is noteworthy

that the vortex benchmark needs only shorter computation time than others, and

therefore has the same performance as conventional TLB.
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Figure12: DTLB/ITLB missrate comparison with 1M B page size.
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3.2 TheNew TLB Structurewith Low
Context Switch Penalty

We have surveyed our original TLB mechanism with low context switching
penalty in section 3.1. It works well and has good performance when page size is
large. On the contrary, it works badly with small page size, such as 4KB, 8KB or
16KB page size. We represent the results when using 4KB page size in our original
TLB with 8-entry per bank in Figure 13. As the diagram indicates, the performance

obviously degrades and our original structure is not suitable for small page size.
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Figure 13: TLB missrate comparison with 4KB page size.

This section presents our second novel TLB structure designed which is targeted

toward using small page improving the limitation in the original design. Although

using large page size can have better coverage of memory space and the translation

needed to be stored can be smaller, it dso waste memory due to interna
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fragmentation and most modern OS only support smal page size under
multiprogramming environment. Our new proposed TLB is not only capable of
reducing miss rate in context switches with small page size but supporting multiple
page sizes. Further, the hardware cost in our new design is amost as same as the

conventional TLB.

3.2.1 Oveview

Our new TLB structure combines both the features of Lee's dual TLB [17] [18]
and our original TLB [6] with many TLB banks. We use a shared conventional small
page (4KB size) TLB and many large page (16KB size) promotion-TLB banks. The
difference compared to our original design.is that only the shared TLB need to be
flushed when context switching. The shared TLB works together with only one of the
promotion-TLB banks at atime: The TLB banks can keep from flushing when context
switching. As a result, we can‘reduce the-miss rate in context switches with small
page size because the shared TLB can effectively reduce the miss rate. The remainder
of this section we will present our new TLB structure, implementations and

mechanisms.
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3.2.2 Proposed TLB Structure

Figure 14 shows in detail our new novel TLB structure to reduce miss rate in

context switch. The proposed structure can be broken down into four parts to discuss:

Virtual Address

| wem | OFFSET |
1

CAM SRAM If hoth miss but found three contiguous
with new translation

Pramote the four 4KE into 16KEB TLEB.
Else

Insert new one to 4XB TLB.

]
[ 1]

pri VPN
@K hyte)

# Physical Address

/" Bank Tag The replaced entry wrill
oo [ ] Taskiag be sent back into four
4EB TLE entries wia
contrel logic.
Promotion-
TLB hanks
: Fonar victim translations .
g fiom carent bark,, Control Logic
(16K hyte) | Ih >
. .
Reguest to the Hew FPH from
TPH fom Bank TLE mematy system page tahle
(TLE ki)

If both shared TLE and | _____
promotion-TLE bank miss.

Figure 14: New proposed TL B architecture with low context switching penalty.

1. TheShared TLB and the promotion-TLB banks

Only one of the promotion-TLB banks can work together with the shared TLB at
the same time. The shared TLB and all the promotion-TLB banks are designed as
fully associative structures. The shared TLB is the same as that being implemented on
conventional TLB while the promotion-TLB banks are all implemented as the

complete-subblock TLBs.

The shared TLB is constructed as a set of m page entries, where the page sizeis

4KB in this example. However, each promotion-TLB bank consists of n large sized
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page entries, i.e, 16KB. Thus the total number of 4KB page entries is

m+nx(16KB/4KB)xthe number of banks in this example.

In our novel TLB structure we assume that the m is 128, n is 2 and total 4KB
page entries is 256. In other words, our structure has 16 promotion-TLB banks. In
comparison with the conventional 256-entry TLB, the area cost does not increased
very much although we add 16 bank tag registers, multiplexers and de-multiplexers.
The reason is that we use complete-subblock TLB structure in our promotion-TLB
banks which several based pages are managed with one TLB tag such that the total

increased cost can be ignored.

In addition, it should also be added that the shared TLB can also work as the
victim cache. When the least recently ‘used entry would be evicted from the current
TLB bank, the large page entry-would be broken dewn many small page entries and
then sent back to the shared TLLB through control logic. We do this action while one
virtual address misses in both the shared TLB and the current bank TLB. We have
sufficient time to do it because fetching the translation from main memory needs more

time.

2. Control logic

The control logic has two functions. The one is that it requests the memory
system for the transation when both shared TLB and current bank TLB miss. Then,
the control logic will send the translation to shared TLB when getting it. The other is

that it sends the evicted entry from current bank TLB back to the shared TLB.

3. Multiplexers and de-multiplexers
The multiplexers and de-multiplexers are used to select right current bank TLB.

The select signal isfrom the current bit of the bank tag register.
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4. Bank tagregisters

Each bank TLB has its own bank tag register. The behavior of the bank tag
registers are the same as of our original TLB structure as described in Section 3.1. It
consists of four parts:
® Tasktag: Identify each task.
® Current bit: Identify current working task.
® Valid hit: Validate/Invalidate a bank.

® LRU bits: Replace the victim bank.

3.2.3 Implementation of thenovel TLB

Asour origina TLB design, in order, to realize our new proposed mechanism, the
OS is just needed to do a little modification: The*OS needs to send ‘the clear TLB
signal’ to the processor only when swapping page with disk occurs or page frames

release.

3.2.4 Mechanismsof thenovel TLB

The mechanisms of the novel TLB can be divided into four situations to

consider:

1) Task matching in one of the bank tag registers.

Once the virtual address is generated from the CPU, the virtual page number is
sent to the shared TLB and all TLB banks at the same time. The shared TLB works
the same as conventiona TLB and each bank works the same as the
complete-subblock TLB. In addition, the select signals are obtained from the current
bit of all group tagsin order to select right bank. The possible three cases are:

(Here we assume that the shared TLB is 4KB page size and the promotion-TLB banks
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are al 16KB page sizein thisexample.)

® Hitintheshared TLB.
If the VPN is found in the shared page TLB, the actions are the same as any
conventional TLB hit. Then, the requested physical address would be sent to the

cache.

® Hitinabank TLB which iscurrent working.

If ahit occurs at abank TLB which is current bank, only one of four PPNsin the
bank TLB is enabled at the same time. The actions are the same as any
complete-subblock TLB hit. Then, as in the case of the shared TLB hit, the requested

physical address would be sent to the cache.

® Missin both places.

When one virtual address-misses in both the shared TLB and the current bank
TLB, O/S perform miss handling. When-a TLB miss occurs and if its corresponding
three sequential VPNs exist in the shared TLB; those four sequential VPNs belonging
to a 16KB page boundary are chosen to be promoted. The 16KB page is stored into
the current bank TLB as a new single entry. And aso the three sequential VPNsin the
shared TLB are invalidated at the same time, causing to increase the effective entry

space in the shared TLB.

What has to be noticed is that we did some difference from Lee et al. When the
space of the current working bank is not enough, the least recently used entry has to
be discarded in Lee et al. But we divide the large page into four small page entries and
send back to the shared TLB through control logic to reuse them. The reason is that
the bank TLB usually have higher hit rate than the shared TLB and we can get better

performance from the additional action than Lee'sdual TLBs.
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2) No task tag matching in any bank tag register.

The situation happens only when the first instruction fetching after a context
switching for ITLB, the system initialization, or the swapping pages with disk
occurring. Under this situation, no valid physical address can be provided via TLB
trandation from the shared TLB or any bank TLB. The address should be generated in
general way by the MMU and OS. After the physical address (or PID if it is available)
IS generated, it is compared with the task tag field of bank tags. If any of it ishitina
valid bank tag, the current bit of that bank tag is set. Otherwise, the MMU should try
to select a victim bank with invalid bit and LRU bits from the bank tag and flush all
content of the victim bank. Then the current bit of this bank should be set and LRU
bits of all bank tags should be updated. Finally, the correct translation is stored into
the shared TLB entry and the/task tagiof «current working bank should be set.
Moreover, it is the generated PPN (or PID under the Situation which PID is available€)

that is stored into the task tag field of-the current bank tag.

3) Context switching
Once the context switching happens, the MMU just need to flush the shared TLB

and the current bit of the bank tag.

4) Page swapping with disk occursor page frame releases.
If the page swapping with disk occurs or page frame releases, the modified OS
sends the ‘clear TLB signa‘ to flush the MMU. Hence, the MMU will flush the

shared TLB and clear the valid bit of all bank tags.
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Chapter 4 Simulation Results

In this chapter, we will investigate the performance of our new novel TLB
architecture with low context switch penalty. We compare the miss rates in our
architecture with other TLB architectures, such as conventional TLB,
complete-subblock TLB, and Lee's TLB. First, we will introduce the SimpleScalar
tool set in Section 4.1. Secondly, we will describe our experimental methodology and
benchmarks in Section 4.2. Lastly, we will show some simulation results of

comparing with other TLB architecturesin Section 4.3.

4.1 Introduction tothe SimpleScalar T ool
Set

The SimpleScalar tool set’is a suite of powerful computer simulation tools that
provide both detailed and high-performance simulation of modern microprocessors. In
addition, the SimpleScalar tools have the advantages of high flexibility, portability,
extensibility and performance. In this Section we will briefly introduce the tool set,

the architecture and the instruction set architecture (ISA) of the SimpleScalar.

4.1.1 Overview

SimpleScalar was created by Todd Austin [2] [21]. Development began while he
was a Ph.D. student at the University of Wisconsin in Madison. Early versions of the
tool set included contributions by Doug Burger and Guri Sohi. Today, SimpleScalar is

devel oped and supported by SimpleScalar LLC.
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The SimpleScalar tool set is a system software infrastructure used to build
modeling applications for program performance anaysis, detailed micro-architectural
modeling, and hardware-software co-verification. We can build modeling applications
that simulate real programs running on arange of modern processors and systems.

Figure 15 below shows the SimpleScalar simulator structure.

SimpleScalar Program Binary
User Programs
Frog/aim ineer lace SimpleScalar | SA POSI X System Calls
Functional Core M achine Definition | Proxy System Handler
BPred Stats
Simulator Core
Performance Core Resource Cache
EventQ L oader Regs Memory

Figure 15: Simulator Structure.

SimpleScalar simulators ean “emulate~the Alpha, PISA, ARM, and x86
instruction sets. The tool set includes a’ machine definition infrastructure that permits
most architectural details to be separated from simulator implementations. The tools
can be built on a wide range of host platforms, including Linux/x86, Win2000,

SPARC Solaris, and others.

The tool set includes sample simulators ranging from a fast functional simulator
to a detalled, dynamically scheduled processor model that supports non-blocking
caches, speculative execution, and state-of-the-art branch prediction. In addition to
simulators, the SimpleScalar tool set includes performance visualization tools,

statistical analysis resources, and debug and verification infrastructure.

In this thesis, we use the sim-cache cache simulator to simulate our novel TLB

design because we just care about the missrate in TLB performance.
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4.1.2 Instruction Set Architecture

The SimpleScalar instruction set architecture is derived from the MIPS-IV 1SA.

The SimpleScalar ISA defines bi-endian instruction set to facilitate portability. The

semantics of the SimpleScalar ISA are a superset of MIPS with the following notable

difference and additions:

There are no architected delay dlots. Load, store, and control transfers do not
execute the succeeding instruction.

Loads and stores support two addressing modes. These are indexed (register +
register), and auto-increment/decrement.

A square-root instruction, which implements both single-precision and
double-precision floating point square roots.

An extended 64-bit instruction encoding.

We can classify all SimpleScalarinstructions into four main groups:
Control

Load/Store

Integer Arithmetic

Floating Arithmetic

In figure 16, we depict the three instruction encodings of SimpleScalar

instructions: register, immediate, and jump formats. All instructions are 64 bits in

length.

® Theregister format is used for computational instructions.

® Theimmediate format supports the inclusion of 16-bit constant.
® Thejump format supports specification of 26-bit jump target.



The register fields are all 8 bits, to support extension of architected registers to
256 integer and floating point registers. Each instruction format has a fixed-location,
16-bit opcode field to facilitate fast instruction decoding. The annote field is useful
when synthesizing new instructions without having to change and recompile the

assembler.

16-annote 16-opcode 8rs 8t 8-rd 8-ru/shamt

Reaister format:

63 32 31 0
16-annote 16-opcode 8rs 8t 16-imm
Immediate format:
63 32 31 0

16-annote 16-opcode 6-unused 26-taroet

Jump for mat:

63 32 31 0

Figure 16: SimpleScal ar-arehitectur e instruction formats.
4.2 Experimental Methodology

In order to simulate the performance of our novel TLB architecture and other
TLB design, we have implemented them using the SimpleScalar 3.0d Simulator, a
open source software that emulates the Alpha, PISA, ARM and x86 instruction sets.
We have modified certain modules of the SimpleScalar Simulator code to implement
our and other TLB mechanisms. Specificaly, we have modified the modules that
implement the cache. Here, we briefly discuss how TLBs are implemented in the
SimpleScaar Simulator in Section 4.1.1, and later we will discuss the modificationsin

order to implement our required TLB in Section 4.1.2.
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4.2.1 TLB Implementation in SimpleScalar

Simulator

1. TheTLB isimplemented as a cache; all modules of cache are also applicable to

TLB.

2. Highly associative caches are maintained as hash-table, with pointers to maintain

LRU stack within each set.

3. Threereplacement policies are supported by the cache module;
a) Least-recently-used replacement policy.
b) First-in-first-out replacement policy.

¢) Random replacement policy.

4. The function cache create() Is used to create an instance of cache. The
arguments to this function“are cache parameters such as the cache name, cache

size, block size, associativity, hit'latency etc.

5.  The function cache _access() simulates the accesses to the cache and returns the

latency of the operation.

6. The function sim-cache() is used to start simulation, program loaded, processor

precise state initialized.

7. The structure cache_t define the properties of the cache such as cache name,
number of sets, block size in bytes, maintain cache contents, user allocated data

Size, cache associativity, cache replacement policy, and cache hit latency etc.
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4.2.2 Modifications to implement our nove
TLB structure

1. The cache access() function is modified to support the complete-subblock TLB

mechanisms, promotion mechanisms and dual TLB in our architecture.

2. We add the mechanism of flushing all TLB when context switching in the

sim-cache() function to simulate the OS operation.

3. Inorder toimplement our novel TLB structure, we add some extra properties and

structure in the structure cache t.

4.2.3 Benchmarks

We will use seven SPECint2000 benchmarks and five SPECfp2000 benchmarks

in our simulations to study our novel “-TL B structure.-All the simulations are conducted

using the SimplesSalar-3.0 toolset with /Alpha processor architecture and we use

sim-cache component of this toolset to simulate our TLB performance. These

benchmarks and their short description are listed in Table 1 and Table 2, respectively.

#INSTRUCTIONS

#INSTRUCTIONS

BENCHMARK | INPUT CLASS | INPUT FILE OTLE) (TLB)
GzZIP train input.combined 214195197 683485209
VPR test net.in, arch.in, 566450029 1566705222
GCC test print-tree.i 304674907 662772323

CRAFTY ref crafty.in 71181816 195369780
PERLBMK test test.pl 2155769 5230077
VORTEX ref lendian2.raw 423625 693986
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TWOLF test Test.in 88200375 258755188
SWIM test swim.in 137986483 431489758
LUCAS test lucas2.in 25780475 79439485
APPLU test applu2.in 1361697211 3604281628

EQUAKE test inp.in 551866489 1443347875
MGRID test mgrid2.in 1276109289 3488289746

Table 1: Summary of the ssimulated SPEC2000 benchmarks

along with the input sets.

BENCHMARK LANGUAGE TYPE CATEGORY
GZIP C I nteger Compression
VPR C Integer FPGA Circuit Placement and Routing
GCC C Integer CCompiler
CRAFTY C Integer Game Playing: Chess
PERLBMK C Integer PERL Programming Language
VORTEX C Integer Object-oriented Database
TWOLF C Integer Place and Route Simulator (CAE)
SWIM Fortran90 Floating-Point | Shallow Water Modeling
LUCAS Fortran90 Floating-Point | Number Theory / Primality Testing
APPLU Fortran77 Floating-Point | Parabolic/Elliptic Partial Diff. Eqns
EQUAKE C Floating-Point | Seismic Wave Propagation
MGRID Fortran77 Floating-Point | Multi-grid Solver: 3D Potential Field

Table 2: SPEC 2000 benchmarks description.
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4.3 Simulation Results

In this Section we will make a comparison between the four TLB structures:

(Below we define a variable PS which means the size of a page.)

1. Conventional fully associative TLB.

We assume the conventional TLB has 256 entries.

2.  Complete-subblock TLB (as described in Section2.2).
We assume the subblock factor is 4. It means the complete-subblock TLB

has 64 entries of 4 x PS page size.

3. Lee'sTLB (asdescribed in Section2.2).

Lee et al. observed that when the mapping size is larger than 256KB mapping
size, a combinational of 4KB. small and 16KB' large TLB can shows the best
performance. So, We will use the combination-of PSsmall page TLB with 128 entries

and 4 x PS large page TL B with 32 entries to make a comparison.

4. Our new novel TLB.

We did several experiments to determine the optima number of pages to
promote in our new TLB structure and choose the combination of PS page size in
shared TLB with 128 entries and 4 x PS page size in promotion-TLB banks with 2
entries per bank. We assume our structure can support to 16 banks if we have 256 PS

small page compared to conventional TLB.

In our simulation, we change the variable PS from 4KB to 16KB to make a
comparison. In Table 4.3 we show that memory mapping size comparison between
these four TLB structures. We will show that we can still deliver better performance

in our structure, and even our design has lest memory mapping size than others.
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TLEB structures TLB entry size Memory mapping size
Conventional TLB 256 entries 256 x page size
256 entries .
Complete-SUbeOCk LIbE (64 blocks x 4 Subbloclks) Stk L
I 128 + 32 x 4) X
Lee et al's dual TLB (128 entries + ( . )
32 blocks x 4 Subblocks) page s1z2¢
256 entries
Our novel TLB (128 entries + (12’8 +2 X 4) 8
2 hlocks x 4 Subblocks = 16 banks ) page s1Z¢

Table 3: Memory space cover age comparison of four TLBs.

In order to simplify the OS behavior of causing context switching in our novel
TLB structure, we just only consider two situations. The one is the best situation that
assumes our structure can completely preserve some benchmark’s translation from
flushing during any context switching and the other is the wor st situation that assumes
our TLB must be flushed after executing one million instructions as conventional
TLB. We will show that we can still' get best performance even in the worst situation.
By the way, we only consider the worst situation for the other three TLB structures
because they don’t consider the context switching problem. We still assume that the

context switching would happen after executing one million instructions.

TLB performance will be shown in Figure 17 for the twelve SPEC2000
benchmarks. In our simulation we define the rel ative improvement of miss rate for all
TLBs with respect to the conventional TLB. The relative improvement of missrateis
given by:

The missrate of conventional TLB
The miss rate of other TLBs

Relativeimprovement of missrate=

The relative improvement of miss rate in conventional TLB is aways 1. In the other
words, the higher the relative improvement of miss rate is, the better the performance
is. In the Figure 17 we average the relative improvement of miss rate for ITLB and
DTLB and the Appendix A shows more detail analysisfor DTLB and ITLB.
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Figure 17: The comparison of relative improvement with different page sizes.
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Figure 18: The mean of the average relative improvement
for the twelve SPEC2000 benchmarks.

As can be seenin Figure 17, Figure 18 and Appendix A, we can find that:
For the gzip, vpr, lucas, twolf, perlbmk, swim and mgrid benchmarks, our design
can deliver better performance than the other three TLB structures with all small

page sizes, even our structure isin the worst. situation.

Because the gcc, applu, equake and crafty benchmarks have larger working set
than other benchmarks, the relative-mprovement of our structure may be worse
than the other TLBs, especidly for.the DTLB, when the page size is 4KB or
8KB. However, we should point out that the situation can be easily solved with

more entries or larger page sizes.

The vortex benchmark has the shortest computation time than the other
benchmarks. The computation time can be finished before the first context

switching. To put it plainly, the relative improvement does not increase when we

increase the page size.

For the swim benchmark, we only lose the Lee’'s TLB but we can still defeat the

conventional and complete-subblock TLB in any situations.

On the whole, our design can deliver the best performance when we increase the

page sizefor all benchmarks.




The simulation results reveal that our design seems to have better relative
improvement with 4KB page than with 8KB or 16KB page in some benchmarks,
such as gzip, vpr, lucas, swim, applu and mgrid. That is because decreasing miss
rate with reducing context switch penalty is more important than that with

increasing page size.

Although our design has less memory mapping size than the other three TLB
structures, we can still deliver better performance in the best or worst situations
overall. The reason is that our novel TLB has better utilization and we can
reduce the penalty caused by the context switchings. In addition, the control
logic tries to send back the victim entry from the current promotion-TLB bank to
the shared TLB. That is the reason why we still have better performance in the

worst situation than the others.

We only consider the situation with total 256 entries for 4KB, 8KB and 16KB
page but it's possible to provide TLB with Over 512 entries on contemporary
processors, such as 512 entries on latest AMD Opteron™ processor. We believe
that our design can deliver better performance with 512 entries because the

conventional design is not helpful for small applications.

Taking the OS effect into account, we considered the best situation and the worst
situation individualy. In addition, even in the worst situation our design can still
deliver better performance than the conventional ones and we believe that the
processes with higher priority, such as kernel processes, could get more benefits

from our design.
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Chapter 5 Conclusions

The TLB misses have very enormous impact on the overall performance for the
processor. In order to achieve higher performance, recent TLB designs tend to provide
more entries, larger page size, or even superpage mechanism. However, very few
attempts have been made for the context switching issue which causes TLB cold-start
misses very serioudly. In fact, in our knowledge, almost no research really seriously
considers thisissue. In this thesis, we presented two novel TLB mechanisms to reduce
the miss rate in context switching. The one is a TLB structure suitable for large page
size, such as IMB size. The other is a novel TLB structure which reduces the miss

rate in context switching with small page sizes, such as 4KB, 8KB or 16KB sizes.

Our studies of new novel TLB structure focus on how to reduce TLB size for
small page size TLB. We combine both the features of Lee's dual TLB and our
originad TLB with many TLB“banks in our new structure. We use one shared
conventional small page (4KB size) TLB and 16 large page (16KB size)
promotion-TLB banks. Each bank has trandations for each process and only the
shared TLB need to be flushed when context switching. The shared TLB works
together with only one of the promotion-TLB banks simultaneously. In this structure
we can reduce the miss rate in context switches with small page size by keeping the
trandation in each bank and with the help of the shared TLB which is sufficient to
reduce the miss rate. We also proposed some mechanisms to implement the new
TLB structure and how to modify OS to support it. In addition, we improve the
utilization of TLB entries by making use of Lee et a.’s promotion mechanism and
sending back the least recently used entry from the one current TLB bank into the

shared TLB.
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In order to make reasonable and fairly comparisons of our design with others and
to exclude the influence of multiple parameters varying simultaneously in OS, we
just consider both the best case situation and worst case situation of our design. It is
shown that the relative performance improvement of miss rate of the new design is
almost better or equal to that of other new proposed TLB structure or conventional
fully-associative TLB structure. Our proposed TLB can even achieve about 1.3 of
the relative improvement of miss rate in average with 4KB page size. In fact, if the
page sizeis simply increase to 16 KB, the proposed TLB can achieve amost to 1.45.
That means our TLB can obtain much more improvement with larger page size than
other structures. Furthermore, the cost of the new design is not much higher than
other new structures or conventional fully-associative TLB. Thus the suggested new
TLB structure is worthy to be:implemented:for contemporary or future high

performance processors.

In order to achieve high performance, recent TLB research tends to support large
page sizes or multiple page sizes. For example, Naohiko Shimizu and Ken Takatori
proposed a Linux superpage kernel for Alpha, Sparc64 and IA32 [20]. In
conventional approaches, to support multiple page sizes needs lots of OS
modifications. In our research, we take the advantage of complete-subblock TLB
structure without OS help to support two different page sizes. However, the
complete-subblock TLB needs much more hardware cost than the superpage TLB
with OS help. We have already begun to find a solution to integrate the superpage
mechanism with low hardware cost. Furthermore, we would integrate our proposed
structure with prefetching mechanism to reduce the miss rate. We believe that still

|ots of works should be donein thisfield.
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Appendix A:
Detailed Relative | mprovement Figures

This appendix includes relative improvement of miss rate for twelve SPEC2000
benchmarks. The behavior of individual workloads is shown here. We can look at the
comparison of simulation results for data TLB (DTLB) and instruction TLB (ITLB)
with different TLB structures in more detail. Usually, the ITLB has better relative
improvement of miss rate than the DTLB because the ITLB exhibits greater locality
than the DTLB. These figures below from Figure 19 to Figure 30 correspond to the
Figure 17, where we average the relative improvement of miss rate for DTLB and

ITLB.
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Figure 19: Therelative improvement of missratein gzp.
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Figure 22: Therelative improvement of missratein crafty.
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Figure 23: Therelative improvement of missratein vortex.
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Figure 24: Therelative improvement of missratein lucas.
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Figure 25: Therelative improvement of missratein twolf.
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Figure 26: Therelative improvement of missratein swim.
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Figure 28: Therelative improvement of missratein applu.
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Figure 29: Therelative improvement of missratein equake.
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Figure 30: Therelative improvement of missratein mgrid.
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