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ABSTRACT

Wireless sensor networks have become one emerging technology that greatly enrich our

life. Such a network consists of many tiny, wireless devices that can gather information

from the environment and communicate with each other. In this dissertation, we will

study the deployment, dispatch, and packet-scheduling issues of a mobile wireless sensor

network, in which some or all nodes in the network have a mobile capability. In particular,

the deployment issue discusses how to determine the minimum number of sensors and their

locations to be placed in the region of interest so that every point in the region can be

covered by sensors and the network is connected. The dispatch issue addresses how to

efficiently schedule mobile sensors to reach certain locations to perform some missions so

that their energies can be conserved as much as possible. After the network is constructed

or mobile sensors arrive at their destinations, the packet-scheduling issue considers how

to manage the messages reported from sensors so that the delays of important real-time

messages can be bounded while other non-real-time messages will not be starved.

For the deployment issue, we first propose a general deployment solution that allows

the deployed region to be arbitrary-shaped and possibly contain obstacles. Our solution

also allows an arbitrary relationship of sensors’ communication distances rc and their

sensing distances rs, which is ignored by previous works. Our solution first computes

the positions to place the least number of sensors according to the condition of deployed

region and the relationship of rc and rs. Then we dispatch sensors to these locations

under certain constraints of energy consumptions. In this way, our solution can relax the

limitations of previous works and is more complete to the deployment problem.

In this dissertation, we further investigate how to deploy a sensor network for multi-

level coverage, which is an essential assumption required by many applications and proto-

cols in wireless sensor networks. For this deployment problem, we also propose a general

solution in which the relationship of rc and rs can be arbitrary. Our solution can use

iii



fewer sensors compared with other schemes. In addition, we also propose two distributed

dispatch schemes to help deploy sensors.

For the dispatch issue, we propose an efficient dispatch method for mobile sensors to

visit event locations in a hybrid sensor network. Our dispatch method is general in which

the numbers of event locations and mobile sensors can be arbitrary. Our dispatch method

can balance the moving distances of mobile sensors while preserve their energies as much

as possible during each round of dispatch. In this way, we can maximize the system time

for mobile sensors to perform their missions with their limited energies.

For the packet-scheduling issue, we propose two wireless packet fair scheduling algo-

rithms, Traffic-Dependent wireless Fair Queuing (TD-FQ) and Multi-Rate wireless Fair

Queuing (MR-FQ). TD-FQ takes traffic types of flows into account when scheduling pack-

ets. It gives a higher priority for real-time flows to alleviate their queuing delays, but still

guarantees the fairness among all flows. MR-FQ considers a more complicated multi-rate

environment in which sensors can adopt different modulation techniques to transmit their

packets under different channel conditions. MR-FQ adjusts a flow’s transmission rate

according to the flow’s channel condition and its lagging degree, so that both fairness and

system performance can be taken care of.

In this dissertation, we also implement a mobile sensor platform, called the integrated

mobile surveillance and wireless sensor (iMouse) system. The iMouse system integrates

the context-aware capability of wireless sensor network into surveillance system so that

the real critical information in the environment can be retrieved and immediately send

to users. In this way, the overheads of traditional visual surveillance systems can be

reduced. We demonstrate the iMouse system with a home/office security scenario in this

dissertation.

Keywords: connectivity, coverage, dispatch, fair queuing, mobile computing, mo-

bile sensors, network deployment, packet fair scheduling, QoS management, surveillance

applications, topology control, wireless sensor networks.
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Chapter 1

Introduction

1.1 Background and Motivations

Recently, the remarkable advances in both embedded micro-sensing MEMS1 and wireless

communication technologies have promoted the development of wireless sensor networks.

A wireless sensor network is composed of many tiny, low-power devices that integrate sens-

ing units, transceivers, actuators, and possible mobilizers with limited on-board process-

ing and wireless communication capabilities [3]. These devices are deployed in a region

of interest to gather information from the environment, which will be reported to nearby

data aggregators or a remote sink. In the past, sensors are connected with wire-lines

[12, 57, 70, 74]. Nowadays, by combing with the novel ad hoc networking technology

to assist in inter-sensor communications [88, 93, 107], the installing and configuring of a

sensor network become more flexible. In the recent years, a large amount of research ac-

tivities and studies have focused on wireless sensor networks, from investigating physical

(PHY) and media access control (MAC) layers [104, 109, 122, 124] to designing rout-

ing and transport protocols [20, 78, 91, 125]. Many applications and scenarios have also

been practiced by wireless sensor networks, such as surveillance, biological detection, and

traffic, pollution, habitat, and civil infrastructure monitoring [4, 21, 49, 77, 113].

Among these various researches of wireless sensor networks, sensor deployment is

one of the most important issues because it decides the network’s construction cost and

ability to monitor the environment. A good sensor deployment should consider both

sensing coverage and network connectivity [79, 114, 128]. In particular, given a region

of interest to be deployed with sensors, the sensing coverage requires that every point

inside the region can be monitored by sensors, while the network connectivity requires

that the network is not partitioned in terms of sensors’ communication capability. Note

1Micro-Electro-Mechanical Systems
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that coverage is affected by sensors’ sensitivity, while connectivity is decided by sensors’

communication ranges. In addition, to reduce the cost to construct the network, the

number of sensors used should be as few as possible.

In the literature, several computational geometric problems [58, 108, 121] also address

the similar issue, but their solutions cannot be applied to the sensor deployment problem

because of their assumptions or objectives. Therefore, a large amount of schemes have

been proposed to address the sensor deployment issue. For example, references [19, 29, 71]

model the sensing field as grid points and discuss how to place sensors on some of these

grid points to satisfy certain coverage requirements. The work [62] suggests to deploy

sensors strip by strip to ensure coverage and connectivity of the network. In [111], a

deployment scheme to construct a sensor network for multi-level coverage is proposed.

However, most existing works consider only the ideal case in which they deploy sensors

on a simple 2D plane without boundaries and obstacles. Thus, their solutions cannot be

applied to the regions containing obstacles, such as the areas in buildings or on bridges.

Besides, these works do not address the relationship between communication distances

and sensing distances of sensors, which limits their applications.

Several studies consider that sensors have a mobile capability. They assume that

sensors are randomly dropped in the sensing field and propose different strategies to

make these mobile sensors “self-deploy” to form a network. For example, references

[50, 118, 132] discuss how to move sensors to enhance coverage of the sensing field by

using the Voronoi diagram or attractive/repulsive forces between sensors. In [119, 123],

the sensing field is partitioned into grids, and sensors will be moved from high-density

grids to low-density ones so that the number of sensors in each grid can be balanced. As

can be seen, the objective of these works is to achieve a more uniform coverage of the

sensing field. However, they may not guarantee to satisfy the coverage and connectivity

requirements of the deployed network. In addition, they neither address the relationship

of sensors’ communication distances and their sensing distances.

Therefore, in this dissertation we consider a more general deployment problem in a

mobile wireless sensor network. In particular, we allow the sensing field to be arbitrary-

shaped and possibly contain arbitrary-shaped obstacles. Besides, the relationship of sen-

sors’ communication distances and their sensing distances can be also arbitrary. We

address two related sub-problems: sensor placement and sensor dispatch. The sensor

placement problem asks how to place the least number of sensors in the region of inter-

est to achieve desire coverage and connectivity properties. The sensor dispatch problem

assumes that sensors are mobilized and the goal is to delegate sensors to move to the des-

ignated locations inside the region according to the solutions of the placement problem

such that certain objective functions can be satisfied.
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In the literature, the design of mobile robots have been widely discussed in the field of

robotics [37, 55, 67, 68]. Recent studies [61, 101, 103] have also reported their design and

implementation of mobile sensors. Such mobile platforms are controlled by embedded

computers and mounted with sensors. With these platforms, we can dispatch sensors

to move to some locations to perform certain missions. This motivates us to further

investigate the dispatch problem of mobile sensors. In particular, we consider a hybrid

sensor network consisting of static and mobile sensors. The static sensors are deployed in

the region of interest to monitor the environment, while the mobile sensors are dispatched

to the event locations reported by static sensors to perform more advanced actions (such

as conducting more in-depth sensing of events). Since mobile sensors also use small

batteries for their operations, one important research issue is to conserve their energies

when dispatching these mobile sensors.

In the literature, some studies also address to move sensors for different purposes. For

example, the work in [9] suggests to move some nodes to enhance the network connec-

tivity. The studies [14, 15] discuss how to move sensors to the event locations while still

maintaining complete coverage of the sensing field. The works [33, 131] consider to add

several mobile sensors to help improve the network topology of an existing static sensor

network. In [117], a navigation scheme is proposed to guide mobile sensors to the event

locations. As can be seen, none of these works consider to save energies of mobile sensors

when dispatching them.

Therefore, in this dissertation we further investigate how to efficiently dispatch mobile

sensors so that their lifetimes can be prolonged. Specifically, we consider how to assign

mobile sensors to visit event locations so that during each round of dispatch, the moving

distances of mobile sensors can be balanced while their energies can be preserved as much

as possible. In this way, we can maximize the lifetimes of mobile sensors to perform their

missions under the constraints of their limited energies.

After constructing the network, sensors will periodically report their sensing data or

send real-time notifications to the data aggregators once they detect important events.

Besides, mobile sensors arriving at event locations will also report their analyzed data.

Based on the types and emergency of these reports, we can classify them into real-time

flows and non-real-time flows. For example, events reported from sensors or analyzed data

sent by mobile sensors are classified into real-time flows because events may disappear

soon later, while periodical sensing reports from sensors will be classified into non-real-

time flows. Among these flows, if we let sensors compete to transmit their reports, real-

time flows may miss their delay constraints and thus important messages will expire. On

the contrary, if we allow real-time flows always to preempt non-real-time flows, the latter

will be starved. Therefore, this motivates us to investigate how to manage these messages
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reported from sensors so that the delays of real-time flows can be bounded while the

fairness among flows’ transmissions can be guaranteed.

In wire-line networks, many packet fair scheduling algorithms [43, 44, 92, 127] have

been proposed to bound delays and guarantee fairness of packet transmissions. However,

wireless channels are characterized by the following features that distinguish themselves

from wire-line networks: (1) serious bursty errors, (2) location-dependent errors, and (3)

multi-rate communication capability. Bursty errors may break continuous services of a

flow, while location-dependent errors may allow error-free flows to receive more services

than they deserve, thus violating the fairness and bounded-delay requirements. A wire-

less channel may provide different transmission rates to different terminals depending on

channel qualities. Due to these reasons, existing wire-line solutions may not be suitable

for the wireless networks [10, 16]. Therefore, many wireless fair scheduling algorithms

have been proposed to address the features (1) and (2) of wireless networks. For example,

in IWFQ [75], each packet is associated with a finish tag and the scheduler always serves

the error-free packet with the smallest finish tag. In CIF-Q [86], fairness is achieved by

transferring the services allocated to error flows to those error-free flows, and then com-

pensating these error flows later according to their weights. In SBFA [95], a fraction of

bandwidth is reserved particularly to compensate those error flows. Unfortunately, most

of these works do not consider the traffic types of flows so that the delay constraints of

real-time flows may not be satisfied. Besides, feature (3) of wireless networks is not well

addressed. In particular, these works assume that a wireless channel is either in a good

state or a bad state. Transmissions in a good state will succeed, but fail in a bad state.

In fact, the situation is not so pessimistic because different modulation techniques can be

used to adapt to different channel conditions. In this way, the system performance can

be greatly improved.

Therefore, in this dissertation we propose wireless packet fair scheduling algorithms

for data aggregators to manage the messages reported from sensors. In particular, our

scheduling algorithms should consider the traffic types of flows in a way that the queuing

delays of real-time flows can be alleviated while non-real-time flows will not be starved. In

addition, the proposed scheduling algorithms should utilize the multi-rate communication

feature of wireless channels so that the overall system performance can be improved.

1.2 Contributions of the Dissertation

In this dissertation, we study the deployment, dispatch, and packet-scheduling issues of

a mobile wireless sensor network. For the deployment issue, we first consider a general

sensor deployment problem in a sensing field possibly with obstacles, and then discuss how
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to deploy a sensor network for multi-level coverage by mobile sensors. For the dispatch

issue, we investigate how to efficiently dispatch mobile sensors to visit event locations so

that their lifetimes can be prolonged. For the packet-scheduling issue, we propose two

wireless packet fair scheduling algorithms for data aggregators to manage the messages

from sensors. Finally, we also implement a mobile sensor platform used for a surveillance

application. The contributions of this dissertation are detailed as follows:

• We have considered a more general sensor deployment problem in this dissertation.

Specifically, given an arbitrary-shaped sensing field possibly with arbitrary-shaped

obstacles, we are asked to deploy the least number of sensors in the field to achieve

both sensing coverage and network connectivity. The solution must be applied for

any relationship between the communication distance rc and the sensing distance

rs of sensors. In this dissertation, we have addressed two related sub-problems:

sensor placement and sensor dispatch. The former asks how to place the least

number of sensors in a field to achieve sensing coverage and network connectivity,

while the latter asks how to determine from a set of mobile sensors a subset of

sensors to be moved to an area of interest with certain objective functions such

that the coverage and connectivity properties can be satisfied. Our solution to the

placement problem allows an arbitrary-shaped sensing field possibly with arbitrary-

shaped obstacles and an arbitrary relationship of rc and rs, and thus significant

relaxes the limitations of existing results. Our approach first partitions the sensing

field into smaller sub-regions according to the obstacles and boundaries of the field.

In each sub-region, we arrange sensors row by row such that each row guarantees

continuous coverage and connectivity and that adjacent rows ensure continuous

coverage. Finally, columns of sensors are added to ensure connectivity between

rows. Simulations results have shown that our approach requires fewer sensors

to ensure complete coverage of the sensing field and connectivity of the network as

compared with other schemes. In addition, we have also discussed how to adjust the

aforementioned placement solution when a probabilistic sensing model is adopted,

where the detection probability of a sensor decays with the distance from the sensor

to the object. For the dispatch problem, our solutions include a centralized one and a

distributed one. The centralized solution is based on adopting the former placement

results and converting the dispatch problem to the maximum-weight maximum-

matching problem with the objective of minimizing the total energy consumption

to move sensors or maximizing the average remaining energy of sensors after the

movement. Designed in a similar way, the distributed solution allows sensors to

determine their moving directions in an autonomous manner. In particular, sensors

can select their destinations according to the objective function and then compete
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to move to these locations.

• We have further investigated the k-coverage sensor deployment problem to ensure

multi-level (k) coverage of the sensing field in this dissertation. We also deal with

this problem by two related sub-problems: k-coverage sensor placement problem and

distributed sensor dispatch problem. The k-coverage placement problem asks how

to determine the minimum number of sensors required and their locations in the

sensing field to guarantee that the field is k-covered and that the deployed network

is connected. Given that there are sufficient sensors and these sensors are randomly

dropped in the sensing field, the distributed dispatch problem asks how to determine

the schedule of sensors’ movements to the designated locations according to the

result computed by the placement solutions such that the total energy consumption

due to movement can be minimized. For the k-coverage problem, we allow an

arbitrary relationship between sensors’ communication distance and their sensing

distance, thus relaxing the limitations of existing results. We have proposed two

methods to the k-coverage placement problem. The first method adopts an intuitive

duplication idea in which we first determine a good 1-coverage placement scheme

and then duplicate k sensors on each location computed by the placement scheme.

The second method is based on a more complicated interpolating idea and thus can

save the number of sensors required. For the dispatch problem, we have proposed

two distributed schemes. The first scheme assumes that sensors have the knowledge

of all target locations in the sensing field and these sensors can then compete with

each other for moving toward their closest locations. The second scheme relaxes

the above assumption by making sensors deriving the target locations on their own,

according to several known locations and the patterns in our placement methods.

Therefore, the server only needs to generate several seed locations in the beginning,

and then sensors can construct the remaining part of the network in a distributed

manner.

• We have designed an efficient dispatch method for mobile sensors to prolong their

lifetimes. In particular, we consider a hybrid sensor network consisting of static

and mobile sensors, where the former is deployed to detect events, while the latter

equipped with more resources such as sensing capability and computation power

is dispatched to the event locations to conduct more advanced analysis. In this

dissertation, we investigate how to efficiently dispatch mobile sensors to visit these

event locations with the purpose of maximizing the system lifetime, which is defined

as the time duration until there are some event locations that cannot be reached

by any mobile sensor due to lack of energy. We have pointed out that simply
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maximizing the total remaining energy of mobile sensors in each one-round dispatch

cannot guarantee to maximize the system lifetime since some mobile sensors may

early exhaust their energy and thus burden other still alive ones, which results

in shortening the system lifetime. Based on the aforementioned observation, we

have proposed an efficient dispatch method that takes the load-balance issue into

consideration when scheduling mobile sensors to visit event locations. Our dispatch

method is general in which the numbers of event locations and mobile sensors can

be arbitrary. When the number of event locations is no larger than that of mobile

sensors, we transform the dispatch problem to a maximum matching problem in a

weighted bipartite graph. However, instead of finding a matching with a maximum

edge weight, we use a preference list and a bound to select the matching, where the

former helps assign an event location with a suitable mobile sensor, while the latter

avoids selecting edges with extreme weights so that loads among mobile sensors can

be balanced. When the number of event locations is larger than that of mobile

sensors, we have developed efficient clustering schemes to group event locations into

clusters, whose number is equal to the number of mobile sensors, so that the above

matching approach can be adopted. When a mobile sensor is assigned with a cluster,

it can use the traveling-salesman approximate algorithm to reach all event locations

in that cluster. Simulation results have shown that by exploring the load balancing

of mobile sensors, our proposed dispatch method can prolong the system lifetime.

• To help data aggregators manage the messages reported from sensors, we have de-

veloped two packet fair scheduling algorithms for a single-rate wireless environment

and a multi-rate wireless environment. In a single-rate environment, sensors trans-

mit their packets in a fixed rate and the wireless channels may switch between a

good state and a bad state. Packet transmissions in a good state are assumed to

be able to succeed but to fail in a bad state. With the above assumptions, we have

proposed a Traffic-Dependent wireless Fair Queuing (TD-FQ) algorithm that take

traffic types of flows into account when scheduling packets. TD-FQ benefits real-

time flows by giving them higher priorities over non-real-time flows. In this way, the

queuing delays of real-time flows can be alleviated. However, TD-FQ still guaran-

tees the fairness among flows so that non-real-time flows will not be starved under

the scheduling policy of TD-FQ. In this dissertation, we have further considered a

multi-rate environment in which sensors can adopt different modulation techniques

to transmit their packets under different channel conditions. Specifically, sensors

can transmit their packets using a higher rate when the channel is good but they

can still use a lower rate for transmission when the channel becomes bad. With

this assumption, we have proposed a Multi-Rate wireless Fair Queuing (MR-FQ)
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algorithm. MR-FQ addresses both the service fairness and time fairness issues

arisen from such a multi-rate environment. MR-FQ adjusts a flow’s transmission

rate according to the flow’s channel condition and its lagging degree. In particular,

a flow is allowed to transmit using a lower rate only if it is lagging to a certain

degree. Besides, the more serious a flow is lagging, the lower rate the flow is allowed

to use. Such differentiation can take care of both service fairness and time fairness.

In this way, MR-FQ not only maintains the fairness properties and bounded delays

of flows, but also improves the overall system performance. In this dissertation, we

have analytically derived the fairness properties and delay bounds of the proposed

TD-FQ and MR-FQ algorithms. Simulation results have also been presented to

verify their effectiveness.

• We have designed and implemented a mobile sensor platform, called the integrated

mobile surveillance and wireless sensor (iMouse) system in the dissertation. The

objective of this iMouse system is to study the feasibility of integrating the context-

aware capability of mobile wireless sensor networks into surveillance systems. The

iMouse system consists of a large number of static sensors and a small number

of more powerful mobile sensors. The former is used to monitor the environment

while the latter can move to event locations to conduct more in-depth analyses. In

the iMouse system, each mobile sensor is equipped with a processing platform, a

Lego car, a Mote, a WebCam, and an IEEE 802.11 WLAN card, so that they can

move to the event locations, exchange messages with other sensors, take snapshots

of event scenes, and transmit pictures and analyzed data to the remote server.

In this way, the iMouse system combines mobile wireless sensor networks with the

surveillance systems and thus the overheads of traditional visual surveillance systems

can be reduced because the real critical information can be retrieved and proactively

sent to the users. The iMouse system is thus a mobile, context-aware surveillance

system. We have demonstrated our current prototyping system for home/office

security applications.

1.3 Organization of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2, we surveys the studies

in the literature that address the deployment, dispatch, and packet-scheduling issues.

Besides, we also survey several works related to the design of mobile sensor platforms.

In Chapter 3, we solve the sensor deployment problem in a sensing field with boundaries

and obstacles. In Chapter 4, we discuss how to deploy a sensor network for multi-level

coverage by mobile sensors. In Chapter 5, we investigate how to efficiently dispatch mobile
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sensors in a hybrid sensor network. In Chapter 6, we propose the two wireless packet fair

scheduling algorithms, TD-FQ and MR-FQ, for data aggregators. In Chapter 7, we report

the design and prototyping experience of our mobile sensor platform, the iMouse system.

In Chapter 8, we give the conclusions and future directions of this dissertation.
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Chapter 2

Preliminaries

In this chapter, we first survey some studies in the literature that address the issues

of deployment, dispatch, and packet-scheduling, followed by the works that address the

design of mobile sensor platforms.

2.1 Deployment Issue

In this section, we discuss the related works addressing the deployment issue. We first

study three relevant computational geometric problems, and then survey several works

that discuss how to place sensors to form a network. Finally, we survey some works that

discuss how to self-deploy a network by mobile sensors.

2.1.1 Related Computation Geometric Problems

Art Gallery Problem

The art gallery problem [58, 102] was first proposed by Victor Klee in 1973. This problem

asks what is the minimum number of guards that would be needed at the corners of an

art gallery to guarantee that every point in the gallery is always in sight of at least one

guard, assuming that a guard can watch a point as long as a line-of-sight exists. It has

been proven that at least �n
3
� guards are needed if the gallery can be modeled by a simple

polygon1 with n vertices on a 2D plane [22, 39]. This can be done by triangulating the

polygon P and then painting the vertices of P with three different colors in such a way

that each triangle has a vertex of each color. Since there are n vertices, there is one color c

that is used for at most �n
3
� vertices. Then we can place guards on these vertices painted

1A simple polygon is a polygon with the constraint that non-consecutive edges do not intersect.
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Figure 2.1: An example of triangulating a polygon and painting its vertices. Guards will

be placed in the vertices marked with c.

with color c to guarantee that every point inside P is watched by at least one guard.

Fig. 2.1 gives an example, where we can place two guards on vertices marked with c.

In the literature, there are many variations of the art gallery problem. For example,

the studies [7, 90] consider how to use the minimum number of mobile guards to monitor

a polygon, where a mobile guard is allowed to patrol either along edges of the polygon or

along straight lines wholly contained within the polygon. In [52, 98], the issue of how to

place guards in a polygon with holes is addressed. Although both the art gallery problem

and the sensor deployment problem ask how to place the least number of guards/sensors

to monitor a region, the solutions to the art gallery problem cannot be applied to the

sensor deployment problem because of the following two reasons. First, guards in the

art gallery problem are assumed to have an infinite viewpoint unless there is an obstacle.

On the contrary, the monitoring ranges of sensors in fact are limited by their sensing

distances. Second, the sensor deployment problem needs to consider the connectivity

between sensors while this issue is ignored in the art gallery problem.

Circle Packing Problem

The circle packing problem [34, 108] asks how to make an arrangement of circles inside a

given boundary such that no two circles overlap and some (or all) of them are mutually

tangent. For example, Fig. 2.2 shows two possible packing ways of equal circles in a plane.

In the literature, there are myriad of variations of the circle packing problem. References

[18, 112] discuss how to make the densest packing of equal circles in a square. Different

shapes of the bounded space have also been studied, for example, packing n equal circles

in a circular region [40, 42, 46, 81], or packing circles in an equilateral triangle [45, 83].

The issue of packing different sizes of circles has also been addressed in [41].
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(a) (b)

Figure 2.2: Two possible methods to pack equal circles in a 2D plane: (a) the square

packing method and (b) the hexagonal packing method.

The circle packing problem can be applied to several applications such as estimation

the size of a wire bundle in electric systems [110]. However, it cannot solve the sensor

deployment problem because of their different objectives. In particular, the objective of

circle packing problem is to find out the densest arrangement of circles in a region while

the sensor deployment problem attempts to use the fewest number of sensors to cover a

region. In addition, the arrangement of circles in the circle packing problem will leave a

lot of uncovered holes in the region, which violates the coverage requirement of the sensor

deployment problem.

Circle Covering Problem

The third relevant problem in computational geometry is the circle covering problem [121].

This problem asks how to arrange equal circles in a polygon such that this polygon can

be fully covered by these circles. Given the number of circles, the objective is to minimize

the radius of a circle. This issue has been widely studied for covering a unit square in the

works [51, 82, 89]. Reference [51] discusses how to optimally arrange with less than or

equal to five circles and seven circles. For example, the optimal coverings of five and seven

circles are given in Fig. 2.3. The solutions have been extended to six, eight, and eleven

circles in [82]. Table 2.1 summarizes the minimum radius rmin to cover a unit square with

n ≤ 30 equal circles. The details of arrangements can be found in [89].

The circle covering problem has also been addressed in different shapes of polygons

such as equilateral triangles [80]. However, it is very limited to apply these solutions to

the sensor deployment problem because the sensing distance of sensors has to be restricted

to certain constants.
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r7

r5

(a) (b)

1

1

Figure 2.3: Two examples of optimal coverings with n equal circles in a unit square: (a)

n = 5, where the minimum radius r5 is approximate to 0.32616 and (b) n = 7, where the

minimum radius r7 is approximate to 0.27429.

n rmin n rmin n rmin

1 0.707106781· · · 11 0.212516016· · · 21 0.148953789· · ·
2 0.559016994· · · 12 0.202275889· · · 22 0.143693177· · ·
3 0.503891109· · · 13 0.194312371· · · 23 0.141244822· · ·
4 0.353553390· · · 14 0.185510547· · · 24 0.138302883· · ·
5 0.326160584· · · 15 0.179661759· · · 25 0.133548706· · ·
6 0.298727062· · · 16 0.169427051· · · 26 0.131746875· · ·
7 0.274291885· · · 17 0.165680929· · · 27 0.128633534· · ·
8 0.260300105· · · 18 0.160639663· · · 28 0.127317553· · ·
9 0.230636927· · · 19 0.157841981· · · 29 0.125553507· · ·

10 0.218233512· · · 20 0.152246811· · · 30 0.122036881· · ·
Table 2.1: The minimum radius rmin to cover a unit square by n equal circles reported in

[89].

2.1.2 Placements of Wireless Sensor Networks

Since the solutions to the traditional computational geometric problems cannot be directly

applied to the sensor deployment problem, many researchers have proposed their methods

to solve the sensor deployment problem by determining the locations to place sensors.

In the literature, several studies [19, 29, 71] consider to model the sensing field as

grid points and then determine the placement of sensors on some of these grid points to

satisfy certain coverage requirements. Reference [19] considers that there are two types

of sensors with different costs and sensing ranges to be deployed. The objective is to find
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an assignment of sensors to grid points such that every grid point is covered by at least

k ≥ 1 sensors and the total cost of the sensors can be minimized. For example, Fig. 2.4

illustrates the minimum-cost sensor placements for a 4 × 4 sensing field with different

values of k, where a type-A sensor has a cost of �150 and one unit of sensing range and

a type-B sensor has a cost of �200 and two units of sensing range. The work [19] then

solves this problem by using a linear programming. In [29], sensors are also placed at

grid points. It is assumed that a sensor at grid point i can detect a target at grid point j

with a probability pij = e−α|ij|, where the parameter α is used to model the quality of the

sensor and the rate at which its detection probability diminishes with distance. Clearly,

pij = 1 if i = j and pij = pji because of symmetry. However, pij = 0 if there is an obstacle

in the line of sight from grid point i to grid point j. Based on the above conditions, the

objective of the sensor placement is to determine the minimum number of sensors and

their locations such that every grid point is covered with a minimum confidence level.

To achieve this goal, the work [29] proposes a greedy algorithm that determines the best

placement of sensors one by one, where each time the placement of the sensor can help

reduce the most miss probabilities of grid points. Such iteration will be repeated until

either a present upper limit on the number of sensors is reached, or sufficient coverage of

the grid points is achieved. The work in [71] discusses how to place sensors in a grid-based

sensing field to achieve complete coverage and discrimination. In [71], a power vector is

defined for each grid point i to indicate the set of sensors that can cover i. The sensing

field is called completely covered if any grid point in the sensor field can be covered by at

least one sensor. In a completely covered sensing field, if every grid point can be identified

by a unique power vector, the sensing field is said to be completely discriminated. Fig. 2.5

gives an example, where the power vector of grid point 8 is (0, 1, 0, 0, 1, 0) corresponding to

whether the sensors 2, 5, 6, 10, 11, and 14 cover the grid point 8. Note that a completely

discriminated sensing field may not be constructed because of resource limitations. Thus,

the work [71] formulates such sensor placement problem as a combinatorial optimization

problem for minimizing the maximum distance error, which is defined as the Euclidean

distance between two indistinguishable2 grid points, when the complete discrimination is

impossible.

The aforementioned schemes limit sensors to be placed on predefined grid points to

achieve desired coverage. Several studies relax such limitation and propose non-grid place-

ments of sensors. The work in [62] assumes that sensors have a sensing/communication

distance of r. Sensors are then placed strip by strip, where a strip is a string of sensors

placed along a line such that the distance between any two adjacent sensors is r. Clearly,

the sensors in a strip will form a connected component. To cover a 2D plane, two adjacent

2Two grid points are called indistinguishable if their power vectors are the same.
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(a) (b) (c)

type-A sensor type-B sensor grid point

Figure 2.4: The minimum-cost sensor placements in the sensing field with a 4×4 grid-size

under different values of coverage level k: (a) k = 1 and cost = �550, (b) k = 2 and cost

= �950, and (c) k = 3 and cost = �1400.
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Figure 2.5: A complete covered and discriminated sensing field. There are six sensors

placed on the grid points 2, 5, 6, 10, 11, and 14.
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Figure 2.6: The sensor placement with a strip-by-strip fashion proposed in [62].

strip is separated by a distance of 2+
√

3
2

r and shifted by a distance of r
2
. Note that addi-

tional sensors should be placed between two adjacent strips to guarantee the connectivity

of the network. Fig. 2.6 presents an example.

Reference [111] proposes a sensor placement strategy that can result in multi-level

coverage, where every point in the sensing field can be covered by at least k sensors and

k is a given parameter. It is assumed that the communication distance is no less than

twice of the sensing distance, so that the coverage of the sensing field can also guarantee

the connectivity of the network [128]. In [111], placements with k ≤ 3 are addressed and

the traditional hexagon placement is adopted. When k = 1, each sensor is separated by a

distance of
√

3rs, where rs is the sensing distance. When k = 2, two 1-covered placements

are combined to form a 2-covered placement. When k = 3, the distance between two

adjacent sensors is shrunk to r to generate 3-coverage overlaps. A placement with k > 3

can be generated by combing these three basic placements. Fig. 2.7 shows such placements

when k ≤ 3.

2.1.3 Self-deployments with Mobile Sensors

Instead of deciding where to place sensors, some works consider to make sensors deploy

by themselves. These works assume that sensors have mobile capability and can obtain
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rs

Figure 2.7: The k-covered placement scheme proposed in [111]: (a) k = 1, (b) k = 2, and

(c) k = 3.

their physical locations by the global positioning system (GPS) [53] or other schemes [13].

They consider to randomly deploy sensors initially and then to move sensors with different

strategies to enhance the coverage of the sensing field.

In [132], the concept of virtual force is introduced to move sensors. Each sensor si

is assumed to be exerted by three kinds of forces: the attractive (positive) force
−→
FiA by

the areas of preferential coverage, the repulsive (negative) force
−→
FiR by all obstacles, and

the force
−→
Fij between sensors si and sj. Therefore, the total force

−→
Fi on sensor si can be

expressed as

−→
Fi =

−→
FiA +

−→
FiR +

n∑
j=1,j �=i

−→
Fij ,

where n is the number of sensors. The force
−→
Fij is expressed in polar coordinate notation

(r, θ), where r is the magnitude and θ is the orientation of the vector
−→
Fij . Thus,

−→
Fij can

be derived as

−→
Fij =

⎧⎪⎪⎨⎪⎪⎩
(wA(dij − dth), θij), if dij > dth

0, if dij = dth

(wR( 1
dij

), θij + π), otherwise

,

where dij is the Euclidean distance between sensors si and sj, dth is a threshold distance,

θij is the orientation (angle) of a line segment from si to sj, and wA/wR is a measure of

the attractive/repulsive force. Note that the threshold dth controls how close sensors get

to each other. Fig. 2.8 shows an example, where there are four sensors and dth is set to

d12. In Fig. 2.8, s2 exerts no force on s1, s3 exerts an attractive force
−→
F13 on s1, and s4

exerts a repulsive force
−→
F14 on s1 because d12 = dth, d13 > dth, and d14 < dth, respectively.

The sensor s1 is thus moved by the compound force
−→
F1.

The idea of repulsive force is also adopted in the work [50], where each sensor is treated

as an electron and will be repulsed by other sensors. The force corresponding to higher
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Figure 2.8: An example of virtual forces with four sensors.

local density is greater than the force corresponding to lower local density, and the force

from a node that is closer is greater than that from a node that is farther. In [50], a force

function f(·) is defined to satisfy the following conditions:

• f(dij) ≥ f(dik) if dij ≤ dik, where dij is the distance between sensors i and j.

• f(0+) = fmax, where fmax is the maximum force.

• f(d) = 0 if d is larger than the communication distance of a sensor.

Sensors will be moved step by step. In each step k, the force on sensor i by another sensor

j in its communication range is calculated to be a repulsive force as

f i,j
k =

Di
k

μ2
(rc|pi

k − pj
k|)

pj
k − pi

k

|pj
k − pi

k|
,

where Di
k is the local density of sensor i at step k, μ is the expected density (after the

final deployment), rc is the communication distance of a sensor, and pi
k is the location of

sensor i at step k. When a sensor moves less than a threshold distance for a specified

time period, it is considered to have reached the stable status and thus stops moving.

Reference [118] uses the Voronoi diagram to find out potential coverage holes and then

moves sensors to cover these holes. Given a set of nodes on a 2D plane, the Voronoi dia-

gram [6, 32] is formed from perpendicular bisectors of lines that connect two neighboring

nodes, as shown in Fig. 2.9. The Voronoi diagram can represent the proximity information
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Figure 2.9: The Voronoi diagram.
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Figure 2.10: Two examples of (a) the VOR strategy and (b) the Minimax strategy.

about a set of geometric nodes. Every point in a Voronoi polygon is closer to the node in

this polygon than to any other node. In [118], after initial deployment, each sensor will

calculate the Voronoi polygon with the location information of its neighbors. Then three

strategies, naming vector-based (VEC), Voronoi-based (VOR), and Minimax algorithms,

are proposed to move sensors. The VEC strategy also adopts the idea of virtual force.

Two sensors si and sj will be pushed to move a distance of (davg − dij)/2 away from each

other, where davg is the average distance between two sensors when the sensors are evenly

distributed in the sensing field. However, if a sensor can completely cover its Voronoi

polygon, it should not be moved. In the VOR strategy, if a sensor detects the existence

of a coverage hole, it will move toward its farthest Voronoi vertex. Fig. 2.10(a) gives an

example, where point u is the farthest Voronoi vertex of sensor si. si will move to the

point v, where |uv| is equal to the sensing distance of a sensor. In the Minimax strategy, a

sensor si will choose the point v inside its Voronoi polygon whose distance to the farthest

Voronoi vertex u is minimized to move, as shown in Fig. 2.10(b).

Some studies use a grid structure to perform sensor relocation. They partition the

19



sensing field into grids and then move sensors from high-density grids to low-density

grids. In [119], the grid-quorum and cascaded movement schemes are proposed to find

the redundant sensors and to relocate sensors to the target locations, respectively. In

the grid-quorum scheme, the sensing field is divided into grids and each grid elects a

grid-head to maintain the grid’s information. The grid-head of a high-density grid will

send an advertisement message in its row, while the grid-head of a low-density grid will

send a request message to its column. Due to the grid structure, there will be a grid that

can receive both the advertisement and request messages. Fig. 2.11 presents an example,

where the grid (1, 2) has redundant sensors and the grid (3, 0) needs extra sensors. The

grid (3, 2) will receive both advertisement and request messages from these two grids. By

adopting this scheme, only O(
√

N) messages are needed to be exchanged, where N is the

number of grids. After identifying redundant sensors and requesting grids, sensors are

moved using the cascaded movement rather than the direct movement to prevent these

moving sensors from wasting too much energy, as shown in Fig. 2.12. In the cascaded

movement scheme, each sensor si is associated with a tolerable delay Ti, during which its

successor must move to its original location. Thus, a sensor sj can become a successor of

si if

dji

ν
− (ti − tj) ≤ Ti,

where ν is the moving speed of a sensor and ti is the departure time of sensor si. In [119],

the cascading sensor nodes will be selected to minimize the different between the total

energy consumption and the minimum remaining energy of moving sensors.

Reference [123] also partitions the sensing field into grids. The objective is to balance

the number of sensors in each grid. This can be done by two rounds of balancing, one for

each grid and one for each column. Fig. 2.13 shows an example.

2.2 Dispatch Issue

In this section, we survey several works that address the dispatch issue of mobile wireless

sensor networks. These works consider to move sensors to improve the network topology

or to perform other missions. The work in [9] discuss how to move mobile nodes to result

in a stronger network. Specifically, the objective is to form a biconnected network such

that the total moving distance of nodes can be minimized. A network is called biconnected

if it is not partitioned after removing any of its nodes. Each such node is referred to as

a cutvertex. Fig. 2.14 shows an example, where node c is a cutvertex and we can form a

biconnected network by moving node a. Based on this observation, the work [9] proposes

a block movement algorithm to remove all the cutvertices from the network by moving
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Figure 2.11: An examples of the grid-quorum.
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Figure 2.12: Examples of (a) the direct movement and (b) the cascade movement.
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Figure 2.13: An ideal example of balancing the numbers of sensors in each grid: (a)

the initial case, (b) balancing the numbers of sensors in each row, and (c) balancing the

numbers of sensors in each column.
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certain of nodes to new locations. In particular, given a graph G that describes the

network topology, the biconnected components (also called blocks) of G are first identified

along with its cutvertices, and then the graph G can be translated to a block tree [30].

Note that a block can have between 0 and n nodes, where n is the total number of nodes

in the network. If two cutvertices are directly connected by an edge, the corresponding

block contains no nodes. In the block tree, we can select the block with the maximum

number of nodes as its root. Fig. 2.15(a) and (b) give an example, where five blocks

(including the empty block B3) and two cutvertices C1 and C2 are identified. The block

B1 is selected as the root of the block tree and the blocks B2, B4, and B5 are the leaf

nodes. The block movement algorithm will execute the following iteration until the graph

becomes biconnected:

• Move the leaf block toward the nearest node in its parent block, by the distance

that exactly one new edge appears.

• If the parent block contains no node, we move the leaf block to the upstream cutver-

tex of its parent block.

Fig. 2.15(c) illustrates an example, where the block B2 will move toward the node v of

the block B1 and the blocks B4 and B5 will move toward the cutvertex C2 because their

parent block B3 is empty. The final network topology is shown in Fig. 2.15(d).

a
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d

e

f

cutvertex a

b

c

d

e

f

(b)(a)

Figure 2.14: Achieving a biconnected network by node movement: (a) the initial network

topology and (b) the network becomes biconnected after moving node a.

The works in [33, 131] consider to add mobile sensors into an existing stationary

sensor network to adjust the network topology so that the coverage and connectivity of

the original network can be improved. In [33], there are M mobile sensors added to

improve the network topology. For these M mobile sensors, λM of them are used to

increase the sensing coverage while the rest (1 − λ)M of them are used to improve the

routing and connectivity, where 0 < λ < 1. To increase the sensing coverage, two schemes
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Figure 2.15: An example of the block movement algorithm: (a) decomposition of a network

into cutvertices and biconnected components, (b) the corresponding block tree, (c) the

movement of blocks, and (d) the final network topology after block movement.

are proposed. The first scheme is to partition the sensing field into small equal-sized

cells. The sink then counts the number of stationary sensors in each cell. Cells with

the number of sensors less than the average are considered as under-covered and the

mobile sensors will be dispatched to these under-covered cells. Another scheme is to place

a mobile sensor on the center point of the line segment connecting the pair of sensors

with the longest distance. This procedure will continue until all λM mobile sensors are

dispatched. After dispatching λM mobile sensors, the remaining mobile sensors are used

to improve the routing and connectivity of the network. In particular, when the energy

of a sensor s is under a certain threshold, it will check if its neighbors can help cover

the area after the sensor s exhausts its energy. If most of the area cannot be covered,

the sensor s will broadcast a Help message to search for mobile sensors. A mobile sensor

receives such message will move to s’s location to perform packet relay and sensing task.

However, it is possible that the network is partitioned into several isolated components

due to sensors’ failure. In this case, the mobile sensors have to move actively to connect
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these components. In particular, if the sink does not receive any message from a certain

area for a long time, it will ask nearby mobile sensors to roam to that area for maintaining

connectivity of the network.

The work in [131] considers that randomly-deployed stationary sensors are not distrib-

uted evenly so that these sensors may form several isolated groups, each called an island.

These islands cannot connect with each other so that we have to add mobile sensors to

connect them, as shown in Fig. 2.16. Thus, a three-step algorithm is proposed in [131] to

dispatch mobile sensors to fix the partitioned network. The first step is to search islands

by grouping stationary sensors. The second step is to calculate the least number of mobile

sensors MA,B needed to connect two islands A and B:

MA,B = �dA,B

rc
− 1	,

where dA,B = min{distance(s, t)}, s ∈ A, t ∈ B is the shortest distance between two

islands A and B. The last step uses a dynamic programming to find the optimal set of

islands to be connected. Specifically, let CG be the coverage of an island G and W (G, m)

is the optimal island set starts from island G, using m mobile sensors. We can obtain

that

W (G, m) = max{CG∪H + W (G ∪ H, m − MG,H)},

where H is an island to be connected with G. The above equation can be divided down

and thus solved by the dynamic programming. Note that for each island G, if the left x

mobile sensors cannot allow it to connect any other island, we will let W (G, x) = 0. After

identifying the optimal set of islands, mobile sensors will be placed along the lines that

connect these islands and the concept of virtual force is adopted to make these mobile

sensors to achieve maximum coverage. Fig. 2.16 gives an example.

island A

island B

island Cmobile sensors

Figure 2.16: The isolated islands are connected by mobile sensors.

Some studies consider to move sensors close to the event locations so that there can be

more sensors (possibly with stronger capabilities) used to detect the events. References

[14, 15] consider a sensor network consisting of only mobile sensors and suggest to move
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more sensors close to the event locations while still maintaining the network coverage.

Two event-based movement schemes are proposed to aggregate sensors near the event

locations. The first one allows each sensor to react to an event by moving according to a

function f(d), where d is the distance between the sensor and the event. Note that this

function should satisfy the following three criteria:

0 ≤ f(d) ≤ d, ∀d,

f(∞) = 0, and

f(d1) − f(d2) < d1 − d2, ∀d1 > d2.

In [15], f(d) is suggested to be set to the form as αdβe−γd for values of parameters α, β,

and γ such that αe−γd(βdβ−1−γdβ) > 1 for all possible d. The second scheme maintains a

small amount of event history to analyze the distribution of events. Each sensor calculates

the cumulative distribution (CDF) of the scaled event distribution, which describes what

fraction of the sensors should be to the left of each point. The sensor then finds the point

in the scaled CDF corresponding to its initial position, and moves to that location. In

order to maintain the network coverage, the Voronoi diagram is constructed to determine

whether a sensor can move or not. Specifically, each sensor calculates the motion of

every other sensor and uses this information to compute its Voronoi polygon after each

movement. If any part of the sensor’s Voronoi polygon is farther away than its sensing

distance, it knows that no other sensor is closer to this point, and it should not move

away from that point.

The work in [117] considers a hybrid sensor network comprising of static and mobile

sensors, where the former is used to monitor the environment and to guide mobile sensors

to event locations, while the latter is equipped with more resources such as sensing ca-

pability and computation power and can move to event locations for providing advanced

detection. When the static sensors detect an event, they will elect a leader [35, 94] to

broadcast a weight request packet (WREQ) to the network. A mobile sensor receives such

WREQ packet will reply its weight, which is calculated as follows:

weight =
Voronoi area × distance

energy
,

where Voronoi area is used to measure the impact (i.e., the size of coverage hole) when

this mobile sensor leaves. After receiving the replies from multiple mobile sensors, the

leader will select the one with the minimum weight and then broadcasts an advertisement

packet (ADV) to build up the navigation field for guiding the mobile sensor. In particular,

the leader sets the highest credit value C1 for itself and inserts C1 into the ADV packet.

Other static sensors receiving such ADV packet will set their credit values as C2, where

C2 < C1. Then only those static sensors that have relayed the reply message from the
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mobile sensor will broadcast an ADV packet containing C2. Other static sensors receiving

such ADV packet set their credit values as C3, where C3 < C2. This procedure will be

repeated until the ADV packet reaches the mobile sensor. Then the mobile sensor will

move toward the static sensor with higher credit values. Fig. 2.17 illustrates an example.
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Figure 2.17: Navigation of the mobile sensor: (a) building up the navigation field and (b)

calculating the moving distance of the mobile sensor.

2.3 Packet-scheduling Issue

In this section, we survey several packet fair scheduling algorithms designed for wireless

networks, which are classified into four categories. The first category of algorithms adopt

the rules of wire-line scheduling algorithms, but they will swap the channel access between

those backlogged flows that encounter channel errors and those backlogged flows that do

not. The second category of algorithms provide explicit mechanisms to compensate those

flows who receive less services due to channel errors. The third category of algorithms

dynamically adjust a flow’s weight according to its channel’s and queue’s conditions. The

scheduling algorithms in the last category consider some application-specific issues, such

as traffic types of flows and handoff between base stations.
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2.3.1 Algorithms with Error-free Reference Models

The scheduling algorithms in this category define an ideal fair service model that assumes

no channel errors. This error-free service model usually adopts the rules of a wire-line

scheduling algorithm, and it can provide a reference for channel allocation. Specifically,

the scheduler can know how much service that a flow should receive in an ideal case

(i.e., no channel errors occur), and then compensate those flows that receive less services

because of channel errors. In this section, we discuss two representative algorithms, IWFQ

(Idealized Wireless Fair Queuing) [75] and CIF-Q (Channel-condition Independent Fair

Queuing) [86].

Idealized Wireless Fair Queuing (IWFQ)

IWFQ adopts a wire-line scheduling algorithm WFQ (Weighted Fair Queueing) [127] as

its reference error-free model to help determine the service sequence of packet flows. A

flow is said to be leading, lagging, or in sync if its queue size in the real error-prone

system is smaller than, larger than, or the same as the queue size in the reference error-

free system, respectively. In IWFQ, each packet pi
n of a flow i is associated with a start

tag si
n and a finish tag f i

n, which are computed followed the rules in WFQ:

si
n = max{v(tin), f i

n−1}, (2.1)

f i
n = si

n +
Li

n

wi

, (2.2)

where tin is the physical arrival time of the packet pi
n, v(tin) is the system virtual time at

time tin defined in IWFQ, f i
n−1 is the finish tag of the previous packet, Li

n is the packet

size of pi
n, and wi is the weight of flow i.

In IWFQ, the scheduler always selects the packet with the smallest finish tag for

service. However, when the selected packet cannot be transmitted due to channel errors,

the scheduler will try to select the packet with the next smallest finish tag for service.

This process will continue until the scheduler finds a packet that can be transmitted.

Since the finish tags of packets will never be changed, a flow that loses its services due to

errors may accumulate many packets with small finish tags after exiting from errors. In

order to prevent these packets from starving other flows, IWFQ sets two bounds:

• Bounds on lag : The total lag kept by all flows is bounded by a constant of B bits.

A lagging flow i with a weight wi is allowed to compensate no more than bi bit,

where

bi = B × wi∑
k∈F wk

,
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and F is the set of all flows. In particular, for any lagging flow i, the total length of

those packets with finish tags less than the current system virtual time is bounded

by bi bits. All other such packets will be deleted.

• Bounds on lead : A leading flow is allowed to keep its lead by a maximum length of

li bits. Specifically, for each leading flow i, if the start tag si
HOL of the head-of-line

packet is greater than the current system virtual time v(t) by more than li/wi, then

its start and finish tags will be updated as:

si
HOL = v(t) +

li
wi

,

f i
HOL = si

HOL +
Li

HOL

wi
,

where Li
HOL is the length of the head-of-line packet. The tags of other packets in

flow i will be also updated by Eqs. (2.1) and (2.2) accordingly.

The IWFQ scheduler checks every queue after it transmits a packet. If the scheduler

finds that a queue violates the above bounding principles, it adjusts that queue following

the aforementioned two rules to guarantee the delay bound and throughput of flows.

Channel-condition Independent Fair Queuing (CIF-Q)

In CIF-Q, four principles that a wireless packet scheduling algorithm should obey are

proposed:

1. Delay and throughput guarantees: Delay bound and throughput for error-free flows

should be guaranteed and should not be affected by other flows that encounter

channel errors.

2. Long-term fairness: After a flow exits from channel errors, as long as it has enough

service demands, it can get back all of its “lost” services during channel errors.

3. Short-term fairness : The difference between the normalized services received by

any two error-free flows that are continuously backlogged and are in the same state

(leading, lagging, or satisfied) during any time interval should be bounded.

4. Graceful degradation: A leading backlogged flow should be guaranteed to receive at

least a minimum fraction of its services when it is error-free.

The proposed CIF-Q algorithm is developed according to the aforementioned prin-

ciples. CIF-Q adopts the start-time fair queuing (SFQ) [44] as its reference error-free

system to determine the service order. It maintains a virtual time vi for each flow i to

keep track of the normalized services that the flow receives in the reference error-free
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system, and a parameter lagi is used to record the difference between the services that

are actually received by flow i in the real error-prone system and the services that are

expected to be received by flow i in the reference error-free system. When a flow i is

selected and transmits a packet with length lp, its vi is then increased by lp/wi. However,

when the selected flow i cannot transmit packets due to channel errors, the scheduler will

choose another flow j to serve. At this time, vi is still increased by lp/wi, but lagi and

lagj are increased and decreased by lp, respectively. Therefore, according to lagi, we can

determine the state of a flow i. In particular, flow i is called leading if lagi < 0, called

lagging if lagi > 0, and called satisfied otherwise. Note that
∑

i∈A lagi should be always

zero since CIF-Q is work-conserving, where A is the set of all active flows. In addition,

to satisfy the graceful degradation principle, an extra parameter α is used to define the

minimal fraction of services that can be received by a leading flow. Specifically, a leading

flow i is allowed to continue receiving services at an average rate of α · ri so that it will

not be starved.

The scheduling process of CIF-Q is summarized as follows:

• The scheduler always selects a flow i with the smallest vi for service. The selected

flow i cannot transmit if either one of the following cases occurs:

– Flow i suffers from channel errors.

– Flow i is leading and has received more than α · ri amount of services.

In the latter case, flow i has to give up its transmission opportunity to other lagging

flows.

• When a flow i is selected but it cannot transmit packets, the scheduler will choose

another flow j to serve. Such services obtained from flow i are called additional

services.

• When there are additional services available, lagging flows always have a higher

priority to receive such services. The additional services are then distributed among

lagging flows proportional to their service weights.

• If no lagging flow can receive the additional services provided by an error flow, the

scheduler distributes these services among leading and satisfied flows proportional

to their weights.

2.3.2 Algorithms with Explicit Compensation Mechanisms

This category of algorithms use a server (or several counters) to compensate those flows

that receive less services due to channel errors. When a flow suffers from errors and cannot
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be served, the scheduler will record the lost services of that flow in the server. After this

flow recovers from channel errors, the scheduler will compensate this flow with the amount

of services recorded in the server. Here we introduce two representative schemes, SBFA

(Server Based Fairness Approach) [95] and Havana [96].

Server Based Fairness Approach (SBFA)

The basic idea of SBFA is to reserve part of network’s bandwidth for compensation. This

reserved part can be achieved by the long-term fairness server (LTFS). In particular,

LTFS is a virtual data flow created for the compensation purpose. Although it is a

virtual flow, LTFS still shares the bandwidth and is scheduled by the system.

In SBFA, each data flow (except for LTFS) is associated with a packet queue (PQ)

and a slot queue (SQ). When a packet of flow i arrives, it is inserted into PQi. At the

same time, an abstract entity called slot is created in SQi with a tag Si. In SBFA, any

wire-line packet scheduling algorithm can be used, and the scheduling policy is applied

to the slot queues. Specifically, when a slot in SQi is selected, the head-of-line packet in

the corresponding PQi is transmitted as long as flow i is error-free. In this case, both

the slot in SQi and the packet in PQi will be removed. However, if flow i suffers from

channel errors, only the slot in SQi is removed but it will be inserted into LTFS for future

compensation.

Here we use an example to demonstrate how the SBFA works, as shown in Fig. 2.18.

The scheduling policy used in this example adopts a simple round-robin scheme. Consider

that there are two flows i and j in the system. Flow i suffers from channel errors during

time [0, 1], but flow j is always error-free. At time 0 (refer to Fig. 2.18(a)), the scheduler

turns to serve flow i, but it finds that flow i suffers from channel errors. Thus, the

scheduler dequeues a slot from SQi and inserts the slot into LTFS. Then the scheduler

changes to serve flow j and transmits Pj1 in PQj of flow j. Also, a slot in SQj is removed

(refer to Fig. 2.18(b)). At time 1, by the round-robin policy, the scheduler will turn to

serve flow j. This will succeed, so the first entry in both PQj and SQj will be removed.

At time 2, the scheduler will turn to serve LTFS. Since it finds that the head-of-line slot

in LTFS has a tag of Si, the scheduler goes to serve flow i (refer to Fig. 2.18(c)). At this

time, only the packet Pi1 in PQi is removed. Note that if flow i is still in error state

at time 2, the slot Si will be kept in LTFS and the scheduler will turn to select another

error-free flow to serve. In this way, flow i can still be compensated at next time.

In summary, LTFS provides a mechanism to record which flows should be compensated

in the future. Note that there can be more than one LTFS in SBFA, and the number of

LTFS depends on the requirements of the flows sharing the wireless link. SBFA suggests

that it is better to assign flows with similar requirements to the same LTFS.
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Figure 2.18: An example of SBFA using the round-robin scheduling policy.

Havana

In Havana, a modified version of Deficit Round Robin (DRR) [105] scheduler is used to

credit and compensate flows in response to potential unfairness experienced by mobile

stations due to different channel conditions. In DRR, every flow has its own queue.

The scheduler serves queues in a round-robin fashion. During each round, the number of

packets served in each queue i is determined by two parameters: quantum (Qi) and deficit

counter (DCi). Specifically, Qi accounts for the quota given to flow i in each round, while

DCi keeps track of the credit already accumulated by flow i. A round is the process of

visiting each queue once by the scheduler. At the beginning of each round, a credit of Qi

is added to DCi. When the scheduler turns to serve flow i, the scheduler will transmit

the first k packets of queue i such that their total size does not exceed DCi and k is the

31



largest possible integer. After the transmission, DCi is deducted by the exact amount of

data being transmitted. If the scheduler finds that there is no backlogged packet in flow

i, DCi is reset to zero.

To compensate the flows that lose their services due to channel errors, Havana main-

tains an extra compensation counter (CCi) to keep track of the amount of lost services of

each flow i. If the scheduler defers transmission of an error flow i, the corresponding DCi

is decreased by the Qi, but CCi is increased by Qi. At the beginning of each round, an

amount of αi · CCi credits is added to DCi, and CCi is decreased by the same amount,

where 0 < αi ≤ 1. The value of αi represents the fraction of the compensation credit

actually given to flow i during this round.

Here we give an example to demonstrate how the Havana works, as shown in Fig. 2.19.

There are two flows i and j in the system with the parameters Qi = 80, Qj = 120,

αi = 1/2, and αj = 1/4. The status of flows (i.e., their queues and parameters) at the

beginning of round k is shown in Fig. 2.19(a). The number in each packet represents its

size. Assume that flow j is error-free but flow i suffers from channel errors at round k.

Then in round k, the transmission of flow i is deferred and that of flow j will proceed.

Fig. 2.19(b) shows flows’ status at the end of round k. DCi is decreased by Qi(= 80) and

CCi is increased by Qi. DCj is decreased by the size of the head-of-line packet (= 100)

and CCj is unchanged. At the beginning of round k + 1 (refer to Fig. 2.19(c)), flow i’s

DCi is increased by the value of Qi +αi ·CCi = 80+ 1
2
×260 = 210, and CCi is decreased

by αi · CCi = 1
2
× 260 = 130. The similar updates will be also applied to flow j.
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Figure 2.19: An example of the Havana scheduling, where Qi = 80, Qj = 120, αi = 1/2,

and αj = 1/4.

Note that to avoid unbounded compensation, upper limits are imposed on deficit
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counters. In particular, the credit accumulated in DCi should not exceed an upper bound

DCmax
i at any time.

2.3.3 Algorithms with Weight Adjustment Mechanisms

Up to now, the scheduling algorithms that we have reviewed all consider that the weights of

flows are “static”. Specifically, once the weight of a flow is decided, it will not be changed

during the whole scheduling process. Several algorithms take a different viewpoint. In

particular, they dynamically adjust flows’ weights according to different conditions. In this

section, we discuss two such algorithms, Effort-Limit Fair (ELF) [36] and Fair Queuing

with Adaptive Compensation (AC-FQ) [120].

Effort-Limit Fair (ELF)

ELF is proposed to extend the wire-line scheduling algorithm WFQ with a dynamic

weight-adjustment mechanism. In particular, the ELF scheduler will adjust each flow’s

weight in response to the error rate of that flow, up to a maximum weight defined by

that flow’s power factor, which is provided by the admission control module (refer to

Fig. 2.20). Specifically, assume that there are n flows sharing a wireless channel. Each

flow i maintains a weight wi and a power factor pi. Also, let flow i experience an error

rate ei, where 0 ≤ ei < 1. Then ELF defines the adjusted weight ai of flow i as

ai = min

{
wi

1 − ei
, pi × wi

}
.

Intuitively, for an error flow i, the ELF scheduler scales its weight wi to make up its loss

due to channel errors, but we limit the adjustment to a factor pi. By this dynamic weight

adjustment, ELF can control the scheduler’s behavior in the presence of channel errors.
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Figure 2.20: The architecture of the ELF scheduler.
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Fair Queuing with Adaptive Compensation (AC-FQ)

AC-FQ is proposed based on the observation in [59], which indicates that CIF-Q may

cause the services of error-free flows becoming deteriorated. AC-FQ modifies the way

how leading flows give up their services for compensating other lagging flows in CIF-Q.

The design architecture of AC-FQ is shown in Fig. 2.21. In AC-FQ, when a flow becomes

leading, it is divided into two sub-flows: transmission flow and compensation flow. A

leading flow can receive a fraction of services through its transmission flow, and provide

part of bandwidth to other lagging flows through its compensation flow. To achieve this,

each flow i maintains three different weights wi, wH
i , and wL

i , where wi > wH
i > wL

i .

When a leading flow i has a longer queue length, the weights of its transmission flow

and compensation flow are set to wH
i and wi − wH

i , respectively. In this way, flow i can

keep more services and its queuing delay can be thus alleviated. Otherwise, the weights

of its transmission flow and compensation flow are set to wL
i and wi − wL

i , respectively.

In this case, flow i has to give up more services to compensate other lagging flows. In

summary, AC-FQ alleviates the queuing delays of leading flows by dynamically changing

their weights according to their queue lengths.
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Figure 2.21: The design architecture of AC-FQ.

2.3.4 Algorithms that Consider Traffic Types of Flows

An inherent limitation of wire-line scheduling algorithms is that the delay observed by

the packets of a flow is tightly coupled with the fraction of the channel given to the
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flow (i.e., their weights) among all backlogged flows [76]. Thus, those wireless scheduling

algorithms that modify wire-line scheduling algorithms without considering traffic types

of flows may also suffer from this limitation. Therefore, several scheduling algorithms

have been proposed to take traffic types of flows into consideration and thus decouple

the delay and bandwidth requirements of flows. Here we discuss two related scheduling

algorithms, Wireless Fair Service (WFS) [76] and Handoff Compensation Scheme (HCS)

[69], in this section.

Wireless Fair Service (WFS)

WFS assigns each flow i with a rate weight ri and a delay weight di, and associates each

packet pi
k with a start tag S(pi

k) and a finish tag F (pi
k):

S(pi
k) = max

{
V (A(pi

k)), S(pi
k−1) +

Li
k−1

ri

}
,

F (pi
k) = S(pi

k) +
Li

k

di
,

where Li
k is the size of the kth packet pi

k of a flow i, A(pi
k) is the arrival time of pi

k, and

V (t) is the virtual time at time t. Essentially, flow i is drained into the scheduler according

to the rate weight ri, but served according to the delay weight di. In addition, at each

time t, the WFS scheduler transmits the packet with the minimum finish tag among those

packets whose start tags are not greater than V (t) + 
, where 
 provides a measure of

the number of packets over which the scheduler can locally switch the schedule of packets

without disrupting the long-term rate. By varying 
, WFS can provide different levels of

delay-bandwidth decoupling.

Handoff Compensation Scheme (HCS)

In HCS, a compensation scheme to handle the channel errors and handoff situation is

proposed. This compensation scheme is designed based on a priority swapping and a

compensation flow. A flow experiencing channel errors will defer its transmission by

swapping the resources to other error-free flows, and this flow will receive additional

resources when it recovers from channel errors. A compensation flow is a virtual flow with

a pre-assigned weight wCS. It participates in the scheduling process and redistributes its

resources to active flows according to the state of flows. In HCs, all flows are classified

into four groups: poorer, poor, normal, and rich. A flow is said to be poor if it receives

less services than it expects. When a poor flow transmitting real-time traffic is about

to drop packets due to long waiting time, this flow is changed to a poorer flow. When

there are additional services available, the poorer flows always have the highest priority

to receive such services, so the queuing delays of real-time flows can be alleviated. For the
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handoff flows, HCS uses the compensation flow to give/receive weights to/from handoff

flows. Specifically, when a flow i handoffs into a cell, it can be given a weight wi from the

compensation flow if α ·wCS ≥ wi, where 0 < α ≤ 1. On the contrary, when flow i leaves

a cell, it returns its service share to the scheduler by increasing wCS with its weight wi,

so other flows can share these unused services left by flow i.

2.4 Implementations of Mobile Sensor Platforms

In this section, we survey some works that discuss the implementations of mobile sensor

platforms. One similar issue, mobile robots, has been widely discussed in the field of

robotics [37, 55, 67, 68]. These works consider to make the robot move automatically in

a space, in which there may be static obstacles or humans (i.e., moving obstacles). To

achieve this goal, they install cameras on walls or the robot to identify obstacles or humans

in the environment, and this information will be used to guide the robot to detour around

these obstacles. The visual information obtained from cameras can also help locate the

robot. For example, the robot proposed in [68] has four color bars, each painted with

three different colors, as shown in Fig. 2.22. By identifying the color bars and the angle

θwr, the system can obtain the current location and direction of the robot and thus can

help navigate the robot.
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Figure 2.22: The system architecture of mobile robots proposed in [68].

Several studies have proposed their design and implementations of mobile sensors. In

[101], Sharp et al. implement the pursuer-evader problem [28] by using a hybrid sensor

network. In the pursuer-evader problem, there are two mobile nodes, called pursuer and
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evader, in the field. The evader node will roam in the field while the pursuer node attempts

to intercept the evader node by using the information obtained from the environment.

In [101], the pursuer and evader nodes are implemented by ground robots, which are

essentially mobile off-road laptops equipped with GPS devices. Each robot runs Linux

on a 266 MHz Pentium2 CPU with 128 MB of RAM, and is equipped with an IEEE

802.11 wireless radio, all-terrain off-road tires, a motor-controller subsystem, and a GPS

device. In addition, a static sensor network is deployed in the sensing field to obtain the

information of the evader node. Such information will be sent to the pursuer node so that

it can catch up with the evader node. More details of this system can be found in [101].

Mobile Emulab [61], a robotic wireless and sensor network testbed, is proposed for

researchers to evaluate their proposed mobility-related network protocols, applications,

and systems. In this testbed, robots carry single-board computers and sensors (so that

they can be treated as “mobile sensors”) through a fixed indoor field, all running the

user’s selected software. In real-time, interactively or driven by a script, remote users

can position and control these robots. Mobile Emulab is composed of three components,

including video cameras, robots (or mobile sensors), and fixed sensors. The cameras

are mounted on the ceiling to overlook the sensing field and to track robots. The mobile

sensors, which use Acroname Garcia robots [2] as their mobile platforms, carry an XScale-

based Stargate [26] small computer running Linux, a MICA2 mote [24], and an IEEE

802.11b WLAN card for computing, communicating, and controlling purposes. Finally,

the fixed sensors are used to detect events in the sensing field. The system architecture

of Mobile Emulab is illustrated in Fig. 2.23. The user can control robots or query data

through the robot backend. When a robot motion request is received, the robotd subsystem

will translate it into low-level motion commands to control the robots. Besides, the visiond

subsystem will periodically track the positions of robots through the cameras and feedback

this information to the robotd subsystem so that it can revise the motions of robots.

Reference [103] considers a hybrid sensor network that consists of both static and

mobile sensors, where the mobile sensors can move to the locations of some static sensors

to perform certain applications such as node replacement. Unlike the previous work,

a mobile sensor is navigated by the received signal strength rather than by the location

information or image processing technologies. Specifically, the sink will construct a routing

path to each static sensor by flooding a message, as shown in Fig. 2.24. These routing

paths are used as navigation paths of mobile sensors. In particular, when the mobile

sensor wants to visit a static sensor s, the sensor s will send a packet containing its ID to

the sink. Static sensors on the routing path will also add their IDs in the packet so that

a navigation path can be constructed. Fig. 2.24 shows an example, where sensor a is the

target node and a packet containing IDs abcde that indicates the reverse navigation path
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Figure 2.23: The system architecture of Mobile Emulab.

will be sent to the sink. After receiving such packet, the sink will dispatch a mobile sensor

to the target node. The mobile sensor will move to the next static sensor by continuously

monitoring the signal strength of the beacons sent from the static sensor at the next hop.

To approach a specified static sensor, the mobile sensor will go forward and detect the

change of received signal strength. If the strength is increasing, it means that this mobiles

sensor is approaching a turning point, which is defined as the midpoint of a line segment

that the mobile sensor can receive the strongest signal strength, as shown in Fig. 2.25(a).

Otherwise, the mobile sensor is moving away from the target and it will immediately

reverse its current moving direction. When the mobile sensor arrives at the turning point,

it knows that the target is either in the right or left side of its moving direction. In

this case, the mobile sensor will turn right3 to seek for the target. By repeating this

3If the target is in the left side, the signal strength received by the mobile sensor will become weaker

as it moves away from the target. In this case, the mobile sensor will reverse its direction.
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procedure, the mobile sensor can eventually arrive to the final destination. Fig. 2.25(b)

gives an example to show the moving steps of a mobile sensor.

Figure 2.24: Constructing a routing path from the sink to each static sensor.
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Figure 2.25: Navigation of a mobile sensor by the received signal strength: (a) the turning

point and (b) the moving steps of a mobile sensor from the sink to a static sensor.
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Chapter 3

Deployment of a Wireless Sensor Network

for Single-level Coverage

Sensor deployment is a critical issue because it affects the cost and detection capability of

a wireless sensor network. In this chapter, we aim at the planned deployment of sensors in

the environments such as in buildings or known fields. We address two related problems:

sensor placement and sensor dispatch. The placement problem asks how to place the

least number of sensors in a field to achieve desired coverage and connectivity properties,

where coverage is to guarantee that every location in the sensing field is monitored by

at least one sensor and connectivity is to ensure that there are sufficient routing paths

between sensors. Note that coverage is affected by sensors’ sensitivity, while connectivity

is decided by sensors’ communication ranges. The dispatch problem assumes that sensors

are mobilized and the goal is, given a set of mobile sensors and an area of interest inside

the sensing field, to choose a subset of sensors to be delegated to the area of interest with

certain objective functions such that coverage and connectivity properties are satisfied.

In this chapter, we propose more general solutions to the sensor placement problem

than existing results. Our approach allows an arbitrary relationship between a sensor’s

communication distance and its sensing distance. The sensing field is assumed to be a

polygon of any shape in which there may be arbitrary-shaped obstacles. So the results

can model an indoor environment. Our approach first partitions the sensing field into

smaller sub-regions. In each sub-region, we arrange sensors row by row such that each row

guarantees continuous coverage and connectivity and that adjacent rows ensure continuous

coverage. Finally, columns of sensors are added to ensure connectivity between rows. The

result requires fewer sensors compared to other schemes. For the sensor dispatch problem,

we have proposed a centralized and a distributed schemes based on the former placement

results. Both schemes attempt to minimize the total energy consumption to move sensors,
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or to maximize the average remaining energy of those sensors that are moved into the

area of interest. The first scheme converts the dispatch problem to the maximum-weight

maximum-matching problem, whose optimal solution can be found in polynomial time.

With a greedy strategy, the second scheme is distributed in that sensors will select the

most suitable locations as their destinations and compete with each other to move to

these locations.

3.1 Problem Statement

3.1.1 The Sensor Placement Problem

We are given a sensing field A to be deployed with sensors. Each sensor has a commu-

nication distance rc and a sensing distance rs. Sensors are homogenous, but we allow an

arbitrary relationship of rc and rs. The sensing field A is modeled by an arbitrary 2D

polygon. Obstacles may exist inside A, which are also modeled by polygons of arbitrary

shapes. However, these obstacles do not separate A into non-connected sub-regions. Oth-

erwise, it wouldn’t be possible to maintain the network connectivity. With the presence

of obstacles, we consider two sensors si and sj as connected if |sisj| ≤ rc and the line

segment sisj does not cross any obstacle or boundary of A; otherwise, they are discon-

nected. Fig. 3.1(a) and (b) present two examples. Obstacles may also diminish a sensor’s

coverage. We define that a point can be monitored by a sensor if it is within a distance

of rs and line-of-sight exists with the existence of obstacles. Fig. 3.1(c) and (d) give two

examples. Note that here we adopt the binary sensing model [50, 62] of sensors, where

a location can be either monitored or not monitored by a sensor. In Section 3.2.4, we

will discuss how to adjust our placement solution to adopt to the probabilistic sensing

model [23, 29, 133], where a location will be monitored by a sensor with some probability

function.

Our objective is to place sensors in A to guarantee both sensing coverage (in the sense

that every point inside A can be monitored by sensors) and network connectivity (in the

sense that no sensor gets disconnected) using as few sensors as possible. The concepts of

coverage and connectivity in an office environment are illustrated in Fig. 3.2. Note that

we assume rc = rs in this example.

3.1.2 The Sensor Dispatch Problem

We are given a sensing field A, an area of interest I inside A, and a set of mobile sensors

S resident in A. The sensor dispatch problem asks how to find a subset S ′ ⊆ S of sensors

to be moved to I such that after the deployment, I satisfies our coverage and connectivity
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Figure 3.1: Assumptions on connectivity and coverage: (a) si and sj are connected, (b)

the obstacle disconnects si and sj, (c) coverage with a large obstacle, and (d) coverage

with a small obstacle.

(a) (b)

sink sink

Figure 3.2: An example of sensor deployment in an office environment: (a) sensing cov-

erage and (b) network connectivity.
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requirements and the movement cost satisfies some objective function. Here we consider

two functions. The first one is to minimize the total energy consumption to move sensors,

i.e.,

min
∑
i∈S′

Δm × di, (3.1)

where Δm is the unit energy cost to move a sensor in one step and di is the distance that

sensor i has to be moved. The second one is to maximize the average remaining energy

of sensors after the movement, i.e.,

max

∑
i∈S′ (ei − Δm × di)

|S ′| , (3.2)

where ei is the initial energy of sensor i. Note that the calculation of di should take the

existence of obstacles into account.

3.2 Solutions to the Sensor Placement Problem

To start with, we first consider two possible placements. The first one attempts to reduce

the number of sensors by minimizing the overlapping coverage. The result would be

as shown in Fig. 3.3(a), where neighboring sensors are evenly separated by a distance

of
√

3rs. This scheme is efficient when rc ≥ √
3rs since connectivity is automatically

guaranteed. However, when rc <
√

3rs, extra sensors need to be added to maintain

network connectivity. It is inefficient because the whole sensing field has been covered

and these newly-added sensors will not make any contribution to coverage. The second

possible placement is to meet the connectivity requirement first. This placement would

be as shown in Fig. 3.3(b), where neighboring sensors are evenly separated by a distance

of rc. This scheme is efficient when rc ≤ √
3rs because coverage can be automatically

guaranteed. However, when rc >
√

3rs, extra sensors need to be added to maintain

coverage. It is inefficient because the overlapping coverage could be large.

Our placement has the following features. First, it avoids the dilemma in the above

placements by taking both rc and rs into account. Second, our solution is more general

as it allows an arbitrary shape of sensing field A and possibly obstacles in A. Our scheme

works in two steps. First, it partitions A into a number of regions. Regions are classified

into single-row regions and multi-row regions. A single-row region is a belt-like area with

width no larger than
√

3rmin, where rmin = min(rc, rs), so a row of sensors is sufficient to

fully cover the region while maintaining connectivity. A multi-row region is perceivably

larger and can be covered by several rows of sensors. Fig. 3.4 gives an example, where

the sensing field is partitioned into eight single-row regions and six multi-row regions.
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Figure 3.3: Two possible sensor placements: (a) considering the coverage property first

and (b) considering the connectivity property first.
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Figure 3.4: Partitioning a sensing field: (a) expanding the boundary of field inwardly by

a distance of
√

3rmin, (b) the eight single-row regions found by taking projections from

obstacles, and (c) the six multi-row regions found by excluding the single-rows regions.
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algorithm Partition

Input: A: the sensing field

B: the set of boundaries of A and perimeters of obstacles

Output: single-row and multi-row regions

1: for each uv /* find out all single-row regions */

2: expand a parallel line by a distance of ;

3: if cuts off a partial region, say, O of an obstacle

4: then take a projection P from O to uv ;

5: if P overlaps with an existing single-row region P'

6: then merge P and P' into one single-row region;

7: else

8: make P a new single-row region;

9: end for

10: exclude all single-row regions from A and the rest of the regions are multi-row regions;

min3r

B�

' 'u v

' 'u v

Figure 3.5: The pseudo code of the partition algorithm.

3.2.1 Partitioning the Sensing Field

Fig. 3.5 illustrates our partition algorithm. The idea is to first identify all single-row

regions. After excluding single-row regions, the remaining regions are multi-row regions.

To identify single-row regions, we expand the boundaries of A inward and perimeters

of obstacles outward by a distance of
√

3rmin. If there is a single-row region between one

obstacle and the line segment uv of A’s boundary, the expanded parallel line u′v′ must

cut off a partial region, say, O of the obstacle or A (the area outside A). Then we can

take a projection from O to uv to obtain the single-row region. Fig. 3.4(a) shows how to

find single-row regions for the boundary, where the dotted lines are the expanded parallel

lines of A’s boundaries. After taking projections, we can obtain six single-row regions a,

b, d, e, f , and h in Fig. 3.4(b). Then we can perform the same steps for each obstacle.

Note that a single-row region obtained from one obstacle may have overlapping with those

obtained earlier (due to different projections). In this case, we can simply merge those

with overlappings into one single-row region. This guarantees that our partition algorithm

will produce a unique output. Fig. 3.4(b) shows all obtained single-row regions.

The aforementioned step may obtain several single-row regions. Excluding such re-

gions, the remaining areas of A are multi-row regions. An example is given in Fig. 3.4(c).

Note that there could be still obstacles inside a multi-row region (e.g., the region 6).
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Figure 3.6: Three examples of finding bisectors of single-row regions and their correspond-

ing sensor placements when rc = rs.

3.2.2 Placing Sensors in Single-row Regions

For a single-row region, we can find its bisector and then place a sequence of sensors along

the bisector to satisfy both coverage and connectivity. A bisector can be found by doing

a triangulation on that region, as shown in Fig. 3.6, and then connecting the midpoints of

all dotted lines. Following the bisector, we can place a sequence of sensors each separated

by a distance of rmin to ensure coverage and connectivity of that region, as shown in

Fig. 3.6. Note that we always add an extra sensor at the end of the bisector for ensuring

connectivity to neighboring regions.

3.2.3 Placing Sensors in Multi-row Regions

Multiple rows of sensors will be placed in such regions. Next, we first consider how to

place sensors in a simple 2D plane without boundaries and obstacles. Then we extend

the results to a region with boundaries and obstacles.
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A Simple 2D Plane

Given a 2D plane without boundaries and obstacles, we will place sensors row by row.

The basic concept is to place a row of sensors that can guarantee continuous coverage

and connectivity. Then adjacent rows should guarantee continuous coverage of the whole

area. Finally, we may place some columns of sensors between adjacent rows, if necessary,

to ensure the connectivity of the whole network. According to the relationship of rc and

rs, we separate our discussion into two cases.

• Case of rc <
√

3rs: In this case, sensors on each row will be separated by a distance

of rc to ensure the connectivity of that row. Since rc <
√

3rs, each row of sensors

can cover a belt-like area whose width is 2 ×
√

r2
s − r2

c

4
. Adjacent rows will be

separated by a distance of rs +
√

r2
s − r2

c

4
and shifted by a distance of rc

2
. With such

an arrangement, the coverage of the whole area can be guaranteed. Fig. 3.7(a) – (c)

present three possible subcases. Note that in this case, we have to place a column of

sensors between two adjacent rows, each separated by a distance no larger than rc,

to connect them. More columns of sensors can be added to strengthen the network

connectivity.

• Case of rc ≥ √
3rs: In this case, the aforementioned method will waste a large

amount of sensors since a small rs will make two adjacent rows too close to each

other. Therefore, when rc ≥
√

3rs, we suggest to place sensors in a typical hexagon

manner such that adjacent sensors are regularly separated by a distance of
√

3rs.

In this way, both coverage and connectivity can be guaranteed.

Multi-row Regions with Boundaries and Obstacles

In the following, we modify the aforementioned solution to place sensors in a region with

boundaries and obstacles. Observe that in our solution, sensors are placed with regular

patterns. So we can transform it into an incremental approach where sensors are added

into the field one by one. In Table 3.1, we list the coordinates of the six neighbors of

a sensor. We can decide the location to place the first sensor inside the region. From

the first sensor, the six locations that can potentially be added with sensors are then

determined. These locations are inserted into a queue Q. We then enter a loop in which

each time an entry (x, y) is dequeued from Q. If (x, y) is not outside the region and

not inside any obstacle, a sensor will be placed at the location (x, y). Similarly, the six

neighboring locations of (x, y) in Table 3.1 will be inserted into Q if they have not been

checked before. This process is repeated until Q becomes empty.
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Table 3.1: Coordinates of the six neighbors of a sensor si located at (x, y) in a multi-row

region.

neighbor rc <
√

3rs rc ≥
√

3rs

n1 (x + rc, y) (x +
√

3rs, y)

n2 (x + rc

2
, y − (rs +

√
r2
s − r2

c

4
)) (x +

√
3rs

2
, y − 3rs

2
)

n3 (x − rc

2
, y − (rs +

√
r2
s − r2

c

4
)) (x −

√
3rs

2
, y − 3rs

2
)

n4 (x − rc, y) (x −√
3rs, y)

n5 (x − rc

2
, y + (rs +

√
r2
s − r2

c

4
)) (x −

√
3rs

2
, y + 3rs

2
)

n6 (x + rc

2
, y + (rs +

√
r2
s − r2

c

4
)) (x +

√
3rs

2
, y + 3rs

2
)

There are three minor issues left in the above solution. First, some areas close to the

region’s boundaries or obstacles may be still uncovered. Second, when rc <
√

3rs, we have

to add some extra sensors between adjacent rows to connect them. Third, connectivity

between neighboring regions should also be maintained. Fig. 3.8(a) presents an example.

These problems can be solved by sequentially placing sensors along the boundaries of the

region and obstacles, as shown in Fig. 3.8(b). There are two cases to be considered. When

rc <
√

3rs, since the maximum width of the uncovered area does not exceed rc, sensors

should be separated by a distance of rc. When rc ≥ √
3rs, the maximum width of the

uncovered area does not exceed
√

3rs, so sensors should be separated by a distance of√
3rs. In this case, the connectivity between these extra sensors and the regularly-placed

sensors can be also guaranteed.

Note that we can reduce the number of sensors in the last step by carefully selecting

the first sensor’s position in each multi-row region. In particular, for each multi-row

region, we can place the first sensor near its longest boundary with a distance of δ, where

δ =
√

r2
s − r2

c

4
if rc <

√
3rs and δ = rs

2
otherwise. This will make the first row of sensors

fully cover the longest boundary of the region and thus we do not have to add extra sensors

in the last step. In addition, if the distance between a row of sensors and a boundary of

the region (or an obstacle) is no larger than δ, we can also skip the last step. For example,

some boundaries in Fig. 3.8(b) are not added with extra sensors.

3.2.4 Adapting to the Probabilistic Sensing Model

Up to now, our placement solution is based on the assumption of binary sensing model.

In some cases, however, the detection probability of a sensor will decay with the distance

from the sensor to the object. For example, references [29, 133] suggest that the detection
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Figure 3.8: Placing sensors along the boundaries and obstacles: (a) uncovered areas along

the boundaries and obstacles and (b) placing extra sensors to fill with these uncovered

areas and to maintain the network connectivity. Note that this example assumes that

rc = rs.
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probability of a location u by a sensor si can be modeled by:

pu
si

=

{
e−αd(si,u), if d(si, u) ≤ rs

0, otherwise
,

where α is a parameter representing the physical characteristics of the sensor and d(si, u)

is the distance between si and u. Thus, when an object located at u is within the sensing

ranges of a set Ŝ of sensors, the detection probability can be evaluated as

p(u) = 1 −
∏
si∈Ŝ

(1 − pu
si
).

It can be observed that in our placement solutions, for any combination of rc and rs,

there must exist a location which is covered by only one sensor and has a distance of rs

to that sensor. The detection probability for such a location is thus e−αrs . Therefore, our

placement solutions can guarantee a detection probability of at least e−αrs in any location

of the sensing field. On the other hand, if we want to guarantee that every point in the

sensing field has a detection probability no smaller than a given threshold pth, we can

compute a virtual sensing distance r′s by

e−αr′s = pth ⇒ r′s = − ln pth

α
.

According to the above argument, if we replace rs by r′s when running our placement

solutions, it is guaranteed that every point in the sensing field has a detection probability

of at least pth.

3.3 Solutions to the Sensor Dispatch Problem

Given a set of sensors already deployed in A and an area of interest I that has to be

monitored intensively, the dispatch problem will be solved by the following steps:

1. Based on our placement results, we first compute the locations to be placed with

sensors in I and then select some sensors to be moved to these locations.

2. In order to correctly report sensed data in I to the sink, we need to connect sensors

in I and the sink. We then place a row of sensors, each separated by a distance of

rc, from I to the sink.

3. After dispatching sensors in steps 1 and 2, the remaining sensors can be deployed

uniformly in the region of A− I to ensure that the coverage of A− I is not reduced

too much.
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The above step 2 can be achieved easily. Step 3 can be done by applying the solutions

using repulsive forces between sensors [50, 132] on A−I. As a result, we will only focus on

the design of step 1 below. Two solutions are proposed. The centralized solution converts

the dispatch problem to the maximum-weight maximum-matching problem, while the

distributed solution is based on a greedy strategy.

3.3.1 A Centralized Dispatch Solution

Given a set S of sensors in A and an area of interest I, our solution involves the following

five steps:

1. Run the sensor placement algorithm in Section 3.2 on the area I to determine the

locations in I to be placed with sensors. Let the set of locations be L = {(x1, y1),

(x2, y2), . . ., (xm, ym)}. If m ≤ |S|, go to step 2; otherwise, we are short of sensors

and the algorithm terminates.

2. For each sensor si ∈ S, determine the energy cost c(si, (xj , yj)) to move si to each

location (xj, yj), j = 1...m. We define c(si, (xj , yj)) = Δm × d(si, (xj , yj)), where

d(si, (xj , yj)) is the shortest distance from si’s current position to (xj , yj) considering

the existence of obstacles.

3. From S and L, we construct a weighted complete bipartite graph G = (S∪L, S×L)

such that the vertex set contains S (all sensors) and L (all locations to be placed

with sensors) and the edge set contains all edges from every element si ∈ S to every

element (xj , yj) ∈ L. The weight of each edge (si, (xj , yj)) can be defined either as

w(si, (xj , yj)) = −c(si, (xj , yj)),

if Eq. (3.1) is the objective function, or as

w(si, (xj , yj)) = ei − c(si, (xj , yj)),

if Eq. (3.2) is the objective function.

4. Solve the maximum-weight maximum-matching problem on graph G. In particular,

we construct a new graph Ĝ = (S ∪ L ∪ L̂, S × {L ∪ L̂}) from G, where L̂ is a set

of |S| − |L| elements, each called a virtual location. The weight of each edge in Ĝ

that also appears in G remains the same as that in G, and the weight of each edge

from si ∈ S to (xj , yj) ∈ L̂ is set to wmin, where

wmin = min
si∈S, (xj ,yj)∈L

{w(si, (xj , yj))} − 1.
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Intuitively, a virtual location is a dummy one. Its purpose is to make the two sets S

and {L∪L̂} of the bipartite graph Ĝ to have equal sizes. This allows us to transform

the problem to the maximum-weight perfect-matching problem on graph Ĝ, whose

purpose is to find a perfect matching M in Ĝ with the maximum total weights of

edges in M . Note that the value of wmin is set in such a way that selecting an edge

incident to a virtual location has no impact to a solution to the maximum-weight

perfect-matching problem.

5. For each edge (si, (xj , yj)) in M such that (xj , yj) /∈ L̂, we move sensor si to location

(xj , yj) via the shortest path. However, if there is any edge (si, (xj , yj)) ∈ M such

that (xj , yj) /∈ L̂ and ei − c(si, (xj , yj)) ≤ 0, it means that we do not have sufficient

energy to move sensors to all locations in L because M is the optimal solution. Thus

the algorithm terminates.

Computing the Shortest Distance d(si, (xj, yj))

Our goal is to find the shortest collision-free path from si’s current position to (xj , yj),

considering the existence of obstacles. Specifically, the movement of si should not collide

with any obstacle. Several studies have also addressed this issue [27, 73, 130]. Here we

propose a modified approach of [73].

Considering its physical size, a sensor si can be modeled as a circle with a radius r.

Intuitively, si has a collision-free motion if its center always keeps at a distance of r or

larger away from every obstacle and A’s boundaries. This can be done by expanding

the perimeters of all obstacles outwardly and A’s boundaries inwardly by a distance

of r and preventing si from moving into these expanded areas. The problem can be

translated to one of finding a shortest path from si to (xj, yj) in a weighted graph H =

(si ∪ (xj , yj) ∪ V, E), where V contains all vertices v of the polygons representing the

expanded areas of obstacles and A’s boundaries such that v is not inside other expanded

areas, and E contains all edges (u, v) such that u, v ∈ {si ∪ (xj , yj) ∪ V } and uv does

not pass any expanded area of obstacles or A. The weight of (u, v) ∈ E is length of uv.

Fig. 3.9 gives an example, where double circles are vertices of H . Nodes g and h are

not vertices because they are inside obstacles 2’s and 3’s expanded areas, respectively.

Edges (a, c), (a, d), (b, c), and (b, d) ∈ E, but (b, e) and (b, f) /∈ E because they pass the

expanded area of obstacle 2.

Finding the Maximum-Weight Perfect-Matching M

Recall that given the bipartite graph Ĝ = (S ∪ L ∪ L̂, S × {L ∪ L̂}), the goal is to find a

perfect matching M in Ĝ with the maximum total weights of edges in M . In this section,
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Figure 3.9: Finding a collision-free path from si to (xj , yj). Note that not all edges of H

are shown in the figure.

we discuss how to use the Hungarian method [64] to solve this problem.

Definition 1. Given Ĝ = (S ∪L∪ L̂, S × {L∪ L̂}), a feasible vertex labeling of Ĝ is

a real-valued function f on {S ∪ L ∪ L̂} such that for all si ∈ S and (xj , yj) ∈ {L ∪ L̂},

f(si) + f((xj, yj)) ≥ w(si, (xj , yj)).

Definition 2. Given a feasible vertex labeling of Ĝ, an equality subgraph Ĝf = (S ∪
L∪ L̂, Ef) is the subgraph of Ĝ in which Ef contains all edges (si, (xj , yj)) in Ĝ such that

f(si) + f((xj, yj)) = w(si, (xj, yj)).

Theorem 3.1. Let f be a feasible vertex labeling of Ĝ and M be a perfect matching of

Ĝf , then M will be a maximum-weight perfect matching of Ĝ.

Proof. We show that no other perfect matching M ′ in Ĝ can have a total edge weight

larger than M .

w(M ′) =
∑

(si,(xj ,yj))∈M ′
w(si, (xj , yj)) (si ∈ S and (xj , yj) ∈ {L ∪ L̂})

≤
∑

(si,(xj ,yj))∈M ′
f(si) + f((xj , yj)) (∵ From the definition of feasible vertex labelings)

=
∑

(si,(xj ,yj))∈M

f(si) + f((xj , yj)) (∵ Total labelings are the same in any matching)

=
∑

(si,(xj ,yj))∈M

w(si, (xj, yj)) (∵ M is a perfect matching in Ĝf )

= w(M),

so M has the maximum total weights of edges. �
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The Hungarian method is based on the observation from Theorem 3.1. It first assigns

an arbitrary feasible vertex labeling for the graph Ĝ, and then adjusts the labels of vertices

until it can find a perfect matching M in the equality subgraph Ĝf . One possible feasible

vertex labeling is to set f((xj , yj)) = 0 for all (xj , yj) ∈ {L ∪ L̂} and to set f(si) to the

maximum of the weights of the edges adjacent to si for all si ∈ S. Specifically,⎧⎨⎩ f((xj, yj)) = 0, for (xj , yj) ∈ {L ∪ L̂}
f(si) = max

(xj ,yj)∈{L∪L̂}
{w(si, (xj , yj))}, for si ∈ S

.

The complete procedure of the Hungarian method is stated as follows:

Step 1: Find a maximum matching M in Ĝf . If M is perfect, we find out the solution

and the method finishes. Otherwise, there must be an unmatched vertex si ∈ S.

We then assign two sets A = {si} and B = ∅.

Step 2: In the graph Ĝf , if NĜf
(A) �= B, where NĜf

(A) is the set of vertices in {L∪ L̂}
that are adjacent to the vertices in A, then go to step 3. Otherwise, we set

α = min
si∈A, (xj ,yj)∈{L∪L̂}−B

{f(si) + f((xj, yj)) − w(si, (xj , yj))},

and construct a new labeling f ′ for Ĝ by

f ′(v) =

⎧⎪⎪⎨⎪⎪⎩
f(v) − α for v ∈ A

f(v) + α for v ∈ B

f(v) otherwise

.

Then we replace f by f ′, reconstruct the equality subgraph Ĝf ′, and go to step 1.

Note that we have to satisfy the conditions of α > 0 and NĜf ′ (A) �= B; otherwise,

we need to reselect another α value that can satisfy the above conditions.

Step 3: Choose a vertex (xl, yl) in NĜf
(A) but not in B. If (xl, yl) is matched with

sk ∈ S in M , then we update A = A ∪ {sk} and B = B ∪ {(xl, yl)}, and go back to

step 2.

Note that each time when we relabeling the graph Ĝ, we may introduce new edges into

the new equality subgraph Ĝf , until all edges in Ĝ are included. Therefore, the Hungarian

method can always find a perfect matching in Ĝf since Ĝ is a complete bipartite graph.

Time Complexity Analysis

Next, we analyze the time complexity of our sensor dispatch solution. Let |S| = n,

|L| = m, and k be the number of vertices of the polygons of all obstacles and A. In step
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2, there are O(nm) pairs of (si, (xj , yj)). To compute the energy cost of each pair, we

construct a graph of O(k) vertices. Finding a shortest path on such graph can use the

Dijkstra’s algorithm [31], which takes O(k2) time. So the total time complexity of step

2 is O(mnk2). The conversion in step 3 takes O(nm) time. In step 4, constructing the

graph Ĝ from G takes O(n(n−m)) time since it needs to add n−m vertices and n(n−m)

edges. Running the Hungarian method on Ĝ has a time complexity of O(n3). Finally, it

takes O(n) time in step 5 to check all edges in M . Therefore, the total time complexity is

O(mnk2) + O(nm) + O(n(n − m)) + O(n3) + O(n) = O(mnk2 + n3).

3.3.2 A Distributed Dispatch Solution

The aforementioned solution is optimal but centralized. Here we propose a distributed

solution based on a greedy strategy. The solution involves the following steps:

1. The sink executes the sensor placement algorithm in Section 3.2 on the area I to

obtain a set of locations L = {(x1, y1), . . . , (xm, ym)} to be occupied by sensors. The

sink then broadcasts L to all sensors.

2. On receiving the table L, a sensor will keep a copy of L and mark each location

(xj , yj) as unoccupied, where j = 1, . . . , m.

3. Each sensor si then chooses an unoccupied location (xj, yj) from L as its destination.

The selection of (xj , yj) is dependent on our objective function.

• If Eq. (3.1) is the objective function, si will choose the location (xj , yj) as its

destination such that the moving distance d(si, (xj , yj)) is minimized.

• If Eq. (3.2) is the objective function, si will choose the location (xj , yj) as its

destination such that after moving to (xj, yj), its remaining energy is maxi-

mized.

Sensor si then marks (xj , yj) as occupied and starts moving to (xj , yj).

4. On si’s way moving toward its destination, it will periodically broadcast the status

of its table L, its destination, and its cost to move to that destination. Note that

the cost is based on which objective function is used. On sensor sj receiving si’s

broadcast, the following actions will be taken:

• For all locations marked as occupied by si, sj will also mark them as occupied.

• If both si and sj are moving toward the same destination, they will compete

by their costs. The one with a lower cost will win and keep moving toward
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that destination. The one with a higher cost will give up moving toward that

destination and go back to step 3 to reselect a new destination. (Note that if

sj has arrived at its destination, it will have a cost of zero. In this case, si will

lose in the competition.)

5. Each sensor will repeat the above steps until it reaches its destination or loses to

another sensor and finds that all locations in L have been marked as occupied. In

the former case, the sensor will execute its monitoring job at the designated location.

In the latter case, the sensor will continue to support the remaining steps 2 and 3

mentioned in the beginning of Section 3.3 (to connect I and the sink or to monitor

the area A − I).

3.4 Experimental Results

In this section, we present some experimental results to verify the effectiveness of our

proposed schemes. The evaluation includes two parts. First, we measure the numbers of

sensors required by different placement schemes. Second, we estimate the performances

of our proposed dispatch schemes.

3.4.1 Effectiveness of the Proposed Placement Schemes

The first experiment evaluates the number of sensors required to be placed in a sensing

field. In this experiment, six types of sensing fields with different shapes are considered, as

shown in Fig. 3.10. Sensors are assumed to have omnidirectional sensing capability (such

as acoustic sensors). The communication distance rc is set to 10m (which is close to that

specified in IEEE 802.15.4 [66] in an indoor environment). To reflect the relationships

of rc < rs, rc = rs, rs < rc ≤ √
3rs, and rc >

√
3rs, we set the sensing distance rs to

12m, 10m, 7m, and 5m, respectively. We compare our result against the coverage-first

and connectivity-first methods discussed in the beginning of Section 3.2.

Fig. 3.11 shows the number of sensors required in different sensing fields. When rc ≤ rs,

the connectivity-first method uses more sensors because it is dominated by the value of

rc and the overlapping in coverage could be large. On the contrary, when rs < rc <
√

3rs,

the coverage-first method uses more sensors because it has to add a large amount of extra

sensors to maintain connectivity between originally-placed sensors. When rc ≥
√

3rs, the

connectivity-first method becomes very inefficient because the overlapping in coverage is

very large. Our proposed method requires less sensors because it can adjust the distances

between sensors based on the relationship of rc and rs. Note that when rc ≥ √
3rs, our

method works the same as the coverage-first method in each individual region, so they

58



will use the same number of sensors.

3.4.2 Evaluations of the Proposed Dispatch Schemes

The second experiment evaluates different dispatch schemes. The sensing field A is a

900m × 900m square. The region of interest I is a 300m × 300m square located at

the center of A. Sensors are randomly scattered in the region of A − I. With the set-

ting of (rc, rs) = (28, 16), (23.5, 13.45), (21, 12), (19.5, 11.05), (17.5, 10.1), (16.5, 9.45), and

(15.5, 8.9), we will need 150, 200, 250, 300, 350, 400, and 450 sensors, respectively, to

be dispatched to I, according to our sensor placement algorithm. To fairly compare the

centralized and the distributed schemes, the number of sensors is intentionally set to

the required number of sensors in I. Sensors’ initial energies are randomly selected from

[1000, 1500] units, and we set moving cost Δm = 1 energy unit per meter. For comparison,

we also design a random method, where we arbitrarily select a sensor to move to each

location in a centralized manner. Fig. 3.12 shows the simulation results under different

numbers of sensors required in I. From Fig. 3.12(a), we can observe that our centralized

method (using Eq. (3.1) as the objective function) consumes the least energy compared

to other methods. This is a result of our maximum matching approach. The distributed

method consumes more energy than the centralized method since our greedy strategy can

make local decisions. The similar result can be observed from Fig. 3.12(b), where the

centralized method (using Eq. (3.2) as the objective function) can achieve the highest

average remaining energy of sensors in I. From Fig. 3.12(b), we can observe that the av-

erage remaining energy decreases as the number of sensors increases when the distributed

method is adopted. This is because when the number of sensors increases, the probability

that two sensors select the same destination also increases. In this case, sensors have to

reselect new destinations, and thus consume more energy. Note that under both objective

functions, the random method always consumes the most energy, even though sensors are

selected in a centralized manner. This reflects the importance of the dispatch issue since

blindly moving sensors will lead to shorten the network lifetime.

3.5 Summary

In this chapter, we have proposed systematical solutions for sensor placement and dis-

patch. Our solution to the sensor placement problem allows a sensing field of shape as

an arbitrary polygon with possible existence of obstacles. Thus, the result can be used

for an indoor environment. Our solution also allows an arbitrary relationship of sensors’

communication distances and their sensing distances. It is verified that the proposed

schemes require fewer sensors to ensure full coverage of the sensing field and connectivity
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Figure 3.10: Six types of sensing fields used in the simulations: (a) a rectangle, (b) a

circle, (c) a non-convex polygon, (d) a H-shaped region, (e) the office example in Fig. 3.2,

and (f) the arbitrary-shaped region in Fig. 3.4. Note that the unit of length is in meter.
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Figure 3.11: Comparison of numbers of sensors required under different sensing fields.
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Figure 3.12: Comparison of different dispatch methods: (a) the total energy consumption

due to movement when using Eq. (3.1) as the objective function, and (b) the average

remaining energy of sensors when using Eq. (3.2) as the objective function.

of the network as compared to the coverage-first and connectivity-first schemes in various

types of sensing fields. In addition, a new sensor dispatch problem is defined and two

energy-efficient dispatch algorithms are presented to move sensors to the target locations

determined by our sensor placement scheme.
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Chapter 4

Deployment of a Wireless Sensor Network

for Multi-level Coverage

This chapter considers the k-coverage sensor deployment problem to ensure multi-level

(k) coverage of the region of interest. In particular, given a region of interest, we say

that the region is k-covered if every point in the region can be monitored by at least k

sensors, where k is a given parameter. Many applications and protocols may impose the

requirement of k > 1. For example, positioning protocols using triangulation [85, 87, 100]

require at least three sensors (i.e., k ≥ 3) to monitor each location where an object may

appear. Military applications with a strong monitoring requirement may impose that

k ≥ 2 to avoid leaving uncovered holes when some sensors are destroyed. To conduct

data fusion and to minimize the impact of sensor failure, some strategies [63, 111] are

based on the assumption of k ≥ 3. Also, to prolong a sensor network’s lifetime, sensors

are divided into multiple sets, each of which can cover the whole area, to work in shifts

[17, 106, 114]. This also requires that k > 1.

In this chapter, we consider the sensor deployment problem by assuming that

• multiple-level coverage of the area of interest is required.

• connectivity of sensor nodes (in terms of communications) should be maintained.

• the area of interest may change over time.

• sensor nodes are autonomous and mobile and thus can move to desired locations as

instructed by one’s deployment strategy.

Our general goals are to reduce the number of sensor nodes and to minimize the energy

consumption due to movement.

In this chapter, we deal with the k-coverage sensor deployment problem by two sub-

problems: k-coverage sensor placement problem and distributed sensor dispatch problem.
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The placement problem asks how to determine the minimum number of sensors required

and their locations in I to ensure that I is k-covered and that the network is connected.

Assuming that there are sufficient sensors and sensors are arbitrarily placed in the sensing

field, the goal of the dispatch problem is to determine the schedule of sensors’ movements

to the designated locations according to the result computed by the placement strategy

such that the total energy consumption for movement is minimized. For the placement

problem, we allow an arbitrary relationship between sensors’ communication distance and

their sensing distance. We propose two solutions to the placement problem. The first one

is based on an intuitive duplication idea. The second one is based on a more complicated

interpolating idea and thus can save the number of sensors required. For the dispatch

problem, we propose two distributed approaches. The first approach assumes that sensors

have the knowledge of all target locations in the area of interest; sensors will then compete

with each other for moving toward their closest locations. The second approach relaxes

the above assumption in a way that sensors can derive other target locations based on

several known locations, according to the patterns in our placement strategies. Therefore,

the server only needs to generate several seed locations in the beginning, and then sensors

can extend their range based on the placement pattern in a distributed manner.

4.1 Problem Statement

We are given a sensing field A, a region of interest I inside A, and a set of mobile sensors

S resident in A. Each sensor has a communication distance rc and a sensing distance

rs. Two sensors can communicate with each other if their distance is no larger than rc.

A point in A is k-covered if it is within k sensors’ sensing regions, and an area in A

is k-covered in a similar sense, where k is a given integer. We assume that sensors are

homogenous, but the relationship of rc and rs can be arbitrary.

Given an integer k, the k-coverage sensor deployment problem has two sub-problems:

k-coverage sensor placement problem and distributed sensor dispatch problem. The objec-

tive of the placement problem is to determine the minimum number of sensors required

and their locations in the area of interest I to ensure that I is k-covered and that the

network is connected. Assuming that mobile sensors are arbitrarily placed in A and that

there are sufficient sensors, the dispatch problem asks how to move some sensors to des-

ignated locations in a distributed manner according to the result computed by the above

placement strategy such that the total energy consumption for movement is minimized,

i.e.,

min
∑
i∈S

Δm × di, (4.1)
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where Δm is the energy cost to move a sensor in one unit-distance and di is the total

distance that sensor i is moved. Clearly, Eq. (4.1) can be treated as minimizing the total

moving distance of sensors.

4.2 k-Coverage Sensor Placement Schemes

In this section, we propose two solutions to the placement problem. The first one is based

on a simple duplication idea. The second one is based on a more complicated interpolating

idea.

4.2.1 A Naive Duplicate Scheme

The basic idea of this scheme is to use a good sensor placement scheme to determine

the locations of sensors to ensure 1-coverage and connectivity in the region of interest I,

and then duplicate k sensors on each designated location. For the 1-coverage placement,

we adopt the method mentioned in Section 3.2.3, which suggests to place sensors row by

row, where each row of sensors will guarantee continuous coverage and connectivity and

adjacent rows will guarantee continuous coverage of the area. Recall that according to the

relationship of rc and rs, we separate the discussion into two cases, as shown in Fig. 4.1.

When rc <
√

3rs, sensors on each row are separated by a distance of rc, so the connectivity

of sensors in each row can be guaranteed. Since rc <
√

3rs, each row of sensors can cover

a belt-like area of width 2 ×
√

r2
s − r2

c

4
. Adjacent rows will be separated vertically by a

distance of rs +
√

r2
s − r2

c

4
and shifted horizontally by a distance of rc

2
. This guarantees

the coverage of the whole area. When rc ≥
√

3rs, the aforementioned placement will use

too many sensors, so a typical hexagon placement in which adjacent sensors are regularly

separated by a distance of
√

3rs should be adopted.

After determining the 1-coverage placement, we can duplicate k sensors in each loca-

tion to ensure k-coverage. Note that in the case of rc <
√

3rs, since the distance between

adjacent rows is larger than rc, it is necessary to add a column of sensors, each separated

by a distance no larger than rc, to connect adjacent rows.

4.2.2 An Interpolating Placement Scheme

The previous duplicate scheme may result in some sub-regions in I that have coverage

levels much higher than k. Intuitively, the following interpolating placement scheme will

try to balance the coverage levels of sub-regions. Observe that in Fig. 4.1(a), a large

amount of sub-regions in a row are more than 1-covered. So we can “reuse” these sub-

regions when generating a multi-level coverage placement. Based on this observation, the
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Figure 4.1: A 1-coverage sensor placement scheme: (a) the case of rc <
√

3rs and (b) the

case of rc ≥
√

3rs.

interpolating placement scheme will first find out those insufficiently covered sub-regions

and then place the least number of sensors to cover these regions. Note that these newly-

added sensors should remain connected with the formerly placed sensors. According to

the relationship of rc and rs, we separate the discussion into three cases.

Case (1): rc ≤
√

3
2

rs. From Fig. 4.1(a), we can observe that the insufficiently covered

sub-regions (i.e., only 1-coverage) are located between adjacent rows (marked by gray).

If we add an extra row of sensors between each pair of adjacent rows in Fig. 4.1(a), as

shown in Fig. 4.2, the coverage level of the sensing field will directly become three. Here

each extra row is placed above the previous row by a distance of rs, and neighboring

sensors in each extra row are still separated by a distance of rc. To summarize, the

duplicate scheme uses 3x rows of sensors to ensure 3-coverage of a belt-like area of width

(x− 1)rs + (x + 1) ·
√

r2
s − r2

c

4
, while this interpolating scheme uses 2x + 1 rows of sensors

to ensure 3-coverage of the same region.

In general, for k > 3, we can apply �k
3
� times of the above 3-coverage placement and

apply (k mod 3) times of the 1-coverage placement to achieve k-coverage of I. There-

fore, while the duplicate placement requires kx rows of sensors to cover a region, this

interpolating placement only requires
(�k

3
�(2x + 1) + (k mod 3) · x) rows of sensors.

Note that in this case, since rc ≤
√

3
2

rs, the distance between two adjacent rows may

be larger than rc. Thus, we have to add a column of sensors between two adjacent rows,

each separated by a distance no larger than rc, to connect them.

Case (2):
√

3
2

rs < rc ≤ 2+
√

3
3

rs. In this case, if the desired k is 2, we can directly
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rs.

apply the same placement as in case 1. The result is as shown in Fig. 4.3(a). However,

because the sensing distance is relative smaller (as opposed to case 1) in the placement in

Fig. 4.3(a), there are some sub-regions that are only 2-covered, but not 3-covered (marked

by gray in Fig. 4.3(a)). Therefore, if the desired k is 3, we need to add one extra row of

sensors between each old row i and new row i, as shown in Fig. 4.3(b), marked as new’.

Note that the extra rows are shifted horizontally by a distance of rc

2
from the previous

rows and neighboring sensors are separated regularly by a distance of 2rc. To summarize,

the duplicate scheme uses 3x rows of sensors to ensure 3-coverage of a belt-like area of

width (x − 1)rs + (x + 1) ·
√

r2
s − r2

c

4
, while this interpolating scheme uses 2.5x + 1 rows

of sensors to ensure 3-coverage of the same region (the third addition of rows only needs

half of sensors compared with earlier ones).

In general, for k > 3, we can also apply �k
3
� times of the above 3-coverage place-

ment and apply (k mod 3) times of the 1-coverage placement to achieve k-coverage of I.

Therefore, while the duplicate placement requires kx rows of sensors to cover a region, this

interpolating placement only requires
(�k

3
�(2.5x + 1) + (k mod 3) · x) rows of sensors.

Note that with this placement, sensors on new’ rows can communicate with their

neighbors in the adjacent old and new rows, as shown in Fig. 4.4. In particular, since

d =

√(rs

2

)2

+
(rc

2

)2

<
1

2

√(
2rc√

3

)2

+ r2
c < rc,

the sensor sn on a new’ row can communicate with its four neighbors sa, sb, sc, and sd in

the adjacent rows.
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old

new

new
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d

Figure 4.4: An example to show that the connectivity between a new’ row and its adjacent

rows is guaranteed.

Case (3): rc > 2+
√

3
3

rs. In this case, this interpolating placement will not save sensors

compared with the duplicate placement, so we adopt the duplicate scheme in this case.

4.3 Distributed Sensor Dispatch Schemes

After determining the locations to be placed with sensors, the next issue is how to move

existing sensors in the sensing field A to the designated locations in I such that the energy

consumption due to movement is minimized. In this section, we assume that sensors are

mobile and thus autonomous solutions are desired. Two distributed dispatch schemes are

then proposed.
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4.3.1 A Competition-based Dispatch Scheme

We assume that there is an external server, which will compute the locations in I to be

deployed with sensors and broadcast the designated locations to all mobile sensors. On

receiving the notification, sensors will compete with each other to move to these locations.

This scheme involves the following rules:

Rule 1: The server first computes the set L = {(x1, y1, n1), (x2, y2, n2), · · · , (xm, ym, nm)}
according to the placement scheme in Section 4.2, where each element (xj , yj, nj),

j = 1..m, means that nj sensors need to be deployed on location (xj , yj). The server

then broadcasts L to all sensors.

Rule 2: On receiving L for the first time, each sensor si constructs an array OCC[1..m]

such that each entry OCC[j] = {(sj1, dj1), (sj2, dj2), . . . , (sjα, djα)} , α ≤ nj, contains

the set of sensors that have already moved into, or are still on their ways moving

toward, location (xj , yj) and their corresponding distances to (xj , yj). Specifically,

entry (sjβ
, djβ

), β = 1..α, means that sensor sjβ
has chosen to cover location (xj , yj)

and its current estimated distance to (xj , yj) is djβ
. When djβ

= 0, it means that

sensor sjβ
has already arrived at (xj , yj). Initially, OCC[j] = ∅ for all j = 1..m.

To simplify the presentation, we say that a location (xj, yj) is covered if a sufficient

number nj of sensors have committed to move toward (xj, yj) (i.e., |OCC[j]| = nj);

otherwise, (xj , yj) is uncovered. A sensor si is engaged if it has chosen to move to,

or already moved into, any location in L; otherwise, it is free or terminated. The

initial state of each sensor is free. A free sensor will try to become engaged and

move toward a destination. When it finds that there is no location that it can cover,

it will enter the terminated state. Fig. 4.5 illustrates the state transition diagram

of a sensor.
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Figure 4.5: The state transition diagram of each sensor si in the competition-based dis-

patch scheme.
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Rule 3: When the state of a sensor si is free, it will select a location in L to be its

destination as follows:

• The first priority is to consider uncovered locations. Specifically, if there is a

location (xj , yj) such that |OCC[j]| < nj, then (xj , yj) will be considered first.

If multiple locations are qualified, then the (xj , yj) such that d(si, (xj , yj)) is

minimized will be selected, where d(si, (xj , yj)) is the distance between si’s

current position to (xj , yj). In this case, si will add an entry (si, d(si, (xj, yj)))

in its OCC[j] and enter the engaged state.

• If all locations are already covered, then si will select a location (xj , yj) such

that there exists an entry (sk, dk) ∈ OCC[j] and d(si, (xj , yj)) < dk. If multiple

locations are qualified, then the (xj , yj) such that d(si, (xj, yj)) − dk is maxi-

mized will be selected. In this case, si will replace the entry (sk, dk) ∈ OCC[j]

by a new entry (si, d(si, (xj, yj))) in OCC[j] and enter the engaged state.

If si becomes engaged, it will begin moving toward that location. Otherwise, si will

enter the terminated state since it does not need to cover any location.

Rule 4: For maintenance purpose, each sensor si will periodically perform the following

two actions:

• Broadcasting its current status to its direct neighbors, including its ID, its

OCC[1..m] array, and its current location and state.

• Updating its OCC[1..m] array as follows. For each (sjβ
, djβ

) ∈ OCC[j], j =

1..m, decrease djβ
by the expected moving distance of sjβ

during the past period

of time, until djβ
= 0.

The above actions can be controlled by setting two timers Tbroadcast and Tupdate OCC .

Also note that the update of the OCC[1..m] array is based on the assumption that

sensors all move in the same constant speed (if this assumption is not valid, then

djβ
is only an estimated distance to (xj , yj) and it is not hard to make such an

extension).

Rule 5: When a sensor si receives an update message from a sensor sk, two actions will

be taken.

• First, it has to update its OCC[1..m] array as follows. Let us denote by

OCCi[1..m] and OCCk[1..m] the arrays of si and sk, respectively. Specifically,

for each j = 1..m, we will calculate the union:

Uj = OCCk[j] ∪ OCCi[j].
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If |Uj | ≤ nj , we will replace OCCi[j] by Uj . Otherwise, it means that there are

too many mobile sensors that are scheduled to cover (xj , yj), in which case we

will truncate those entries in Uj that have longer moving distances, until the

size |Uj| = nj . Then we will replace OCCi[j] by the truncated Uj. The above

merge of two sets may lead to a special case that si was in the original OCCi[j],

but is not in the new OCCi[j] (which means that si has been replaced by some

other sensors with a shorter distance to (xj , yj)). If so, si should change its

state from engaged to free and execute Rule 3.

• After the above merge, if si remains engaged, say, with (xj , yj) as its destina-

tion, then we will do the following optimization. We will check if

d(si, (xl, yl)) + d(sk, (xj , yj)) < d(si, (xj , yj)) + d(sk, (xl, yl)),

where (xl, yl) is the destination of sk. If so, it means that the total moving

distance of si and sk can be reduced if we exchange their destinations. If so,

si will communicate with sk for this trade (which is not hand to realize, so we

omit the details). Once the trade is confirmed, si will replace the entries (si, di)

and (sk, dk) in OCCi[j] and OCCj[l] by the new entries (sk, d(sk, (xj, yj))) and

(si, d(si, (xl, yl))), respectively.

In the above steps, if any entry in OCCi[1..m] array has been changed, si will

broadcast the content to its direct neighbors.

Rule 6: When a sensor si is in the engaged state, it will keep moving toward (xj , yj).

However, in case that si is removed from its current OCCi[j] set as specified in Rule

5, it will stop moving and change its state to free.

Rule 7: When an engaged sensor si arrives at its destination (xj , yj), it will change

its state to terminated and begin its monitoring job at the designated location.

Meanwhile, it will still execute the maintenance actions in Rule 4, until the server

commands it not to do. Since the server will eventually see that I is k-covered (by

receiving sensing reports from sensors), it can notify all sensors to exit from this

dispatch algorithm.

To verify the correctness of this competition-based scheme, we have to show that every

location (xj , yj) in L will eventually be covered by nj sensors. Rule 6 guarantees that

an engaged sensor si will eventually arrive at the location (xj , yj) if the entry (si, di)

remains in si’s OCC[j]. If (si, di) is removed during si’s movement toward (xj , yj) (by

Rule 5), then it means that either another sensor sk trades (xl, yl) with si or si loses the

competition. In the former case, locations (xj, yj) and (xl, yl) are covered by sk and si,
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respectively. In the latter case, it means that (xj, yj) has been committed by more than

nj sensors, so it is safe to remove (xj , yj). In this case, si has to execute Rule 3 to reselect

a destination. If si finds that |OCC[j]| = nj for all j = 1..m, then every location in L

has been committed by sufficient sensors. Thus all locations will be eventually covered

by nj sensors. So the competition-based dispatch scheme can work correctly when there

are sufficient sensors.

4.3.2 A Pattern-based Dispatch Scheme

The aforementioned competition-based scheme requires that each sensor have the knowl-

edge of all target locations in the region of interest. In this section, we propose a pattern-

based scheme that allows sensors to derive their target locations based on some known

locations, thus relaxing the above assumption.

Observe that our placement schemes in Section 4.2 actually deploy sensors with some

regular patterns. In the duplicate placement scheme, sensors will be placed in a hexagon-

like fashion. Thus, each sensor at location (x, y) can derive its potential six neighbors’

positions according to Table 3.1. When the interpolating placement scheme is adopted,

the pattern will be changed according to the relationship of rc and rs. There are three

cases to be discussed:

• rc ≤
√

3
2

rs. Recall Fig. 4.2. There are two patterns 1 and 2, which will repeat in

each new row and old row, as shown in Fig. 4.6 (a). Thus, a sensor si located at

(x, y) can derive its five neighbors’ positions according to its pattern. Moreover, si

can also derive the patterns of its neighbors depending on its own pattern (indicated

by the numbers inside circles in Fig. 4.6(a)).

•
√

3
2

rs < rc ≤ 2+
√

3
3

rs. In this case, if the desired coverage level k is 2, we can directly

apply the patterns in the previous case. However, when k ≥ 3, there is an extra

row (marked as new’) between each old and new rows in Fig. 4.3(b). This will

result in four deployment patterns, as shown in Fig. 4.6(b), depending on a sensor’s

location and its neighbors’ locations. Thus, a sensor si located at (x, y) can derive

its neighbors’ positions according to its pattern. Moreover, si can also derive the

patterns of its neighbors depending on its own pattern (indicated by the numbers

inside circles in Fig. 4.6(b)). Note that we do not derive the pattern for sensors at

the extra new’ rows (although this is feasible, deriving these patterns will complicate

the problem a lot). That’s why sensors marked by double circles are not assigned

with any pattern number.

• rc > 2+
√

3
3

rs. In this case, since the duplicate placement scheme is adopted, a sensor

can compute its neighbors’ positions according to Table 3.1.
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Figure 4.6: The patterns in the interpolating placement, where δ =
√

r2
s − r2

c

4
: (a) the

case of rc ≤
√

3
2

rs and (b) the case of
√

3
2

rs < rc ≤ 2+
√

3
3

rs.

To summarize, the above observations allow a sensor to derive its direct neighbors as

well as the patterns to be used by them. This property allows us to expand from a partial

deployment to a full deployment of sensors in I.

Based on the aforementioned observations, the pattern-based dispatch scheme works as

follows. The server first computes a set of seed locations L′ = {(x1, y1, n1, p1), (x2, y2, n2, p2),

· · · , (xα, yα, nα, pα)}, which is a partial list of locations to be deployed with sensors, where
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pj is the pattern used by the sensor at location (xj , yj) (intuitively, L′ can be considered

as a subset of L). Then the server broadcasts L′ to all sensors. Note that these seed

locations in L′ should be sparsely distributed in the region of interest. On receiving L′,

each sensor executes the competition-based scheme to compete for their closest locations

in L′. However, Rules 3 and 7 in the competition-bases scheme should be modified as

follows:

• Revised Rule 3: When a free sensor si cannot find any available location from

its current OCC[·] array, it will compute some new locations based on the known

locations in OCC[·]. Then si will re-execute Rule 3 and try to find a new destination.

However, if si cannot derive any new location from its current L′ (which means that

L′ = L), then si will enter the terminated state since it does not need to cover any

location.

• Revised Rule 7: When an engaged sensor si arrives at its destination, it will derive

some new locations from its current L′ and add the corresponding new entries in its

OCC[·] array.

Since a sensor can either derive new locations by itself (according to new Rule 3) or learn

new locations from other sensors (by Rule 4), the complete information of L can thus be

propagated throughout the network. Thus, the pattern-based scheme can work correctly

when there are sufficient sensors.

4.4 Experimental Results

In this section, we present some experimental results to verify the effectiveness of our

proposed schemes. The evaluation includes three parts. First, we measure the numbers of

sensors required by different placement schemes. Second, we estimate the performances

of our dispatch schemes. Finally, we will study the effect of seed locations on the pattern-

based dispatch scheme.

4.4.1 Evaluations of the Proposed Placement Schemes

The first experiment measures the number of sensors required by different placement

schemes. We design a region of interest I as a 1000 × 1000 square region to be deployed

with sensors. To observe the effects under different relationships of rc and rs, we set

the values of (rc, rs) as (5, 6) and (5, 5), which correspond to the case of rc ≤
√

3
2

rs and
√

3
2

rs < rc ≤ 2+
√

3
3

rs, respectively. Fig. 4.7 illustrates the numbers of sensors required

by the duplicate and interpolating schemes when the desired coverage level k increases
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from two to eight. When k = 2, the interpolating scheme requires slightly more sensors

compared with the duplicate scheme, because the former needs to add an extra row of

sensors to ensure 2-coverage of I’s boundary. However, when k ≥ 3, the interpolating

scheme can save approximately 20% ∼ 33% and 10% ∼ 16% sensors as opposed to the

duplicate scheme in the case of rc ≤
√

3
2

rs and
√

3
2

rs < rc ≤ 2+
√

3
3

rs, respectively.
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Figure 4.7: Comparison on numbers of sensors required by the duplicate and interpolating

placement schemes: (a) the case of rc ≤
√

3
2

rs and (b) the case of
√

3
2

rs < rc ≤ 2+
√

3
3

rs.

We also compare our placement schemes with other k-coverage placement scheme

proposed in [111], namely the hexagon-like scheme (refer to Fig. 2.7). To satisfy the as-

sumption in [111] (as discussed in Section 2.1.2), we set rc = 5 and rs = 2.5. Fig. 4.8 shows

the numbers of sensors required by the duplicate scheme and the hexagon-like scheme.

We can observe that the proposed duplicate scheme requires fewer sensors compared with

the hexagon-like scheme proposed in [111]. Note that in this case, since rc > 2+
√

3
3

rs, the

interpolating scheme works the same as the duplicate scheme, so we omit its performance.
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Figure 4.8: Comparison on numbers of sensors required by the duplicate and hexagon-like

placement schemes, where rc ≥ 2rs.

4.4.2 Performances of the Proposed Dispatch Schemes

The second experiment estimates the average moving distances of sensors when the

competition-based and pattern-based dispatch schemes are adopted. We design a sensing

field A as a 600× 600 square region. The region of interest I is a 300× 300 square region

located at the center of A. Two scenarios, namely hollow and concentrated, are consid-

ered. In the hollow scenario, sensors are randomly placed inside the region of A−I, while

in the concentrated scenario, sensors are randomly placed inside a 150 × 600 rectangle

region located at the right-hand side of A − I. With the setting of (rc, rs) = (34.7, 20.0),

(24.1, 13.9), (19.3, 11.1), (16.7, 9.62), (14.9, 8.6), (13.4, 7.71), and (12.5, 7.16), we can ob-

tain 100, 200, 300, 400, 500, 600, and 700 locations to be placed with sensors inside I,

respectively, according to the interpolating placement scheme (in case 3). We set the

desired coverage level k = 3, so that there will be 300, 600, 900, 1200, 1500, 1800, and

2100 sensors needed to be dispatched to I. The moving speed of each sensor is set to

one unit-distance per second. The two timers Tbroadcast and Tupdate OCC in both dispatch

schemes are set to five seconds. In the pattern-based scheme, the server randomly selects

10%, 20%, and 30% target locations in I as the seed locations to be broadcasted for all

sensors.

Fig. 4.9 presents the average moving distances of sensors under both scenarios. The

competition-based scheme has a shorter average moving distance compared with the

pattern-based scheme because sensors have the full knowledge of target locations inside

I. However, the average moving distance of the patter-based scheme can decrease as

we increase the number of seed locations. In this case, sensors can have more choices

when selecting their destinations, and thus the number of competitions can be reduced.

From Fig. 4.9, we can observe that the average moving distance is almost irrelative to
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the number of sensors in the competition-based scheme. This is because sensors have

already known every target locations inside I. Thus, a sensor losing the competition can

immediately find another uncovered location as its new destination. However, the average

moving distance of the pattern-based scheme in the concentrated scenario will increase

as the number of sensors increases. Since sensors are initially placed on the right-hand

side of region A − I, most of them will select the right-most seed locations inside I as

their destinations. This will cause a large number of competitions and thus most sensors

have to reselect their destinations many times. So each sensor will have a longer moving

distance. This situation will become worse as the number of sensors becomes larger.
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Figure 4.9: Comparison on average moving distances of sensors under different scenarios:

(a) the hollow scenario and (b) the concentrated scenario.
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4.4.3 Effect of Seed Locations on the Pattern-based Scheme

In this section, with the same simulation setup, we evaluate the effect of seed locations

on the average moving distance of sensors in the pattern-based dispatch scheme.

Simulation results are shown in Fig. 4.10. As can be seen, the average moving distance

of sensors in the pattern-based scheme can be significantly reduced when we increase the

number of seed locations. However, when there are more than 40% target locations

selected as the seed locations, the improvement becomes quite limited in both scenarios.

Therefore, the optimal value of seed locations in the pattern-based scheme is suggested

to be 40% of target locations inside I. In this case, both the average moving distance of

sensors and the number of seed locations broadcasted by the server can be minimized.

Note that when the percentage of seed locations is 100%, the pattern-based scheme will

perform as better as the competition-based scheme since all target locations are known

by every sensor in the beginning.

4.5 Summary

In this work, we have proposed systematical solutions to the k-coverage sensor placement

and dispatch problems. Our solutions to the placement problem allows an arbitrary rela-

tionship of sensors’ communication distance and their sensing distance. It is verified that

the interpolating scheme requires fewer sensors to ensure k-coverage of the sensing field

and connectivity of the network as compared with the duplicate scheme. Our solutions to

the dispatch problem are based on a competitive nature of a distributed network. Simula-

tion results shows that the competition-based scheme works better than the pattern-based

scheme, but the latter can significantly improve its performance by selecting 40% target

locations as the seed locations.
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Figure 4.10: Effect of seed locations on the average moving distance of sensors in the

pattern-based dispatch scheme: (a) the hollow scenario and (b) the concentrated scenario.
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Chapter 5

Dispatch of Mobile Sensors with Energy-

efficient Consideration

A wireless sensor network is composed of many small devices used to monitor the en-

vironment. Due to their small sizes, these sensor nodes are usually simple [3] and may

roughly describe the events occurred in the environment. Take a security application as

an example. We may deploy a large amount of sensors that can detect noise in a region

to check if somebody intrudes this region. However, these sensors can only report that

something happens in the region when they have detected unusual sound. They cannot

tell you what intrudes this region. In addition, some background noises such as winds will

make these sensors generate false alarms. To solve these problems, we may use more so-

phisticated (and thus more expensive) sensors such as cameras to recognize the intruding

object. However, it is unlikely to mount cameras on most sensor nodes because of their

large number. Alternatively, a better way is to mount these sophisticated sensors on few

mobile platforms, and then dispatch these mobile sensors to move to event locations to

conduct more advanced analyses.

In this chapter, we thus consider a hybrid sensor network consisting of static and mobile

sensors. The former is deployed in the sensing field to monitor the environment, while the

latter is equipped with more resources such as computation power and sensing capability

and can be dispatched to the event locations to conduct more in-depth analysis. Because

mobile sensors use small batteries for their operations, one critical issue is to conserve the

energy of mobile sensors. In particular, the energy cost due to movement is the dominated

factor of energy consumption of mobile sensors. Thus, we focus on investigating how to

efficiently dispatch mobile sensors to move to event locations such that the system lifetime,

which is defined as the time period until some event locations cannot be reached by any

mobile sensor due to lack of energy, can be maximized.
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To solve this problem, one intuitive solution is to maximize the total remaining energy

of mobile sensors in each one-round dispatch. Unfortunately, this method may cause some

mobile sensors early to exhaust their energies, which results in shortening the system

lifetime. In particular, we consider an example in Fig. 5.1, where there are two mobile

sensors sa and sb located at l1 and l2, respectively. Both mobile sensors initially have an

energy of 1000 units. Fig. 5.1(a) shows the energy consumption to visit each location,

and we assume that a mobile sensor has to spend an energy of five units to conduct the

sensing and communication jobs in the event location. Consider that there are two events

occurring at locations l3 and l4 (respectively, l1 and l2) during each odd (respectively,

even) round. Fig. 5.1(b) illustrates the execution of the aforementioned method. In order

to maximize the total remaining energy, sa and sb are scheduled to move between the

pair of locations (l1, l3) and (l2, l4), respectively. This will result in a minimum cost of

196 units during each round. However, after eight rounds, sa exhausts its energy. In this

case, sb has to move to both locations l4 and l3 and thus remains 196 units of energy

in the ninth round. Finally, in the tenth round, no mobile sensor can reach the event

location l2, so that the system lifetime is totally nine rounds. From Fig. 5.1(b), we can

observe that maximizing the total remaining energy of mobile sensors during each one-

round dispatch could make some mobile sensors early to exhaust their energy and thus

burden other still alive ones. Alternatively, we can “balance” the loads of mobile sensors

when dispatching them. Fig. 5.1(c) gives an example, where sa and sb are scheduled to

move between the pair of locations (l1, l4) and (l2, l3), respectively. Although this load-

balancing method spends more energy (i.e., 200 units) during each round, it can extend

the system lifetime to ten rounds. From Fig. 5.1, we can conclude that simply maximizing

the remaining energy of mobile sensors during each one-round dispatch cannot guarantee

to maximize the system lifetime since unbalanced loads of mobile sensors will cause some

mobile sensors fast to exhaust their energy, and thus greatly increase the loads of other

still alive ones. Such a chain-reaction will make the system lifetime become shorter.

Based on the aforementioned observation, we thus propose an efficient dispatch method

that takes the load-balance issue into consideration when scheduling mobile sensors to visit

event locations. Our dispatch method is general in which the numbers of event locations

and mobile sensors can be arbitrary. When the number of event locations is smaller than

or equal to that of mobile sensors, we convert this dispatch problem to the problem of

finding a maximum matching in a weighted bipartite graph. However, instead of finding

a matching with a maximum edge weight, we adopt a preference list [1] and a bound to

select the matching, where the former helps assign an event location with a suitable mobile

sensor, while the latter prevents the matching from including those edges with extreme

weights so that the loads of mobile sensors can be balanced. When the number of event
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Figure 5.1: Comparison of different dispatch methods: (a) the energy consumption for a

mobile sensor to move to each location, (b) the dispatch method by maximizing the total

remaining energy during each one-round dispatch, and (c) the load-balancing method.

Note that each mobile sensor has to spend an energy of five units to conduct the sensing

and communication jobs after it arrives at the event location.

locations is larger than that of mobile sensors, we first group event locations into clusters,

where the number of cluster is the same as that of mobile sensors, and then adopt the

aforementioned matching approach to assign mobile sensors to visit these clusters. After

a mobile sensor arrives at the assigned cluster, it can adopt the approximate solution of

traveling-salesman problem to reach all event locations in that cluster.

5.1 Problem Statement

We are given a hybrid sensor network that consists of static and mobile sensors. Static

sensors are assumed to fully cover the region of interest and form a connected network,
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so that they can completely monitor the region. When there are events reported from

static sensors, a set of n mobile sensors S = {s1, s2, . . . , sn} can be dispatched to the event

locations to provide sensing results of higher quality. We assume that sensors can know

their current locations, which are achieved by the global positioning system (GPS) [53]

or other localization techniques [13, 56].

The mobile sensor dispatch problem is stated as follows. We consider that there is a

set of event locations L = {l1, l2, . . . , lm} reported from static sensors. Each location is to

be visited by a mobile sensor. We allow an arbitrary relationship between the numbers

of event locations (m) and mobile sensors (n). The objective of this dispatch problem is

to calculate a dispatch schedule DSi for each mobile sensor si such that every location in

L can be visited by one mobile sensor exactly once. Each schedule DSi is a sequence of

event locations, and the jth location to be visited in the schedule is denoted as DSi[j].

Let ei be the current energy of a mobile sensor si and c(DSi) be the energy required to

finish si’s visit schedule, we can obtain

c(DSi) = emove ×
⎛⎝d(si, DSi[1]) +

|DSi|−1∑
j=1

d(DSi[j], DSi[j + 1])

⎞⎠+ ejob × |DSi|,

where emove is the energy cost for a mobile sensor to move one-unit distance, d(·, ·) denotes

the Euclidean distance between two locations, and ejob is the energy cost for a mobile

sensor to conduct its jobs (such as sensing and communication actions) when it arrives at

the event location. Obviously, the schedule needs to satisfy the condition of ei ≥ c(DSi).

To efficiently dispatch mobile sensors, we attempt to maximize the total remaining

energy of mobile sensors after they finish their dispatch schedules, i.e.,

max
∑
si∈S

(ei − c(DSi)). (5.1)

In addition, to balance the loads of mobile sensors, we also have to minimize the standard

deviations of sensors’ energy consumptions.

Note that the aforementioned modeling takes only single round of sensors’ dispatch

schedules into consideration. In general, multiple rounds of schedules need to be deter-

mined. In particular, we have to handle those events being detected over a fixed amount of

time, and the objective is to prolong the lifetimes of mobile sensors to cover the maximum

number of rounds, where the length of a round depends on users’ real-time constraints.

Because event locations are unexpected, we only focus on the solution of each round.

Table 5.1 summarizes the notations used in this chapter.
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Table 5.1: Summary of notations used in Chapter 5.

notations definition

L set of event locations reported in each round; |L| = m

S set of mobile sensors; |S| = n

DSi the dispatch schedule of a mobile sensor si

c(DSi) energy consumption of si to perform DSi

emove energy cost to move a sensor one-unit distance

ejob energy cost for a mobile sensor to conduct its jobs at the event location

ei current energy of a mobile sensor si

PLj the preference list of an event location lj

Bj the bound of an event location lj

ΔB increasing level of the bounds

ĉk a cluster of event locations

5.2 The Mobile Sensor Dispatch (MSD) Method

Our dispatch solution depends on the numbers of mobile sensors and event locations.

When |S| ≥ |L|, we convert the dispatch problem to the problem of finding a maximum

matching in a weighted bipartite graph. When |S| < |L|, we group the event locations

in L into |S| clusters so that each mobile sensor will need to visit one cluster of event

locations. Then the maximum matching approach in the case of |S| ≥ |L| can be applied

again.

5.2.1 Case of |S| ≥ |L|
We first construct a weighted complete bipartite graph G = (S ∪ L, S × L), where the

vertex set contains all mobile sensors and all event locations while the edge set includes

all edges (si, lj) from each si ∈ S to each lj ∈ L. The weight of each edge (si, lj) is defined

as w(si, lj) = emove ×d(si, lj), which is the energy cost to move si to lj . Then the problem

can be formulated as one of finding a matching P in G such that the following objectives

can be satisfied:

• The number of matches (i.e., non-adjacent edges) in P is maximal.

• Mobile sensors can remain the maximum energy after they are dispatched to event

locations according to the matches in P .

• The standard deviation of edge weights of P is as small as possible.
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Note that under this formulation, the first objective is a must, while the other two objec-

tives are desirable, but the result does not necessarily have the minimum values among

all possible matchings.

Below, we present our solution to find the matching P .

1. For each lj ∈ L, we associate with it a preference list PLj, which ranks each si ∈ S

by the corresponding edge weight w(si, lj) in an increasing order. When the weights

are equal, sensors’ IDs can be used to break the tie.

2. To achieve the third objective (i.e., minimizing the standard deviation of edge

weights of P ), we adopt a bound Bj for each lj ∈ L to limit the mobile sensors

that lj can match with. Initially, the value of each bound Bj is set to the average

of the minimum weights of all edges incident to each event location, i.e.,

B1 = B2 = · · · = Bm =
1

m

m∑
j=1

min
∀i,(si,lj)∈S×L

{w(si, lj)}.

With bound Bj , location lj only considers a mobile sensor si as a candidate if

w(si, lj) ≤ Bj .

3. Construct a queue Q which contains all event locations in L.

4. Dequeue an event location, say lj, from Q. We then select si from the candidate

mobile sensors in PLj such that after moving to lj , si can remain the maximum

energy, i.e., ei − w(si, lj) can be maximized. We then check if si can be matched

with lj according to the following rules:

(i) If si is unmatched yet, we can include the pair (si, lj) into P .

(ii) Otherwise, si must have been matched with another location, say lk. In this

case, lj will compete with lk for si by their bounds Bj and Bk. In particular,

lj can win the competition if one of the following conditions is satisfied:

• Bj > Bk. In this case, since there is a higher risk that the standard

deviation of P will be increased, we will prefer matching si with lj to

matching si with lk.

• Bj = Bk and w(si, lj) < w(si, lk). Since si can remain more energy as it

moves to lj , we thus match si with lj.

• Bj = Bk and si is the only candidate in PLj but not in PLk. In this case,

if si is not matched with lj, the bound Bj has to be increased, but the

bound Bk may not have to be increased. So we match si with lj.
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If lj wins, we will replace the pair (si, lk) in P by the new pair (si, lj), remove

si from PLk, and enqueue lk into Q. Otherwise, si is removed from PLj since

lj will not consider si any more.

If lj cannot find a match in (i) and (ii) and there are still unvisited candidates in

PLj , lj will examine the sensor that can remain the most energy in PLj and repeat

steps (i) and (ii) again, until there are no more candidates.

5. If lj cannot be matched with any mobile sensor in the above step 5, we will increase

bound Bj by an amount of ΔB and go back to step 5, until a match is found for lj .

6. The above steps 5 and 6 will be repeated until the queue Q becomes empty.

The above procedure must terminate since |S| ≥ |L|. Note that we should carefully

select the value of ΔB to control the number of candidates to be considered in each

iteration. This relates to the maximum and the minimum weights of edges incident to

each mobile sensor, and the total number of possible matches (i.e., mn) between S and

L. So we recommend ΔB to be set as follows:

ΔB =
α

mn
×
(

m∑
j=1

max
∀i,(si,lj)∈S×L

{w(si, lj)} −
m∑

j=1

min
∀i,(si,lj)∈S×L

{w(si, lj)}
)

, (5.2)

where α is an adjustable coefficient.

Fig. 5.2 gives an example with α = 2. The energies of mobile sensors are all set

to 500 units. Initially, B1 = B2 = B3 = B4 = 1
3
× (106 + 79 + 94) = 93 and ΔB =

2
4×3

× ((217 + 231 + 215)− (106 + 79 + 94)) = 64. Let Q = (l1, l2, l3, l4) and we start with

l1. Since there is no candidate mobile sensor in PL1 with weight smaller than or equal to

B1, B1 will be increased to 93 + 64 = 157. In this case, since there are three candidates

sa, sb, and sc, l1 will be matched with sb (because sb can remain the maximum energy

after it arrives at l1). In the next iteration, the pair (sc, l2) will be matched, as shown

in Fig. 5.2(b). However, when examining l3, it will find that the only candidate sb has

been matched with l1. Thus, l3 will compete with l1 for sb. Since B3 = B1 = 157 and

w(sb, l3) < w(sb, l1), (sb, l1) will be replaced by (sb, l3) as shown in Fig. 5.2(c) and then l1

will be put into Q. Following the procedure, (sc, l2) will be replaced by (sc, l1) as shown

in Fig. 5.2(d), and finally a match (sd, l2) will be found, as shown in Fig. 5.2(e).

Below, we analyze the time complexity of our MSD method when |S| ≥ |L|. In the

MSD method, we first construct a complete bipartite graph G, which requires O(mn)

time because we need to assign the weight of each edge. Then calculating the preference

lists for all event locations in L takes O(mn lg n) time because we have to sort the mobile

sensors in S. The worst case to match an event location with a mobile sensor is O(n)

because the event location has to go through its whole preference list. So it takes O(mn)
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Figure 5.2: An example to execute the MSD method when |S| ≥ |L|: (a) the edge weights

and preference lists of event locations, (b) P = {(sb, l1), (sc, l2)}, (c) P = {(sb, l3), (sc, l2)},
(d) P = {(sb, l3), (sc, l1)}, and (e) P = {(sb, l3), (sc, l1), (sd, l2)}.

time to compute the maximum matching P . Therefore, the total time complexity of the
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MSD method will be O(mn + mn lg n + mn) = O(mn lg n).

5.2.2 Case of |S| < |L|
When event locations are more than mobile sensors, we will cluster L into n groups, each

to be visited by one mobile sensor. The following method is built on top of the MSD

method discussed in the previous section.

1. We first classify the event locations into n = |S| clusters according to their inter

distances. (How to cluster will be discussed later.)

2. Then we define an approximated cost function φ(ĉj) for each cluster ĉj, which rep-

resents the energy cost required to visit all event locations in ĉj. (The definition of

φ(·) will be given later.) We then repeatedly split and merge some clusters in a way

such that the number of clusters remains unchanged and the total cost
∑n

j=1 φ(ĉj)

is minimized.

3. Let the final set of n clusters be Ĉ = {ĉ1, ĉ2, · · · , ĉn}. We define the energy cost

c(si, ĉj) for each sensor si ∈ S to visit each member ĉj ∈ Ĉ as:

c(si, ĉj) = emove × (d(si, l̂i,j) + φ(ĉj)) + ejob × |ĉj|,

where l̂i,j is the event location in ĉj which is closest to si. Specifically, the total

energy consumption includes moving si to l̂i,j and then to all other event locations

in ĉj , and the energy cost to conduct jobs at each event locations in ĉj. We then

construct a weighted complete bipartite graph G′ = (S ∪ Ĉ, S × Ĉ) such that the

vertex set contains all mobile sensors and all clusters and the edge set contains

the edge (si, ĉj) from each si ∈ S to each ĉj ∈ Ĉ. The edge weight is defined as

w(si, ĉj) = c(si, ĉj).

4. With G′, we execute the MSD method in Section 5.2.1 to find a matching P ′ of G′.

5. For each (si, ĉj) ∈ P ′, we dispatch mobile sensor si to l̂i,j, and then to all other

event locations in ĉj . The way to traverse from l̂i,j to all other locations in ĉj

can be calculated by any solution to the traveling salesman problem (TSP) [11] by

minimizing the total traversing length.

In step 1, the clustering of L can be done by the classical K-means method [48].

In this method, event locations are first randomly separated into n non-empty clusters

ĉ1, ĉ2, · · · , ĉn. Then for each cluster ĉi, we can calculate the fulcrum f̂i of the event

locations in ĉi. We then dissolve the current clustering and allow each event location to

pick one of the n fulcrums that is closet to it. All event locations picking the same fulcrum
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will then form a new cluster. With these new n clusters, we can repeat the above process

by calculating their fulcrums and re-cluster all locations. This can be repeated until there

is no event relocation.

To evaluate the cost of each cluster in step 2, we define φ(ĉk) of each cluster ĉk as

φ(ĉk) =
∑

(si,lj)∈MST (ĉk)

w(si, lj),

where MST (ĉk) is the minimum spanning tree in ĉk. For example, in Fig. 5.3(b), φ(A) =

79, φ(B) = 14, φ(C) = 11, and φ(D) = 55.

Since K-means may not ensure minimizing the total cost of the derived clusters,

especially when there are several event locations far away from others, we have to adjust

the cluster result by properly splitting and merging clusters. Intuitively, those clusters

containing sparse event locations should be split. However, in order not to change the

number of clusters, we have to merge two clusters when splitting a large one. In particular,

let us denote wintra max as the maximum edge weight among edges in all clusters and

winter min as the minimum edge weight among edges between clusters. When wintra max >

winter min, we can split the cluster with the edge whose weight is wintra max (by removing

that edge) and then merge the two corresponding clusters by adding the edge whose weight

is winter min. This procedure will be repeated until wintra max ≤ winter min. In this way, we

can prevent some clusters from containing too large costs and thus reduce the total cost

of clusters. Fig. 5.3 gives an example. In Fig. 5.3(b), wintra max = 60 (in cluster A) and

winter min = 16 (between clusters C and D). So we split cluster A into two clusters A1

and A2, and then merge clusters C and D into single one cluster, as shown in Fig. 5.3(c).

Following the same procedure, we can further split cluster D and then merge two clusters

A2 and B to reduce the total cost of clusters. The final result is shown in Fig. 5.3(d).

5.3 Experimental Results

In this section, we present several experiment results to verify the effectiveness of our

proposed MSD method. We design a sensing field as a 450m × 300m rectangle, on which

there are 400 static sensors (used as the event locations) uniformly deployed. In addition,

there are some mobile sensors randomly distributed over the sensing field. Each mobile

sensor has an initial energy of 3960J (joule). The energy consumption for a mobile sensor

to move one-unit distance is set to 8.27J1.

1To observer the effect of dispatch, we ignore the energy cost ejob in the experiments.
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Figure 5.3: An example to group event locations into four clusters: (a) the initial topology,

(b) the cluster result after adopting K-means, where the total cost is 159, (c) the cluster

result after splitting cluster A and merging clusters C and D, where the total cost is 115,

and (d) the cluster result after splitting cluster D and merging clusters A2 and B, where

the total cost is 97.

5.3.1 Performance of the MSD Method

In this experiment, we evaluate the system lifetimes of our proposed MSD method and

the dispatch method by simply maximizing the remaining energy of mobile sensors during

each one-round dispatch (In the following, we call this method as iteratively-maximizing

method for short). In the experiment, there are 10 to 15 events randomly generated in

each round, and there are 50 mobile sensors to be dispatched to these event locations2. We

compare the ratio of survived mobile sensors under these two dispatch methods in each

round. When the number of survived sensors becomes fewer than that of event locations,

the proposed clustering scheme is applied to cluster event locations. The system lifetime

2In our experiments, an event location is represented by a static sensor’s location.
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is referred as the round when the ratio decreases as zero (in the sense that all mobile

sensors exhaust their energies).

The system lifetimes of these two dispatch methods are shown in Fig. 5.4. We can

observe that our proposed MSD method can have a longer system lifetime compared with

the iteratively-maximizing method. This is because the latter does not consider to balance

the loads of mobile sensors, which makes some mobile sensors fast to exhaust their energy.

The death of these exhausted sensors will burden the remaining survived ones with heavy

loads. The situation will become worse as the number of mobile sensors run out of their

energies. On the contrary, our MSD method not only attempts to make mobile sensors

remain more energy but also balances their loads, so that it will have a longer system

lifetime.
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Figure 5.4: Comparison on system lifetimes of the proposed MSD method and the

iteratively-maximizing method.

In the next experiment, we measure the degree of load-balance under these two dis-

patch methods. In particular, we evaluate the averages and standard deviations of energy

consumption of mobile sensors. In the experiment, we increase the number of events from

20 to 160. The number of mobile sensors is set as equal to that of event locations, so that

each mobile sensor will be assigned with exactly one event location.

Fig. 5.5(a) shows the average of energy consumption of mobile sensors. Because the

iteratively-maximizing method always tries to keep the most energy of mobile sensors,

it will have a smaller average of energy consumption compared with our MSD method.

However, the standard deviation of the iteratively-maximizing method is almost twice

than that of our MSD method as shown in Fig. 5.5(b), which indicates that the iteratively-

maximizing method will result in seriously unbalance loads among mobile sensors, and

thus shortening the system lifetime.
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Figure 5.5: Comparisons on energy consumption of mobile sensors under the proposed

MSD method and the iteratively-maximizing method: (a) the average of energy consump-

tion and (b) the standard deviation of energy consumption.

5.3.2 Effect of the Clustering Scheme

When event locations are more than mobile sensors, we will first cluster event locations

and then dispatch mobile sensors to visit these clusters. In this experiment, we study the

effect of our clustering scheme on the average of energy consumption of mobile sensors.

From Fig. 5.6, we can observe that when the clustering scheme is adopted, mobile sensors

can consume less energy. This is because our clustering scheme groups event locations

according to their inter distances, and thus the mobile sensors will not travel around

locations far away from each other.
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Figure 5.6: The effect of our clustering scheme on the average of energy consumption of

mobile sensors, where the number of mobile sensors is set to 50.

5.3.3 Analysis on the Coefficient α

In the last experiment, we analyze the effect of the coefficient α on the increasing level

ΔB in Eq. (5.2). The value of α affects both the computation time and result of our

MSD method, as shown in Fig. 5.7. In particular, we adopt the number of redundant

iterations that an event location has to continuously repeat Eq. (5.2) to find candidate

mobile sensors as the metric to measure the computation time. In addition, we adopt

the product of average and standard deviation of energy consumption of mobile sensors

to evaluate the result of the MSD method. Obviously, a smaller product means a better

result because mobile sensors can consume less energy while have a more balanced load.

Fig. 5.7 presents the effect of coefficient α on the number of redundant iterations and the

energy consumption of mobile sensors. We can observe that a smaller δ will cause more

redundant iterations while a larger δ will make mobile sensors consume more energy and

become unbalanced. From Fig. 5.7, we recommend the optimal value of coefficient δ as

2.0 since both the redundant iterations and the product can be minimized.

5.4 Summary

In this chapter, we have developed an efficient dispatch method to schedule mobile sensors

to visit event locations in a hybrid sensor network. Our dispatch method can balance the

moving distances of mobile sensors while conserve their energies as much as possible, and

thus avoiding the early-exhausted mobile sensors burdening other still alive ones. Our

dispatch method is general in which the numbers of event locations and mobile sensors

can be arbitrary. When the number of event locations is smaller than or equal to that

93



0

200

400

600

800

1000

1200

1400

1600

1800

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

coefficient á

n
u
m

b
er

o
f

re
d
u
n
d
an

t
it

er
at

io
n
s

0

200

400

600

800

1000

1200

p
ro

d
u
ct

o
f

av
er

ag
e

an
d

st
an

d
ar

d

d
ev

ia
ti

o
n

o
f

en
er

g
y

co
su

m
p
ti

o
n

iterations
product

Figure 5.7: The effect of coefficient α on the number of redundant iterations and the

energy consumption of mobile sensors, where both the numbers of event locations and

mobile sensors are set to 50.

of mobile sensors, we convert the dispatch problem to a maximum matching problem in

a weighted bipartite graph. When the number of event locations is larger than that of

mobile sensors, we propose efficient clustering schemes to cluster event locations so that

the previous matching approach can be applied again. Simulation results have shown

that our proposed dispatch method can extend the system lifetime as compared with the

iteratively-maximizing method.
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Chapter 6

Packet Scheduling for Data Aggregators in

a Wireless Sensor Network

After constructing a wireless sensor network, sensors will report their sensing data peri-

odically or transmit emergency notifications to the data aggregators (or the sink) when

they detect a predefined event. In addition, mobile sensors that have arrived at event

locations will also send back their analyzed information to the data aggregators. Accord-

ing to the types and time-constraints of these reported data, we can classify them into

real-time flows and non-real-time flows. For example, events reported from static sensors

and analyzed data sent from mobile sensors are classified into real-time flows since events

may disappear soon latter, while periodical sensing reports by static sensors are classified

into non-real-time flows. Among these flows, if we make sensors compete to transmit

their reports to the data aggregators, real-time flows may miss their delay constraints and

thus important messages may be dropped. On the contrary, if we allow real-time flows

always to preempt non-real-time flows, the latter will be starved. Moreover, since wireless

channels are characterized by more serious bursty errors and location-dependent errors,

the aforementioned delay-missing and starving situations will become more worse.

To solve these problems, in this chapter we propose two packet fair scheduling algo-

rithms for data aggregators to manage the messages reported from sensors. We consider

two wireless environments: a sing-rate environment and a multi-rate environment. In a

single-rate environment, sensors can transmit their packets in a fixed rate and the wireless

channels can be either in a good (error-free) state or in a bad (error) state. Transmissions

in a good state will succeed but completely fail in a bad state. Under these assump-

tions, we propose a Traffic-Dependent wireless Fair Queuing (TD-FQ) algorithm that

takes traffic types of flows into consideration when scheduling packets. TD-FQ gives a

higher priority for real-time flows to alleviate their queuing delays, but it still maintains

95



the fairness among flows so that non-real-time flows will not be starved.

In this chapter, we further consider a multi-rate environment in which sensors can

adopt different modulation techniques to transmit their packets under different channel

conditions. In particular, A simpler modulation (and thus a higher data rate) can be

used when the signal-to-noise ratio (SNR) is sufficiently high, while a more complicated

modulation (and thus a lower rate) can still be used under a bad channel [99]. Adopting

multi-rate transmissions poses several challenges:

• There is a mismatch between the amount of service that a sensor receives and the

amount of time that the sensor actually be served. To transmit the same amount

of data, a sensor using a lower rate will take a longer time than one using a higher

rate. Thus the concept of virtual time in fair scheduling algorithms may need to be

redefined.

• When a flow that suffered from a bad channel exits from errors, it may take a

different amount of time for the system to compensate the flow depending on its

channel condition, thus making the design of compensation difficult.

• The overall system performance may be degraded if there are too many low-rate

flows.

In this chapter, we propose a fair scheduling algorithm called Multi-Rate wireless Fair

Queueing (MR-FQ) that addresses the aforementioned issues. MR-FQ can adjust a flow’s

transmission rate according to its channel condition and lagging degree. A flow is allowed

to transmit at a lower rate to alleviate its lags only if it is lagging up to a certain degree.

Specifically, the more serious a flow is lagging, the lower rate the flow is allowed to use.

Such differentiation can take care of both fairness and system performance. Lower rate

flows thus will not prolong other flows’ delays. In this way, MR-FQ can satisfy the delay-

sensitive property of real-time flows, while still maintaining fairness and bounded delays

for all flows.

6.1 The TD-FQ Algorithm

In this section, we propose our TD-FQ algorithm used in a single-rate wireless environ-

ment.

6.1.1 System Model

We consider a part of the wireless sensor network as in Fig. 6.1. There is a data ag-

gregator responsible for collecting data reported from nearby sensors. Packets arriving
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Figure 6.1: The system architecture of TD-FQ.

at the data aggregator are classified into real-time traffic and non-real-time traffic and

the data aggregator maintains a set of virtual flow queues to record the physical queues’

conditions of sensors. The TD-FQ scheduler then schedules these flow queues and notifies

the corresponding sensor to send its packets to the data aggregator via the MAC protocol.

The channel state monitor provides information about the channel state of each sensor.

(There are different alternatives to obtain or predict queues’ conditions and channel states

of sensors, but these issues are out of the scope of this chapter). For simplicity, we assume

that the data aggregator has immediate and accurate knowledge of queues’ conditions and

channels’ states of sensors.

In this section, we focus on the design of TD-FQ scheduler. Sensors may suffer from

bursty and location-dependent channel errors. However, error periods are assumed to be

sporadic and short relative to the whole lifetime of flows so that long-term unfairness

would not happen.

6.1.2 Scheduling Policy

In TD-FQ, each flow i is assigned a weight wi to represent the ideal fraction of bandwidth

that the system commits to it. However, the real services received by flow i may not match

exactly its assigned weight. Thus we maintain a virtual time vi to record the nominal

services received by it, and a lagging level lagi to record its credits/debits. The former

is to compete with other flows for services, while the latter is to arrange compensatory
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services. The actual normalized service received by flow i is vi − lagi

wi
. Flow i is called

leading if lagi < 0, called lagging if lagi > 0, and called satisfied if lagi = 0. Further,

depending on its queue content, a flow is called backlogged if its queue is nonempty,

and called unbacklogged otherwise. A flow is considered as active if it is backlogged or

unbacklogged but leading. Note that TD-FQ will only choose active flows to serve. When

an unbacklogged but leading flow (i.e., an active flow) is chosen, its service will actually be

transferred to another flow for compensation purpose. In addition, when a flow i transits

from unbacklogged to backlogged, its virtual time vi is set to max{vi, minj∈A{vj}}, where

A is the set of all active flows.

Fig. 6.2 outlines the scheduling policy of TD-FQ. First, the active flow i with the

minimum virtual time vi is selected. If flow i is backlogged and its channel condition

is good, the head-of-line packet of flow i can be transmitted if flow i is non-leading. In

this case, the service is called a normal service (NS). We then update the virtual time

vi as vi + lp
wi

, where lp is the length of the packet. In case that flow i has to give up its

service because of an empty queue or a bad channel condition, the service will become an

extra service (ES). On the other hand, if flow i is over-served (i.e., leading), the Gradual

Degradation Scheme will be invoked to determine if flow i is still eligible for the service. If

flow i has to give up its service, the service will be transferred to a compensatory service

(CS). In both cases of CS and ES, the Compensation Scheme will be triggered, trying

to select another flow j to serve. If the Compensation Scheme cannot select any flow,

this service is wasted, called a forsaken service (FS). If the Compensation Scheme still

chooses flow i to serve, we update vi and transmit its head-of-line packet. If a flow j (�= i)

is selected, flow j’s packet will be transmitted and the values of vi, lagi, and lagj will be

updated as follows:

vi = vi +
lp′

wi
, (6.1)

lagi = lagi + lp′ , (6.2)

lagj = lagj − lp′, (6.3)

where p′ is the packet being sent. Note that in this case we “charge” to flow i by increasing

its virtual time vi, but “credit” (respectively, debit) to lagi (respectively, lagj) of flow i

(respectively, j).

When the scheduler serves the head-of-line packet of any flow i, it has to check the

queue size of flow i. If it finds that flow i’s queue is empty, it will invoke the Lag

Redistributing Scheme to adjust flow i’s lag, if necessary.

Below, we introduce the Gradual Degradation Scheme, Compensation Scheme, and

Lag Redistributing Scheme in TD-FQ. Table 6.1 summarizes the notations used in TD-

FQ.
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Table 6.1: Summary of notations used in TD-FQ.

notations definition

wi weight of flow i

vi virtual time of flow i

lagi credits/debits of flow i

gi gradual degradation service index of flow i when lagi < 0

αR, αN gradual degradation ratios for real-time and non-real-time flows

δ the threshold to distinguish seriously/moderately lagging flows

LR, LN , LS
R, sets of lagging flows (defined in SWC)

LM
R , LS

N , LM
N

WR, WN , W S
R , weights of lagging flows LR, LN , LS

R, LM
R , LS

N , and LM
N , respectively

W M
R , W S

N , W M
N

VR, VN , V S
R , normalized amounts of ES/CS received by LR, LN , LS

R, LM
R , LS

N ,

V M
R , V S

N , V M
N and LM

N , respectively

B bound of differences of services (used in SWC)

cS
i , cM

i normalized amounts of ES/CS received by flow i when
lagi

wi
≥ δ and 0 < lagi

wi
< δ, respectively

fi normalized amount of ES received by flow i when lagi ≤ 0

6.1.3 Gradual Degradation Scheme

When a leading flow i is selected by the scheduler, the Gradual Degradation Scheme

will be invoked to check flow i’s leading amount. A leading flow is allowed to receive

an amount of additional service proportional to its normal services. Specifically, when a

flow i transits from lagging/satisfied to leading, we set up a parameter gi = α · vi, where

0 < α < 1 is a system-defined parameter. Later on, flow i’s virtual time will be increased

each time when it is selected by the scheduler. Let v′
i be flow i’s current virtual time when

it is selected. We will allow flow i to be served if gi ≤ αv′
i. If so, gi is updated as gi + lp

wi
,

where lp is the length of the packet. Intuitively, flow i can enjoy approximately α(v′
i − vi)

of its services.

Further, to distinguish real-time from non-real-time flows, we substitute α by a pa-

rameter αR for real-time flows, and by αN for non-real-time flows. We set αR > αN to

distinguish their priorities.
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Figure 6.3: The set-based weight compensation (SWC) scheme.

6.1.4 Compensation Scheme

When the selected flow i suffers from channel errors or it cannot satisfy the gradual

degradation condition, the Compensation Scheme will be invoked to arrange another flow

to receive this additional service (reflected by ES and CS in Fig. 6.2). In this case, lagging

flows should always have a higher priority over non-lagging flows to receive such services.

Next, we first discusses how to choose a lagging flow to receive ES/CS. Then we deal with

the case when all lagging flows are experiencing errors.

Dispatching ES and CS to Lagging Flows

The Compensation Scheme first tries to dispatch ES/CS to lagging flows. Here we propose

a Set-based Weight Compensation (SWC) scheme, as illustrated in Fig. 6.3. SWC first

classifies lagging flows into a real-time set LR and a non-real-time set LN . These two

sets are each further classifies into a seriously lagging set and a moderately lagging set.

Individual flows are at the bottom. The concept of weight is used to dispatch services to

these sets.

In order to dispatch ES/CS to LR and LN , we assoicate them with a weight WR

and WN , respectively. Normally, we would set WR > WN . In addition, a variable VR

(respectively, VN) is used to record the normalized ES/CS received by LR (respectively,
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LN). When both LR and LN contain error-free flows, the service will be given to LR if

VR ≤ VN , and to LN otherwise. When only one of LR and LN contains error-free flows,

the service will be given to that one, independent of the values of VR and VN . When LR

receives the service, VR is updated as

VR = min

{
VR +

lp
WR

,
WNVN + B

WR

}
, (6.4)

where lp is the length of the transmitted packet, and B is a system parameter to bound

the difference between VR and VN . Similarly, when LN receives the service, VN is updated

as

VN = min

{
VN +

lp
WN

,
WRVR + B

WN

}
. (6.5)

Note that to prevent the cases of VR � VN or VN � VR, which may cause LR or LN to

starve when the other set recovers from errors, we set a bound |WRVR − WNVN | ≤ B.

This gives the second term in the right-hand side of Eqs. (6.4) and (6.5).

The flows in LR are further classified into a seriously lagging set LS
R and a moderately

lagging set LM
R . We assign a real-time lagging flow i to LS

R if lagi

wi
≥ δ, where δ is a

system parameter. Otherwise, flow i is assigned to LM
R . Similarly, the flows in LN are also

classified into a seriously lagging set LS
N and a moderately lagging set LM

N . Again, services

are dispatched to sets LS
R, LM

R , LS
N , and LM

N according their weights W S
R , W M

R , W S
N , and

W M
N , respectively. To benefit seriously lagging flows, we set W S

R > W M
R and W S

N > W M
N .

Services are then dispatched to these sets similar to the earlier case (i.e., the service

distribution to LR and LN ). We use V S
R , V M

R , V S
N , and V M

N to record the services received

by these sets. Again a bound B is set to limit the differences between V S
R and V M

R and

between V S
N and V M

N .

At the bottom of SWC are four groups of individual flows of the same properties

(traffic types and lagging degrees). Here we dispatch ES/CS proportional to flows’ weights.

Specifically, for each flow i, we associate it with two compensation virtual times cS
i and

cM
i , which keep track of the normalized amount of ES/CS received by flow i when lagi

wi
≥ δ

and 0 < lagi

wi
< δ, respectively. When the scheduler chooses the seriously lagging set (LS

R

or LS
N ), it selects the error-free flow i with the smallest cS

i in the set to serve. Similarly,

when the scheduler chooses the moderately lagging set (LM
R or LM

N ), it selects the error-

free flow i with the smallest cM
i in the set to serve. When a lagging flow i receives such a

service, its compensation virtual times are updated as{
cS
i = cS

i + lp
wi

, if lagi

wi
≥ δ

cM
i = cM

i + lp
wi

, otherwise
.

When a flow i newly enters one of the sets LS
R, LM

R , LS
N , and LM

N or transits from one

set to another, we have to assign its cS
i or cM

i as follows. If flow i is seriously lagging (i.e.,
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lagi

wi
≥ δ), we set

cS
i =

{
max{cS

i , cSR
min}, if flow i is real-time

max{cS
i , cSN

min}, if flow i is non-real-time
.

Otherwise, we set

cM
i =

{
max{cM

i , cMR
min}, if flow i is real-time

max{cM
i , cMN

min}, if flow i is non-real-time
,

where cSR
min (respectively, cSN

min) is the minimum value of cS
j such that j ∈ LS

R (respectively,

j ∈ LS
N), and cMR

min (respectively, cMN
min ) is the minimum value of cM

j such that j ∈ LM
R

(respectively, j ∈ LM
N ). One exception is when the set LS

R/LS
N/LM

R /LM
N is empty, in which

case cSR
min/cSN

min/cMR
min/cMN

min is undefined. If so, we set cSR
min/cSN

min/cMR
min/cMN

min to the value of

cS
j /cM

j of the “last flow” j that left the set LS
R/LS

N/LM
R /LM

N .

In summary, SWC compensates more services to real-time flows and seriously lagging

flows, thus alleviating the queuing delays of these flows. In addition, SWC does not starve

other lagging flows since these flows can still share a fraction of ES/CS.

Dispatching ES to Non-lagging Flows

If there is no lagging flow selected in the previous stage (due to errors), the service will be

dispatched according to its original type. If the service comes from CS, it will be returned

back to the originally selected flow. Otherwise, the service (i.e., ES) will be given to

a non-lagging flow. The scheduler dispatches ES proportional to the non-lagging flows’

weights. In particular, each flow i is assigned with an extra virtual time fi to keep track

of the normalized amount of ES received by flow i when it is non-lagging (i.e., lagi ≤ 0).

When a backlogged flow i becomes error-free and non-lagging, fi is set to

fi = max{fi, min{fj | flow j is error-free, backlogged, and non-lagging; j �= i}}.

The scheduler selects the flow i with the smallest fi value among all error-free, backlogged,

and non-lagging flows to serve. When flow i receives the service, fi is updated as fi + lp
wi

.

An exception occurs when there is no selectable non-lagging flow, in which case this time

slot will simply be wasted.

6.1.5 Lag Redistributing Scheme

After a flow is served, if its queue state changes to unbacklogged and it is still lagging,

we will distribute its credit to other flows that are in debet and reset its credit to zero.

This is because the flow does not need the credit any more [126]. This is done by the Lag

Redistribution Scheme.
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The scheme examines the flow i that is actually served in this round. After the service,

if flow i’s queue becomes empty and lagi > 0, we will give its credit to other flows in debet

proportional to their weights. Specifically, for each flow k such that lagk < 0, we set

lagk = lagk + lagi × wk∑
lagm<0 wm

.

Then we reset lagi = 0.

6.2 The MR-FQ Algorithm

In this section, we propose our MR-FQ algorithm used in a multi-rate wireless environ-

ment.

6.2.1 System Model

The architecture of MR-FQ (refer to Fig. 6.4) is similar to that discussed in Section 6.1.1,

except that there is a MAC and transmission module that can transmit at n rates Ĉ1, Ĉ2,

· · · , and Ĉn, where Ĉ1 > Ĉ2 > · · · > Ĉn. This module also measures the current channel

condition to each sensor and determines the most appropriate rate to communicate with

that sensor (several works [8, 54, 99, 115] have addressed the rate selection problem, but

this is out of scope of this chapter). The information of the best rate is also reported

to the MR-FQ scheduler for making a decision. For simplicity, we assume that the data

aggregator has immediate knowledge of the best rate for each sensor. Note that this also

includes the worst case where the channel is too bad to be used, in which case we can

regard the best rate to be zero.

6.2.2 Service Fairness vs. Time Fairness

With the emergence of multi-rate communication, the concept of fairness may be defined

in two ways. One is service fairness, which means that the difference between services

received by any two flows should be bounded, and the other is time fairness, which means

that the difference between the amounts of transmission time of two any flows should be

bounded. Formally, let Φs
i (t1, t2) and Φt

i(t1, t2) be the amount of services and the amount

of time that a flow i receives/utilizes during the time interval [t1, t2), respectively. Then

for any two flows i and j, during any [t1, t2),∣∣∣∣Φs
i (t1, t2)

wi

− Φs
j(t1, t2)

wj

∣∣∣∣ ≤ σs, (6.6)
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Figure 6.4: The system architecture of MR-FQ.

holds if service fairness is desired, and∣∣∣∣Φt
i(t1, t2)

wi
− Φt

j(t1, t2)

wj

∣∣∣∣ ≤ σt, (6.7)

holds if time fairness is desired, where σs and σt are small, non-negative numbers.

We observe that in a single-rate environment, Eq. (6.6) and Eq. (6.7) are equivalent.

However, in a multi-rate environment, Eq. (6.6) and Eq. (6.7) may not be satisfied at the

same time. If service fairness is desired, then flows using lower rates will occupy more

medium time. On the contrary, if time fairness is desired, flows using higher rates will

transmit more data. The concept is illustrated in Fig. 6.5. Furthermore, when the rates

used by sensors exhibit higher variation, the tradeoff between service and time fairness is

more significant (solid line in Fig. 6.5). When the variation is lower, the tradeoff is less

significant (dashed line in Fig. 6.5). When the variation is zero, this degenerates to the

single-rate case (thick line in Fig. 6.5).

6.2.3 Scheduling Policy

Fig. 6.5 leads to the following guidelines in the design of MR-FQ. First, the concept of

virtual time is redefined based on the concept of time fairness. However, we differentiate

flows according to their lagging degrees. A flow is allowed to use a lower transmission

rate only if it is suffering from a higher lagging degree. In this way, we can take care of

service fairness. Thus the system performance would not be hurt when there exist too

many low-rate stations.
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Figure 6.5: The tradeoff between service fairness and time fairness.

Fig. 6.6 outlines the scheduling policy of MR-FQ. First, the active flow i with the

smallest virtual time vi is selected. If flow i is backlogged, the Rate Selection Scheme is

invoked to compute the best rate r to transmit for flow i. If the result is r ≤ 0, which

means either flow i has a bad channel condition or its current lagging degree does not

allow it to transmit (refer to Section 6.2.4 for details). Otherwise, if flow i is non-leading,

the head-of-line packet of flow i will be served. Then we update the virtual time of flow

i as follows:

vi = vi +

(
lp
wi

× Ĉ1

r

)
, (6.8)

where lp is the length of the packet. Note that the ratio Ĉ1

r
is to reflect the concept of

time fairness. The amount of increase in vi is inverse to the transmission rate r. Thus, if

a lower r is used, the less competitive flow i will be in the next round.

If flow i is over-served (i.e., leading), the Gradual Degradation Scheme is activated to

check if flow i is still eligible for the service (refer to Section 6.1.3). In case that flow i

has to give up its service due to an empty queue, a bad channel condition, or a rejection

decision by the Gradual Degradation Scheme, the service is transferred to the Multi-rate

Compensation Scheme to select another flow j to serve (refer to Section 6.2.5). If the

scheme fails to select any flow, this service is just wasted. If the scheme still selects flow

i to serve, then we send its head-of-line packet and update vi according to Eq. (6.8). If

another flow j (�= i) is selected, flow j’s packet is sent and the values of vi, lagi, and lagj

are updated according to Eqs. (6.1)–(6.3). Since flow i is not actually served, Eq. (6.1)

is equivalent to Eq. (6.8) with r = Ĉ1.

Whenever the scheduler serves any flow i, it has to check the queue size of flow i. If

flow i’s queue state changes to non-backlogged and it is still lagging, we distribute its

credit to other flows according to the rules in Section 6.1.5.

Below, we introduce the Rate Selection Scheme and Multi-rate Compensation Scheme
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in MR-FQ.

6.2.4 Rate Selection Scheme

When a backlogged flow i is selected, the Rate Selection Scheme is invoked to choose a

suitable transmission rate for flow i according to its lagging degree and channel condition.

The basic idea is to permit different ranges of transmission rates according to flow i’s

normalized lag (i.e., lagi

wi
). In order to help a seriously lagging flow to alleviate its huge

lag, we allow it to use a larger range of rates. Specifically, we set up n−1 levels of lagging

thresholds δ1, δ2, · · · , δn−1. A flow with a normalized lag exceeding δi is allowed to use a

rate as low as Ĉi+1, i ≤ n− 1. Fig. 6.7 shows the mapping of lagging degrees to allowable

transmission rates. If flow i’s current best rate falls within the allowable range, the rate

is returned. Otherwise, a negative value is returned to indicate a failure. For example, if

flow i satisfies δ2 < lagi

wi
≤ δ3 and its current best rate is Ĉ2, then Ĉ2 is returned. If the

current best rate is Ĉ5, then a negative value is returned.

lagging degrees Ĉ1 Ĉ2 Ĉ3 · · · Ĉn−2 Ĉn−1 Ĉn

lagi

wi
≤ δ1

√

δ1 < lagi

wi
≤ δ2

√ √

δ2 < lagi
wi

≤ δ3
√ √ √

...
...

δn−3 < lagi
wi

≤ δn−2
√ √ √ · · · √

δn−2 < lagi
wi

≤ δn−1
√ √ √ · · · √ √

δn−1 ≤ lagi
wi

√ √ √ · · · √ √ √

Figure 6.7: The mapping of lagging degrees to allowable transmission rates (indicated by

check marks) in the Rate Selection Scheme.

6.2.5 Multi-rate Compensation Scheme

When the selected flow i does not have a satisfactory channel condition or fails to pass the

Gradual Degradation Scheme, the Multi-rate Compensation Scheme is triggered (reflected

by additional services in Fig. 6.6). Fig. 6.8 shows how to dispatch additional services.

Flows are prioritized according to the following rules:

1. Lagging flows have a higher priority over non-lagging flows to receive such services.

2. Flows that can use higher rates to transmit have a higher priority over flows that

can only use lower rates.
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3. Among lagging flows of the same best rate, real-time flows and non-real-time ones

will share the services according to some ratio.

Note that the last rule is not applied to leading flows because such flows suffer no lagging.

additional services
high

priority
low

priority

C1 C2 Cn
. . .

. . .

C1 C2 Cn
. . .

. . .

high low
priority

set of real-time lagging flows

set of non-real-time lagging flows

lagging flows non-lagging flows

R R R RN N N

N

Figure 6.8: Dispatching additional services in the Multi-rate Compensation Scheme.

Next, we elaborate on the last rule. When dispatching additional services to lagging

flows (i.e., flows on the left-hand side in Fig. 6.8), we keep track of the services received

by real-time ones and non-real-time ones. Let LR = L1
R ∪ L2

R ∪ · · · ∪ Ln
R be the set of

real-time, lagging flows, and LN = L1
N ∪ L2

N ∪ · · · ∪ Ln
N the set of non-real-time, lagging

flows. To let real-time lagging flows receive more fraction of additional services without

starving non-real-time lagging flows, we assign weights WR and WN (system parameters)

to LR and LN , respectively, to control the fractions of additional services they already

received, where WR > WN . A virtual time VR (respectively, VN) is used to record the

normalized additional services received by LR (respectively, LN). Flows in Fig. 6.8 are

checked from left to right. When both Lk
R and Lk

N are non-empty, where 1 ≤ k ≤ n, the

service is given to LR if VR ≤ VN , and to LN otherwise. When only one of Lk
R and Lk

N

is non-empty, the service is given to that one, independent of the values of VR and VN .

When a flow in LR receives the service, VR is updated by Eq. (6.4). Similarly, when a

flow in LN receives the service, VN is updated by Eq. (6.5).

When the scheduler selects either Lk
R or Lk

N , it distributes additional services pro-

portional to the weights of flows in that set. Specifically, for each flow i, we maintain a

compensation virtual time ci to keep track of the normalized amount of additional services

received by flow i. The scheduler selects the flow i with the smallest ci to serve, and then

updates ci as

ci = ci +

(
lp
wi

× Ĉ1

Ĉk

)
,

Initially, when a flow i newly enters LR or LN , its ci is set to

ci = max{ci, min{cj | flow j belongs to the same set of flow i (LR or LN ); j �= i}}.
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If there is no lagging flow in the previous stage, the service is returned back to the

originally selected flow if it is a leading flow but rejected by the Gradual Degradation

Scheme. Otherwise, the services is given to a non-lagging flow that can use the highest

rate. In case of a tie, MR-FQ dispatches the services proportional to some weights.

Specifically, each flow i is assigned with an extra virtual time fi to keep track of the

normalized amount of additional services received by flow i when it is non-lagging (lagi ≤
0). When a backlogged flow i that can send packets becomes non-lagging, fi is set to

fi = max{fi, min{fj | flow j is backlogged, non-lagging and can send; j �= i}}.

The scheduler selects the flow i with the smallest fi to serve. When flow i receives the

service, fi is updated as

fi = fi +

(
lp
wi

× Ĉ1

r

)
,

where r is the current best rate for flow i.

6.3 Theoretical Analyses on Fairness and Delay Bounds

6.3.1 Analyses of TD-FQ

In this section, we analyze the fairness and delay properties of TD-FQ. Our analyses

rely on the following assumptions: (i) αR ≥ αN , (ii) WR ≥ WN , (iii) W S
R ≥ W M

R , (iv)

W S
N ≥ W M

N , and (v) B ≥ lmax, where lmax is the maximum length of a packet. The

complete proofs can be found in Appendix A.

Fairness Properties

Theorems 6.1–6.3 show the fairness property guaranteed by TD-FQ. Theorem 6.1 is for

flows of the same traffic type, while Theorem 6.2 is for flows of different types. Theorem 6.3

provides some bounds on differences of services received by LR, LN , LS
R, LM

R , LS
N , and

LM
N .

Theorem 6.1. For any two active flows i and j of the same traffic type, the difference

between the normalized services received by flows i and j in any time interval [t1, t2)

during which both flows are continuously backlogged, error-free, and remain in the same

state (leading, seriously lagging, moderately lagging, or satisfied) satisfies the inequality:∣∣∣∣Φi(t1, t2)

wi
− Φj(t1, t2)

wj

∣∣∣∣ ≤ β ·
(

lmax

wi
+

lmax

wj

)
,
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where Φi(t1, t2) represents the services received by flow i during [t1, t2), β = 3 if both flows

belong to the same lagging set (LS
R, LM

R , LS
N , or LM

N ) or both flows are satisfied, β = 3+αR

if both flows are real-time leading flows, and β = 3 + αN if both flows are non-real-time

leading flows.

Theorem 6.2. For any real-time flow i and non-real-time flow j, the difference between

the normalized services received by flows i and j in any time interval [t1, t2) during which

both flows are continuously backlogged, error-free, and remain leading satisfies the inequal-

ity: ∣∣∣∣Φi(t1, t2)

wi

− Φj(t1, t2)

wj

∣∣∣∣ ≤ 3 ·
(

lmax

wi

+
lmax

wj

)
+ 2αN

lmax

wj

. (6.9)

Theorem 6.3. The difference between normalized ES/CS received by any two lagging sets

in any time interval [t1, t2) during which both sets remain active satisfies the inequalities:

(1) for LR and LN :

∣∣∣∣ΦR(t1, t2)

WR

− ΦN(t1, t2)

WN

∣∣∣∣ ≤ B + lmax

WR

+
B + lmax

WN

,

(2) for LS
R and LM

R :

∣∣∣∣ΦS
R(t1, t2)

W S
R

− ΦM
R (t1, t2)

W M
R

∣∣∣∣ ≤ B + lmax

W S
R

+
B + lmax

W M
R

,

(3) for LS
N and LM

N :

∣∣∣∣ΦS
N (t1, t2)

W S
N

− ΦM
N (t1, t2)

W M
N

∣∣∣∣ ≤ B + lmax

W S
N

+
B + lmax

W M
N

,

where ΦR(t1, t2), ΦN (t1, t2), ΦS
R(t1, t2), ΦM

R (t1, t2), ΦS
N(t1, t2), and ΦM

N (t1, t2) represents

ES/CS received by LR, LN , LS
R, LM

R , LS
N , and LN

M during [t1, t2), respectively.

Delay Bounds

When a backlogged flow suffers from errors, it becomes lagging. Theorem 6.4 shows that

if a lagging flow becomes error-free and has sufficient service demand, it can get back all

its lagging services within bounded time.

Theorem 6.4. If an active but lagging flow i becomes error-free at time t and remains

backlogged continuously after time t, it is guaranteed that flow i will become non-lagging

(i.e., lagi ≤ 0) within time Δt, where

Δt ≤ (ε + 2lmax)

wmin(1 − αR)R̂
+ (m + 1 +



wmin
)
lmax

R̂
,

m is the number of active flows, R̂ is the transmission rate,  is the total weight of all

flows, R is the total weight of all real-time flows, N is the total weight of all non-real-
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time flows, wmin is the minimum weight of all flows, and

ε =
(WR + WN )(W S

R + W M
R )

WRW S
R

(
lagi(t)

wi

R + (
R

wi

+ m − 2)lmax + B

)
+

WR + WN

WR

(
δR + (

2R

wi
+ m − 1)lmax + B

)
if flow i is real-time, and

ε =
(WR + WN)(W S

N + W M
N )

WNW S
N

(
lagi(t)

wi
N + (

N

wi
+ m − 2)lmax + B

)
+

WR + WN

WN

(
δN + (

2N

wi

+ m − 1)lmax + B

)
if flow i is non-real-time.

6.3.2 Analyses of MR-FQ

In this section, we demonstrate that MR-FQ can guarantee fairness (including service

fairness and time fairness) and bounded delays for packet flows by mathematical analyses.

Our analyses rely on the following assumptions: (i) αR ≥ αN , (ii) WR ≥ WN , (iii)

B ≥ lmax, and (iv) ri ∈ {Ĉ1, · · · , Ĉn}, where ri is the transmission rate used by flow i. A

flow is called allowed-to-send if the Rate Selection Scheme returns a positive transmission

rate to it, and is called a candidate if it can use a higher rate compared to other flows

such that the scheduler may choose it to receive additional services in the Multi-rate

Compensation Scheme. Besides, we let rmin
i be the smallest transmission rate that flow i

has ever used during the nearest time interval when flow i is active. The complete proofs

can refer to Appendix B.

Fairness Properties

Theorems 6.5 and 6.6 show the service fairness guaranteed by MR-FQ. Theorem 6.5 is

for flows that have the similar conditions and Theorem 6.6 provides some bounds on

differences of services received by LR and LN . Theorem 6.7 shows the time fairness

guaranteed by MR-FQ.

Theorem 6.5. For any two active flows i and j, assume that both flows are continuously

backlogged and allowed-to-send, and remain in the same state (leading, lagging, or satis-

fied) during a time interval [t1, t2). Let rRSC and rMCS be the transmission rates used by

the these flows in the Rate Selection Scheme and the Multi-rate Compensation Scheme

during [t1, t2), respectively, where rRSC and rMCS are both in {Ĉ1, · · · , Ĉn}, and their

values do not change during [t1, t2). Then the difference between the normalized services
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received by flows i and j during [t1, t2) satisfies the following inequality:∣∣∣∣Φs
i (t1, t2)

wi
− Φs

j(t1, t2)

wj

∣∣∣∣ ≤ β · lmax

wi
+ γ · lmax

wj
,

where Φs
i (t1, t2) represents the services received by flow i during [t1, t2), and

(β, γ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

( rRSC

rmin
i

+ 1, rRSC

rmin
j

+ 1), if both flows are lagging but not candidates

( rRSC+rMCS

rmin
i

+ 1, rRSC+rMCS

rmin
j

+ 1), if both flows are lagging and candidates

( rRSC+rMCS

rmin
i

+ 1, rRSC+rMCS

rmin
j

+ 1), if both flows are satisfied

( rMCS+αRĈ1

rmin
i

+ 2, rMCS+αRĈ1

rmin
j

+ 2), if both flows are real-time leading flows

( rMCS+αN Ĉ1

rmin
i

+ 2, rMCS+αN Ĉ1

rmin
j

+ 2), if both flows are non-real-time leading flows

( rMCS

rmin
i

+ 2, rMCS+2αN Ĉ1

rmin
j

+ 2), if i and j are real-time and non-real-time

leading flows, respectuively.

.

Theorem 6.6. The difference between normalized additional services received by LR and

LN in any time interval [t1, t2) during which both sets remain active (i.e., there exists at

least one candidate in each set) satisfies the following inequality:∣∣∣∣ΦR(t1, t2)

WR
− ΦN (t1, t2)

WN

∣∣∣∣ ≤ B + lmax

WR
+

B + lmax

WN
,

where ΦR(t1, t2) and ΦN (t1, t2) are additional services received by LR and LN during

[t1, t2), respectively.

Theorem 6.7. For any two active flows i and j, the difference between the normalized

transmission time used by flows i and j in any time interval [t1, t2) during which both flows

are continuously backlogged and allowed-to-send, and remain in the same state (leading,

lagging, or satisfied) satisfies the following inequality:∣∣∣∣Φt
i(t1, t2)

wi
− Φt

j(t1, t2)

wj

∣∣∣∣ ≤ β · lmax

wi
+ γ · lmax

wj
,

where Φt
i(t1, t2) represents the transmission time used by flow i during [t1, t2), and

(β, γ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

( Ĉ1

rmin
i

+ 1, Ĉ1

rmin
j

+ 1), if both flows are lagging but not candidates

( 2Ĉ1

rmin
i

+ 1, 2Ĉ1

rmin
j

+ 1), if both flows are lagging and candidates

( 2Ĉ1

rmin
i

+ 1, 2Ĉ1

rmin
j

+ 1), if both flows are satisfied

( (αR+1)Ĉ1

rmin
i

+ 2, (αR+1)Ĉ1

rmin
j

+ 2), if both flows are real-time leading flows

( (αN+1)Ĉ1

rmin
i

+ 2, (αN +1)Ĉ1

rmin
j

+ 2), if both flows are non-real-time leading flows

( Ĉ1

rmin
i

+ 2, (2αN +1)Ĉ1

rmin
j

+ 2), if i and j are real-time and non-real-time

leading flows, respectuively.

.
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Delay Bounds

Theorem 6.8 shows that if a lagging flow which has sufficient service demand becomes

allowed-to-send and is always a candidate in the Multi-rate Compensation Scheme, it can

get back all its lagging services within bounded time.

Theorem 6.8. If an active but lagging flow i which remains backlogged continuously be-

comes allowed-to-send and is always a candidate in the Multi-rate Compensation Scheme,

it is guaranteed that flow i will become non-lagging (i.e., lagi ≤ 0) within time Δt, where

Δt <
(ε + 2lmax)

wmin(1 − αR)Ĉn

+

(
Ĉ1

Ĉn

(m +


wmin
) + 1

)
lmax

Ĉn

,

m is the number of active flows,  is the total weight of all flows, R is the total weight of

all real-time flows, N is the total weight of all non-real-time flows, wmin is the minimum

weight of all flows, and

ε =
WR + WN

WR

(
Ĉ1

Ĉn

(
R · lagi(t)

wi
+ (

2R

wi
+ m − 2)lmax) + 2lmax + B

)
,

if flow i is real-time, and

ε =
WR + WN

WN

(
Ĉ1

Ĉn

(
N · lagi(t)

wi

+ (
2N

wi

+ m − 2)lmax) + 2lmax + B

)
,

if flow i is non-real-time.

6.4 Experimental Results

In this section, we present some experimental results to verify the effectiveness of the pro-

posed TD-FQ and MR-FQ algorithms. In Section 6.4.1, we compare the packet dropping

ratios and queuing delays of real-time flows and the throughput of flows in TD-FQ and

CIF-Q. In Section 6.4.2, we verify the effectiveness of MR-FQ in a multi-rate environment.

In addition, we also evaluate the effect of time fairness property on MR-FQ.

6.4.1 Performance Evaluation of TD-FQ

Dropping Ratios and Delays of Real-time Flows

In the first experiment, we mix real-time and non-real-time traffics together. We observe

the packet dropping ratios and queuing delays of real-time flows in TD-FQ and CIF-Q,

respectively. Eight flows are used, as shown in Table 6.2. The first six flows are real-time

flows, which have two traffic models: constant-bit-rate (CBR) and ON-OFF model. The
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latter can be used to model a periodic event reported by sensors. The average durations

of ON and OFF states are set to 2.5 and 0.5 seconds, respectively. During ON period,

packets are generated with fixed intervals. No packet is generated during OFF period.

The last two flows are non-real-time flows without delay constraints, and their traffics

are modeled as greedy sources whose queues are never empty. As for error scenarios, we

use two parameters Pgood and Pbad to control the average time when the channel stays in

error-free and error states, respectively. The total channel capacity is set to 5 Mb/s. The

total simulation time in this experiment is 100 seconds.

Table 6.2: Traffic specification of the flows used in the first experiment in Section 6.4.1.

flow guaranteed bandwidth packet size error scenario

periodic1 64 Kb/s 2 Kb no error occurs

periodic2 32 Kb/s 1 Kb Pgood = 6 sec., Pbad = 1.5 sec.

periodic3 32 Kb/s 1 Kb Pgood = 5 sec., Pbad = 0.5 sec.

CBR1 512 Kb/s 2 Kb no error occurs

CBR2 256 Kb/s 1 Kb Pgood = 6 sec., Pbad = 1.5 sec.

CBR3 256 Kb/s 1 Kb Pgood = 5 sec., Pbad = 0.5 sec.

greedy1 2 Mb/s 4 Kb no error occurs

greedy2 2 Mb/s 4 Kb Pgood = 6 sec., Pbad = 1.5 sec.

For CIF-Q, we set α = 0.5, while for TD-FQ we set αR = 0.8 and αN = 0.2, respec-

tively. The weights assigned to lagging sets are WR : WN = 3 : 1, W S
R : W M

R = 3 : 1, and

W S
N : W M

N = 3 : 1. The packet dropping ratios and queuing delays of real-time flows are

shown in Fig. 6.9 and Fig. 6.10, respectively, where the packet dropping ratio is defined

as

Number of packets dropped because of exceeding their deadlines

Number of packet generated
,

where the deadline of a packet is set to twice of the packet inter-arrival time. From

Fig. 6.9 and Fig. 6.10, we can observe that the packet dropping ratios and queuing delays

of real-time flows in TD-FQ are smaller than those in CIF-Q, especially when the flows are

periodic traffic. This is because TD-FQ not only lets real-time flows give up less services to

compensate other lagging flows, but also gives more services to real-time lagging flows for

compensation. From this observation, we conclude that TD-FQ can alleviate the packet

dropping ratios and queuing delays of real-time flows as compared to CIF-Q.

Throughput of Flows

In the second experiment, we observe the throughput of flows in TD-FQ and CIF-Q. Four

flows are used, as shown in Table 6.3. The first two flows are real-time CBR flows, and the
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Figure 6.9: Packet dropping ratios of real-time flows.
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Figure 6.10: Average queuing delays of real-time flows.

last two flows are non-real-time greedy flows. Suffering from channel errors during [0, 15)

period, flows CBR2 and greedy2 will become active but lagging after the 15th second.

The other flows are all leading in this experiment. For CIF-Q, we set α = 0.5, while for

TD-FQ we set αR = 0.8, αN = 0.2, WR = 3, and WN = 1. The channel capacity in this

experiment is set to 2 Mb/s.

Table 6.3: Traffic specification of the flows used in the second experiment Section 6.4.1.

flow guaranteed bandwidth packet size error scenario

CBR1 1.25 Mb/s 4 Kb no error occurs

CBR2 1.25 Mb/s 4 Kb error occurs during [0,15) sec.

greedy1 2 Mb/s 8 Kb no error occurs

greedy2 2 Mb/s 8 Kb error occurs during [10,15) sec.

Fig. 6.11 shows the throughput of flows after the 16th second. We see that real-

time flows can receive more services in TD-FQ as compared to CIF-Q. This is because

TD-FQ favors real-time flows over non-real-time flows. However, the cost, as shown in

Fig. 6.11(b), is at lower throughput for non-real-time flows.
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Figure 6.11: Throughput of (a) real-time flows CBR1 and CBR2 and (b) non-real-time

flows greedy1 and greedy2.

6.4.2 Performance Evaluation of MR-FQ

Impact of a Multi-rate Environment

In the first experiment, we evaluate the impact of a multi-rate environment on our MR-

FQ method and other wireless fair scheduling algorithms. We mix real-time and non-

real-time flows together. We mainly observe the packet dropping ratios and the average

queuing delays of real-time flows and the average throughput of non-real-time flows. We

compare CIF-Q and TD-FQ with MR-FQ. CIF-Q and TD-FQ both assume that the

wireless channel is either in a good state or a bad state. We assume that the MAC

protocol can provide 11 Mb/s, 5.5 Mb/s, 2 Mb/s, and 1 Mb/s transmission rates. Ten

flows are used, as shown in Table 6.4. The first six flows are real-time flows, which

represent three traffic models: periodic, variable-bit-rate (VBR), and CBR traffics. The

average durations of ON and OFF periods of a periodic traffic are set to 2.5 and 0.5

seconds, respectively. For a VBR traffic, packets arrive in a Poisson fashion. The last

four flows are non-real-time greedy flows. For error scenarios, we also use Pgood and Pbad

to adjust the average time when a channel stays in good and bad states, respectively.

When the channel is in the good state, the flow can use 11 Mb/s to transmit. When the

channel is in the bad state, the best transmission rate that a flow can use in MR-FQ is

randomly selected from 5.5, 2, 1, and 0 Mb/s. However, both CIF-Q and TD-FQ simply

treat the channel is bad and no packet can be transmitted. The total simulation time in

this experiment is 30 minutes.

For CIF-Q, we set its parameter α = 0.5, while for TD-FQ and MR-FQ, we set their
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Table 6.4: Traffic specification of the flows used in the first experiment in Section 6.4.2.

flow guaranteed bandwidth packet size error scenario

periodic1 64 Kb/s 2 Kb Pgood = 8 sec., Pbad = 1.5 sec.

periodic2 32 Kb/s 1 Kb Pgood = 5 sec., Pbad = 1 sec.

VBR1 2 Mb/s 4 Kb Pgood = 8 sec., Pbad = 1.5 sec.

VBR2 1 Mb/s 2 Kb Pgood = 5 sec., Pbad = 1 sec.

CBR1 512 Kb/s 2 Kb Pgood = 8 sec., Pbad = 1.5 sec.

CBR2 256 Kb/s 1 Kb Pgood = 5 sec., Pbad = 1 sec.

greedy1 2 Mb/s 4 Kb Pgood = 9.5 sec., Pbad = 0.5 sec.

greedy2 2 Mb/s 4 Kb Pgood = 8 sec., Pbad = 1.5 sec.

greedy3 2 Mb/s 4 Kb Pgood = 5sec., Pbad = 1 sec.

greedy4 2 Mb/s 4 Kb Pgood = 3 sec., Pbad = 1 sec.

parameters αR = 0.8 and αN = 0.2, respectively. In TD-FQ, the weights assigned to

lagging sets are WR : WN = 3 : 1, W S
R : W M

R = 3 : 1, and W S
N : W M

N = 3 : 1. In MR-FQ,

we set WR : WN = 3 : 1. In addition, the values of δ1, δ2, δ3, and B in MR-FQ are set to

32, 64, 128, and 1024, respectively.

The packet dropping ratios and the average queuing delays of real-time flows are shown

in Figs. 6.12 and 6.13, respectively. We can observe that real-time flows have the highest

packet dropping ratios and average queuing delays when we apply CIF-Q to the scheduler.

This is because CIF-Q does not separate real-time flows from non-real-time flows and treat

all flows in the same way. Real-time flows then have to compete with non-real-time flows,

thus causing higher dropping ratios and queuing delays. The packet dropping ratios and

the average queuing delays of real-time flows in TD-FQ are smaller than those in CIF-Q

because TD-FQ gives higher priorities to real-time flows to reduce their queuing delays.

MR-FQ allows flows in a bad state to transmit packets using lower rates (if possible), so

the packet dropping ratios and the average queuing delays of real-time flows in MR-FQ

will be the smallest.

The similar effect can be observed in Fig. 6.14, where the average throughput of non-

real-time flows in MR-FQ are larger than those in CIF-Q and TD-FQ.

From this experiment, we can conclude that by considering multi-rate capability of a

wireless channel, the proposed MR-FQ method can reduce the packet dropping ratios and

average queuing delays of real-time flows and increase the overall system performance.
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Figure 6.12: Packet dropping ratios of real-time flows.
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Figure 6.13: Average queuing delays of real-time flows.
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Figure 6.14: Average throughput of non-real-time flows.

Time Fairness Property

In the second experiment, we evaluate the effect of time fairness property on MR-FQ.

Recall that there are two parts in MR-FQ that address the time fairness issue. One is

the Rate Selection Scheme, which chooses a suitable transmission rate for the selected

flow according to its lagging degree and channel condition. A flow is allowed to use a

lower rate for transmission only if it suffers from seriously lagging. Another is the ratio
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Ĉ1

r
used to update a flow’s virtual time, where r is the transmission rate used by the flow.

To observe the effect of time fairness property, we design a modified version of MR-FQ

that does not consider the time fairness property. This modified version removes the Rate

Selection Scheme and updates a flow i’s virtual time as vi = vi + lp
wi

, ci = ci + lp
wi

, and

fi = fi + lp
wi

, where lp is the length of the packet being transmitted. We mainly observe

the total services received by flows and the total medium time used by flows. Two greedy

flows are used, as shown in Table 6.5. The total simulation time in this experiment is 100

seconds.

Table 6.5: Traffic specification of the flows used in the second experiment in Section 6.4.2.
flow guaranteed bandwidth packet size error scenario

greedy1 6 Mb/s 8 Kb Pgood = 10 sec., Pbad = 1 sec.

greedy2 6 Mb/s 8 Kb Pgood = 4 sec., Pbad = 2.5 sec.
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Figure 6.15: Total services received by the two greedy flows: (a) MR-FQ and (b) MR-FQ

without considering time fairness.
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Figure 6.16: Total medium time used by the two greedy flows: (a) MR-FQ and (b) MR-FQ

without considering time fairness.
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Figs. 6.15 and 6.16 show the total services received and the total medium time used

by these two greedy flows, respectively. Since the channel condition of the flow greedy1

is better than that of the flow greedy2, MR-FQ will let the flow greedy1 receive more

services, as shown in Fig. 6.15(a). However, the medium time used by both flows are

the same in MR-FQ, as shown in Fig. 6.16(a). On the contrary, although the modified

version of MR-FQ can achieve better service fairness (as shown in Fig. 6.15(b)), it makes

the flow greedy2 occupy too much medium time, as shown in Fig. 6.16(b). Since the

flow greedy2 has a worse channel condition, it will often use lower transmission rates to

send packets, thus causing a longer transmission time. By comparing Fig. 6.15 (a) and

(b), we can observe that the total services received by the flow greedy1 in the modified

version of MR-FQ are quite lower than that in MR-FQ. This reflects the fact that if we do

not consider the time fairness issue, the flows using lower transmission rates will degrade

the amount of services received by other flows, and thus decreasing the overall system

performance.

6.5 Summary

In this chapter, we have proposed two fair scheduling algorithms for data aggregators to

manage reporting from sensor nodes. The proposed TD-FQ algorithm takes traffic types

of flows into consideration and gives a higher priority for real-time flows to reduce their

queuing delays. Although TD-FQ benefits real-time flows, it does not starve non-real-

time flows. By taking both time fairness and service fairness into account, the proposed

MR-FQ algorithm allows a flow to transmit at different rates according to its channel

condition and lagging degree. MR-FQ not only increases the overall system throughput,

but also guarantees fairness and bounded delays for flows. In this chapter, we have

analytically derived the fairness properties and delay bounds of TD-FQ and MR-FQ.

Simulation results have also shown that TD-FQ incurs less packet dropping for real-

time flows when compared with CIF-Q, while MR-FQ has a larger throughput of flows

compared with both CIF-Q and TD-FQ when multi-rate transmissions are allowed.
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Chapter 7

Implementation of a Mobile Sensor Plat-

form: the iMouse System

Wireless mobile sensor networks provide us a convenient manner to monitor physical

environments. It can be an attractive research direction to integrate the context-aware

capability of such network into a surveillance system . In this chapter, we therefore propose

an integrated mobile surveillance and wireless sensor (iMouse) system. The iMouse system

is composed of a large number of static sensors and a small number of more powerful

mobile sensors. The former can be used to detect unusual events in the environment,

while the latter is able to visit the event locations reported from static sensors to conduct

more advanced analyses of events. The iMouse system is thus a mobile, context-aware

surveillance system. We demonstrate our current prototyping system for a home/office

security application.

7.1 Motivation

One of the major goals of this chapter is to study the possibility to integrate wireless

sensor networks into surveillance systems. Most of traditional visual surveillance systems

handle the real-time monitoring of stationary and moving objects in the environment.

In particular, the chief goal of these systems is to provide an automatic interpretation

of scenes and thus to realize or even predict actions of the observed objects from the

information obtained from wall-board cameras or closed circuit television (CCTV) [116].

For example, the work in [38] proposes a video-based surveillance network. In such a

surveillance network, the information gathered by each video camera will be transmitted

through an IEEE 802.11 WLAN1 card. The similar issue has also been addressed in

1wireless local area network
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the field of robotics [55, 67, 68], which discuss how to navigate a robot by the visual

information provided from cameras installed on walls. Specifically, with these information,

the server (or the robot itself) can recognize the stationary obstacles or humans in the field,

so that the robot can bypass these obstacles. However, the aforementioned surveillance

systems have to extract the relatively little meaningful information from massive visual

messages, which requires a large amount of manpower or computation to analyze.

As for wireless sensor networks, the issue of object/event tracking has been widely

discussed [5, 47, 60, 65, 72, 129]. Most of these works consider that the intrusive object

will emit some signals such as light or sound, or the object itself is a phenomenon (e.g.,

chemical liquid or diffused gas [60]). However, events described by sensor nodes are

typically quite brief and lack of more in-depth information. This motivates us to study

the possibility to combine surveillance systems with wireless sensor networks to support

intelligent surveillance services.

7.2 The System Architecture

The system architecture of our iMouse system is illustrated in Fig. 7.1. This system is

composed of a large number of static sensors, a small number of mobile sensors, and a

control server. These static sensors form a sensor network to monitor the environment

and they will notify the server if there are events occurring. When something unusual

is reported from static sensors, the server will dispatch mobile sensors to visit these

emergency sites. The mobile sensors will then move to these sites and conduct more in-

depth analyses of events. In the following, we detail each system component separately.

Each static sensor is composed of a sensing board and a Mote. The former is used to

collect information from the environment, while the latter is used to communicate with

other sensors. In our current implementation, three kinds of sensing data can be gathered,

including light, sound, and temperature. An event is defined when the sensory input is

higher or lower than a predefined threshold, depending on the type of sensing data and the

application. Different sensory inputs can be combined to define a new event. For example,

a combination of light and temperature thresholds can be used to define a potential fire

emergency. To detect an explosion, a combination of temperature and sound thresholds

can be adopted. For home/office security, an unusual sound or light may be used. More

sophisticated sensing devices can be added to increase the capabilities of static sensors.

To conserve the energies of static sensors, reporting of events is reactive, in the sense that

static sensors will report their sensing data only when they detect some specified events.

Each mobile sensor has the following functionalities:

• Receive commands from the server and then move to the specified emergency sites.
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Figure 7.1: The system architecture of the proposed iMouse system.
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Figure 7.2: The mobile sensor in our iMouse system.

• Exchange messages with neighboring static or mobile sensors.

• Take snapshots from the vicinity of event locations.

• Transmit snapshots and analyzed data to the server.

To implement the aforementioned functions, each mobile sensor is equipped with a process-

ing platform (called Stargate), which is connected with a Lego car, a Mote, a WebCam,

and an IEEE 802.11 WLAN card, as illustrated in Fig. 7.2. The Lego car provides mo-

bility for the mobile sensor. The Mote is used to communicate with other static sensors.

The WebCam is used to take snapshots around the emergency sites. To support a larger

communication range and a higher bandwidth, the 802.11 WLAN card is used to commu-

nicate with other mobile sensors and to report visual information to the server. Finally,

the Stargate is the processing unit of the mobile sensor, which controls the actions of the

mobile sensor (such as movement and taking snapshots) according to the messages read

from the Mote or WLAN interface.

The control server coordinates all the system components in the iMouse system. It

acts as a remote sink to collect information (such as the locations of events) from the static

sensors and then dispatches mobile sensors according to the received information. This

server also provides a user interface to help people access the statuses of the environment

(e.g., locations and snapshots of events) and issue commands to the system. The users

can communicate with the server through the Internet.

Next, we present a fire emergency scenario to demonstrate how the iMouse system

works, as shown in Fig. 7.1. In the beginning, the control server issues a command to
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make static sensors form a spanning tree to build up the network and to monitor the

environment. Suppose that static sensors A and C have reported unusual high temper-

atures and are thus suspected of fire emergency in their vicinity. Once receiving such

reports, the server will notify the users and then dispatch mobile sensors to visit these

emergency sites. After moving to A and C, the mobile sensors will take snapshots in their

neighborhoods and send these pictures back to the server for further actions2.

7.3 Design of the iMouse System

7.3.1 System Operations and Control Flows

Below, we detail the operations and control flows of each system component separately.

The control server periodically broadcasts a tree-maintenance message to maintain the

sensor network. The server also records each static sensor’s location (which can be ob-

tained when deployment) and its status, which is set to normal initially. When the server

receives a status-change message from a static sensor, if the static sensor’s current status

is normal, then it means that there is a new event occurring and thus the server will

set this static sensor’s status as abnormal and then dispatch mobile sensors to visit this

emergency site (i.e., the static sensor). Otherwise, the server will reset the static sensor’s

status as normal, in the sense that the old event has disappeared. To manage mobile

sensors, the server maintains a mobile sensor table, with each entry having a format of

〈mobile sensor’s ID, current location, visiting sites〉, where the last two items indicate the

current location of the corresponding mobile sensor and the emergency sites that it has

to visit, respectively. The server will dispatch mobile sensors according to this table. In

particular, the server will first select the mobile sensors whose visiting sites are empty

(i.e., no mission assigned), and assign an emergency site to the mobile sensor whose cur-

rent location is closest to it. After the assignment, the server will send a visit message to

the mobile sensors with the locations that they have to visit.

Each static sensor executes the procedure in Fig. 7.3. Specifically, a static sensor will

wait for messages from the server or other sensors and then conduct actions according

to the received message. A tree-maintenance message will command the static sensor to

check if its parent node is null (or has expired). If the parent node is null, the static sensor

will set the sender as its tree parent. It then rebroadcasts the tree-maintenance message

to its neighbors. To distinguish new from old messages, each tree-maintenance message is

associated with a unique sequence number. The objective is to maintain a spanning tree

2For example, the user can determine whether this event is a false alarm or a true fire emergency and

thus decide to call the firemen if needed.
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Figure 7.3: The procedure executed by the static sensors.

of the network to collect information from the environment. To determine if the current

status changes from the sensory input, each static sensor keeps an event flag, which is

initially set to false, to indicate whether it has detected an event or not. The static

sensors will decide whether to report a status-change message to the server according to

Table 7.1, which reflects an XOR relationship of whether to detect an event and the value

of event flag. Using the event flag can help reduce communication overheads of static

sensors since events usually occur in a non-short period and the static sensors do not

need to continuously report to the server during the occurrence of events.

detect event event flag Does the static sensor need to report a status-change message?

true true No (This is an old event that has been reported before.)

true false Yes (This is a new event.)

false true Yes (The old event has disappeared.)

false false No (Nothing happens.)

Table 7.1: Decision of whether to report a status-change message.

Fig. 7.4 illustrates the procedure executed by mobile sensors. On receiving the server’s

visit message, which contains the emergency sites that it has to visit, the mobile sensor can

use the modified version of approximate traveling-salesman algorithm [97] APPROX-TSP-

TOUR in Fig. 7.5 to compute its patrolling path. During the movement, two neighboring
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mobile sensors will exchange their current locations with each other to avoid potential

collision. In particular, when two mobile sensors want to pass the same location, the

one with a larger ID can always have the highest priority to move through that location

while the one with a smaller ID has to wait. When the mobile sensor move to a specified

emergency site, it will take snapshots in the vicinity and saves the pictures in its Stargate’s

flash memory. The mobile sensor also notifies the server of the emergency site that it

currently visits to make the server update its current location. This notification will be

transmitted through the static sensor network to make sure that the server can receive the

message. After visiting all emergency sites assigned by the server, the mobile sensor will

move into the WLAN communication range of the server to transmit the pictures of all

visited emergency sites that it has taken, and the server will also update the corresponding

entry in its mobile sensor table.

7.3.2 Implementation Details and User Interface

In this section, we report our prototyping experiences of the proposed iMouse system.

We adopt the MICAz Motes [25] as the static sensors. The MICAz is an IEEE 802.15.4-

compliant [66] Mote module enabling low-power operations and providing a data rate of

250 kbps with a DSSS3 radio in 2.4 GHz frequency band. For mobile sensors, we use

the Stargate [26] as their processing platforms. The Stargate contains a 32-bits, 400-MHz

Intel PXA-255 XScale RISC processor with a 64 MB main memory and a 32 MB extended

flash memory. It also has a daughter board with a PCMCIA slot, an RS-232 serial port,

a USB port, and a 51-pin extension connector, which can be attached to a Mote. The

Stargate can drive a WebCam through its USB port, and an IEEE 802.11 WLAN card

through its PCMCIA slot. The Stargate controls the Lego car [84] through a USB port

connected to a Lego infrared tower, as shown in Fig. 7.2. The Lego car has an infrared

ray receiver in the front to receive commands from the infrared tower, and two motors on

the bottom to provide mobility. The Lego car also contains a light detector, and we use

it for the navigation purpose. Specifically, this can be realized by different colors of the

tapes that we stick on the ground. This mechanism also helps a mobile sensor localize

itself in the sensing field.

In our current prototyping system, an experimental 6 × 6 grid-like sensing field is

implemented, as shown in Fig. 7.6. On the ground, we stick black tapes as the roads and

golden tapes as the intersections. Two mobile sensors and 17 static sensors are placed on

the sensing field to construct the system. For static sensors, a light reading below 800

is to simulate an event, so we can cover a static sensor with a box to model a potential

3Direct Sequence Spread Spectrum
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Figure 7.4: The procedure executed by the mobile sensors.

algorithm APPROX-TSP-TOUR

Input: G = (V,E): a complete graph, where V is the set of visiting sites

Output: a Hamiltonian path to visit all sites

1: select the nearest site as the root vertex;

2: find the minimum spanning tree T in G from the root s;

3: let L be the list of verities visited in a pre-order tree of T;

4: return the Hamiltonian path P that visits the vertices in the order L;

s V�

Figure 7.5: The approximate traveling-salesman algorithm APPROX-TSP-TOUR.

129



Figure 7.6: A 6 × 6 grid-like sensing field in prototyping system.

emergency.

At the control server, we design a user interface to help users monitor the statuses

of the system and control the actions of mobile sensors, as shown in Fig. 7.7. The user

interface consists of the following components.

• Configure area: The configure area is used to set up the system parameters, such

as mobile sensors’ IP addresses, ports, and sensors’ positions.

• System-command area: The system-command area provides an interface to let

users issue commands to control the system, such as sending a tree-maintenance

message to the static sensors, adjusting the network’s topology, and connecting or

disconnecting a specified mobile sensor.

• Sensor-status area: The sensor-status area illustrates the current status of the

static sensor being queried.

• Action-control area: The action-control area is used to control the actions of a

specified mobile sensor, such as changing the moving direction of the mobile sensor

and commanding it to take snapshots.

• Monitoring area: The monitor area illustrates the network topology of the static

sensor network and the patrolling paths of mobile sensors. When a static sensor has

detected an event, there will be a fire icon shown in the corresponding location.

• Log area: The log area provides some status messages of the system.
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Figure 7.7: The user interface at the control server.

7.4 Experimental Results

In this section, we present some experimental results to evaluate the dispatch time of

mobile sensors. In our current implementation, the dispatch time of a mobile sensor to

visit an emergency site is determined by the following three times:

• The time that a mobile sensor needs to move one grid-unit (approximates to 26 cm).

• The time that a mobile sensor needs to turn its direction with an angle of 90 degrees.

• The time that a mobile sensor needs to take snapshots and report to the server.

We measure the averages values of these three times with our system as 2.5, 2.2, and 4.0

seconds, respectively.

Fig. 7.8 shows the experimental results of our prototyping system, where the two

mobile sensors are initially placed at locations (0, 0) and (5, 5), respectively. The total

dispatch time of a mobile sensor is calculated from the time that the server is notified

with events to the time that the mobile sensor visits all event locations and reports its

analyzed data, while the average waiting time of an emergency site is calculated from

the time that an event is detected by the static sensor to the time that a mobile sensor
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Figure 7.8: Experimental results of our current prototyping system: (a) total dispatch

time of mobile sensors and (b) average waiting time of emergency sites.

moves to the event’s location. From Fig. 7.8, we can observe that by adding more mobile

sensors, both the dispatch time and waiting time can be greatly reduced.

To evaluate the dispatch time of mobile sensors under more larger scenarios, we setup

four grid-size of sensing fields in the simulations: 30×30, 60×60, 90×90, and 120×120.

Note that a 30×30 grid-size of sensing field approximately has a 7.5m × 7.5m area, which

approximates to a room’s area. In the simulations, event locations and mobile sensors’

initial locations are randomly selected inside the sensing field, but any two events will

not appear in the same place simultaneously. The number of events and mobile sensors

increases proportionally to the size of the sensing field. For each experiment, we repeat

100 rounds and take their averages. Note that in the end of each round, mobile sensors

will stay in their last-visiting locations.
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Fig. 7.9 shows the total dispatch time of mobile sensors under different grid-size of

sensing fields. The dispatch time increases as the number of events increases, but the

gaps decrease as we increase the number of mobile sensors. In addition, when the number

of events is fixed, the dispatch time decreases as the number of mobile sensors increases.

However, such trend becomes smoother when the number of mobile sensors becomes

larger. This phenomenon can help us to select the suitable number of mobile sensors

under different grid-size of sensing fields.

7.5 Summary

In this chapter, we have proposed the iMouse system that combines both the wireless

mobile sensor networks and surveillance technologies to support intelligent mobile surveil-

lance services. On one hand, the mobile sensors can improve the weakness of traditional

static sensor networks that they can only provide rough description of the environment

by including mobile cameras to conduct more advanced analyses of events. On the other

hand, the wireless sensor network introduces the context-aware capability to the surveil-

lance system. Thus, the overheads of traditional visual surveillance systems can be greatly

reduced since the real important video sections or images can be immediately retrieved

and proactively sent to the users.
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Figure 7.9: Total dispatch time of mobile sensors under different sizes of sensing fields:

(a) 30×30 grid-size, (b) 60×60 grid-size, (c) 90×90 grid-size, and (d) 120×120 grid-size.
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Chapter 8

Conclusions and Future Directions

8.1 Conclusions

In this dissertation, we have studied the three issues of deployment, dispatch, and packet-

scheduling in a mobile wireless sensor network. For the deployment issue, we have first

proposed systematical solutions for general sensor placement and dispatch problems. Our

solution to the sensor placement problem allows the deployed region as an arbitrary-

shaped polygon possibly with obstacles, so the results can be adopted to an indoor en-

vironment. Our solution also allows an arbitrary relationship of sensors’ communication

distances and their sensing distances. We have verified that the proposed placement

scheme requires fewer sensors to guarantee full coverage of the deployed region and con-

nectivity of the network as compared with the coverage-first and connectivity-first schemes

in different shapes of deployed regions. Moreover, we have proposed two energy-efficient

dispatch algorithms to help deploy sensors in a way that sensors can move to the target

locations determined by our placement scheme.

We have further developed systematical solutions to the k-coverage sensor placement

and distributed dispatch problems. Our solutions to the k-coverage placement problem

allow the relationship of sensors’ communication distances and their sensing distances as

arbitrary. We have shown that the interpolating placement scheme can use fewer sensors

to ensure k-coverage of the deployed region and connectivity of the network as compared

with the intuitive duplicate scheme. Our solutions to the distributed dispatch problem

are based on a competitive nature in a distributed network. Simulation results have

shown that the competition-based dispatch scheme performs better than the pattern-based

dispatch scheme. However, the performance of pattern-based scheme can approximate to

that of the competition-based scheme if there are more than 40% target locations selected

as the seed locations.
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For the dispatch issue, we have designed an efficient dispatch method to schedule

mobile sensors to visit event locations in a hybrid sensor network with the purpose of

maximizing the system lifetime. Our dispatch method can balance the moving distances

of mobile sensors while conserve their energies as much as possible, and thus avoiding

the early-exhausted mobile sensors burdening other still alive ones. Our dispatch method

is general in which the numbers of event locations and mobile sensors can be arbitrary.

When the number of event locations is not larger than that of mobile sensors, we transform

the dispatch problem into a maximum matching problem in a weighted bipartite graph.

Otherwise, we propose efficient clustering schemes to group event locations so that the

previous matching approach can be adopted. Simulation results have shown that by

considering the load-balance of mobile sensors, our proposed dispatch method can prolong

the system lifetime compared with the dispatch method that simply maximizes the total

remaining energy of mobile sensors during each one-round dispatch.

For the packet-scheduling issue, we have proposed TD-FQ and MR-FQ algorithms for

data aggregators to manage the messages reported from sensors. TD-FQ is developed for

a single-rate wireless environment, and it takes traffic types of flows into account when

scheduling packets. TD-FQ alleviates the queuing delays of real-time flows by giving them

a higher priority, but it still guarantees the fairness among flows so that non-real-time

flows will not be starved. MR-FQ is developed for a more complicated multi-rate wireless

environment. It can adjust flows’ transmission rates based on their channel conditions and

lagging degrees. In MR-FQ, when a flow is more serious lagging, it is allowed to use a lower

rate to transmit its packets, if its channel condition is not good. With this differentiation,

MR-FQ can guarantee the fairness property among flows’ transmissions while improves

the system performance. In this dissertation, we have derived the fairness properties and

delay bounds of TD-FQ and MR-FQ by mathematical analyses. Simulation results have

also verified their effectiveness.

Finally, in this dissertation we have implemented a mobile sensor platform called

the iMouse system. This system combines the mobile wireless sensor networks with the

surveillance technologies to support intelligent mobile surveillance services. On one hand,

the mobile sensors can help improve the weakness of traditional static sensor networks

that they only provide rough information of the environment by including mobile cameras

to conduct more in-depth analyses of events. On the other hand, the wireless sensor

network can provide the context-aware capability to the surveillance system. Thus, the

overheads of traditional visual surveillance systems can be reduced because the real critical

information can be immediately sent to the users. In this dissertation, we have reported

the prototyping experiences of our iMouse system. We have also analyzed the dispatch

time of mobile sensors by simulations.
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8.2 Future Directions

Based on the research results presented in this dissertation, several issues worth further

investigation are summarized as follows:

• Deploy sensors in a real world: In this dissertation, we assume that an obstacle

may disconnect two sensors and diminish the coverage of a sensor. However, in a

real situation, this depends on the materials, thickness, and possibly location of the

obstacle. In addition, the signal strength also affects the connectivity between two

sensors and the covered area of a sensor. Thus, it deserves to investigate how to

further improve our deployment solution to fit for a real world.

• Multi-type sensor deployment: Most sensor deployment schemes are based on

the assumption that the deployed sensors are homogenous. Reference [19] provides

a way to deploy a sensor network with two different types (i.e., cost and sensing

distance) of sensors by a grid-based structure. This provides us a research direction

to further investigate how to efficiently deploy a multi-type sensor network, where

the sensors can have different properties, such as sensing distances, communication

distances, costs, and sensing types.

• Sensor dispatch with other issues: In our sensor dispatch algorithm, we focus

on how to conserve the mobile sensors’ energies so that the system lifetime can

be extended. However, several issues can be also taken into consideration when

dispatching mobile sensors. For example, each event location can be associated

with a delay constraint and mobile sensors have to visit these locations before their

deadlines expire. Besides, the dispatch problem in a multi-type sensor network is

worth further investigation. In such problem, sensors are assumed to have multiple

sensing capabilities and different types of events will appear in the sensing field.

When an event with certain type occurs, we can only dispatch those mobile sensors

that can detect the corresponding type of event to visit that event location.

• Hierarchical packet scheduling architecture: In this dissertation, we have

proposed TD-FQ and MR-FQ for data aggregators to manage the messages reported

from neighboring sensors. However, the management of packet flows between the

data aggregators and the sink deserves further investigation. In this case, we have

to consider the fairness and delay bounds of flows along the whole pathes from

sensors to the sink, rather than just the one-hop distance from sensors to the data

aggregator.
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• Improvement of the iMouse system: In this dissertation, we have reported how

we prototyped the iMouse system. We believe that this prototype can be further

improved or extended in several ways. First, the grid-like patrolling paths of mobile

sensors should be further improved. Second, the coordination among mobile sensors,

especially when they are on-the-road, can be exploited. Third, how to utilize mobile

sensors to improve the network topology deserves further investigation.

In this dissertation, we have address the deployment, dispatch, and packet-scheduling

issues in mobile wireless sensor networks. We have not only proposed several schemes

to solve these problems, but also implemented a prototyping mobile sensor platform.

Hopefully these research results presented in this dissertation can be served as useful

foundations for future study in the field of mobile wireless sensor networks and thus

motivates other researchers to develop more solutions in this field.
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Appendix A

Theoretical Analyses of TD-FQ

In this appendix, we analyze the fairness and delay properties of TD-FQ proposed in

Section 6.1. Our proof relies on the following assumptions: (i) αR ≥ αN , (ii) WR ≥ WN ,

(iii) W S
R ≥ W M

R , (iv) W S
N ≥ W M

N , and (v) B ≥ lmax, where lmax is the maximum length of

a packet.

A.1 Fundamental Lemmas

Lemmas A.1–A.3 show that there are bounds on the differences between virtual times

(vi’s), extra virtual times (fi’s), and compensation virtual times (cS
i ’s and cM

i ’s) of two

any active flows.

Lemma A.1. Let vi(t) be the virtual time of flow i at time t. For any two active flows i

and j such that t ≥ 0, we have

− lmax

wj
≤ vi(t) − vj(t) ≤ lmax

wi
. (A.1)

Proof. This proof is by induction on t.

Basic step: When t = 0, all virtual times are zero, so Eq. (A.1) holds trivially.

Induction step: Suppose that at time t, Eq. (A.1) holds. Let t + Δt be the nearest

time when any flow changes its virtual time. We want to prove Eq. (A.1) for time t + Δt.

Observe that a flow’s virtual time may be updated in two cases: (1) it is selected by the

scheduler and the service does not become a lost service, and (2) it becomes active.

In case (1), let flow i be selected by the scheduler. Then its virtual time becomes

vi(t + Δt) = vi(t) +
lp
wi

,
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where lp is the length of the packet being transmitted (not necessarily flow i’s). By

TD-FQ, it follows that vi(t) ≤ vj(t), for all j ∈ A. Since vi is increased, by induction

hypothesis, we have

− lmax

wj
≤ vi(t + Δt) − vj(t) = vi(t + Δt) − vj(t + Δt).

Further, since vi(t) ≤ vj(t), we have

vi(t + Δt) − vj(t + Δt) =

(
vi(t) +

lp
wi

)
− vj(t) ≤ lp

wi
≤ lmax

wi
.

So Eq. (A.1) holds at t + Δt.

In Eq. (A.1), if flow j is selected by the scheduler, then vi(t + Δt) − vj(t + Δt) ≤ lmax

wi

holds trivially. Further,

vi(t + Δt) − vj(t + Δt) = vi(t) −
(

vj(t) +
lp
wj

)
≥ − lp

wj

≥ − lmax

wj

.

So Eq. (A.1) still holds at t + Δt.

In case(2), suppose that flow i becomes active at t + Δt. By TD-FQ, vi(t + Δt)

is set to max{vi(t), mink∈A−{i}{vk(t + Δt)}}. If vi(t + Δt) = mink∈A−{i}{vk(t + Δt)},
then Eq. (A.1) holds trivially . Otherwise, vi(t + Δt) = vi(t), which means that vi(t) ≥
mink∈A−{i}{vk(t + Δt)}. So we have

vi(t + Δt) − vj(t + Δt) ≥ min
k∈A−{i}

{vk(t + Δt)} − vj(t + Δt) ≥ − lmax

wj

.

Since the virtual time is non-decreasing, we have

vi(t + Δt) − vj(t + Δt) ≤ vi(t) − vj(t) ≤ lmax

wi

.

So Eq. (A.1) holds at t + Δt. When flow j (instead of i) becomes active, the proof is

similar, so we can conclude the proof. �

Because TD-FQ updates fi, cS
i , and cM

i similarly to that of the vi, proofs of the next

two lemmas are similar to that of Lemma A.1. So we omit the proofs.

Lemma A.2. Let fi(t) be the extra virtual time of flow i at time t. For any two active

flows i and j such that t ≥ 0, we have

− lmax

wj
≤ fi(t) − fj(t) ≤ lmax

wi
.

Lemma A.3. Let cS
i (t) and cM

i (t) be the compensation virtual times of flow i at time t.

For any two active flows i and j which have the same traffic type (real-time or non-real-

time) such that t ≥ 0, we have{
− lmax

wj
≤ cS

i (t) − cS
j (t) ≤ lmax

wi
, if both flows are seriously lagging

− lmax

wj
≤ cM

i (t) − cM
j (t) ≤ lmax

wi
, if both flows are moderately lagging

.
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Lemma A.4 shows that there is also a bound on the difference between the normalized

services received by a leading flow i (i.e., gi) and the maximum amount that the flow can

receive (i.e., αivi).

Lemma A.4. Let gi(t) be the value of gi at time t. For any flow i that is error-free,

backlogged, and leading during the time interval t ∈ [t1, t2), we have

(α − 1)
lmax

wi

≤ αvi(t) − gi(t) ≤ α
lmax

wi

, (A.2)

where α = αR if flow i is a real-time flow, and α = αN otherwise.

Proof. The proof is by induction on time t ∈ [t1, t2).

Basic step: When t = t1, flow i just becomes leading, and the Gradual Degradation

Scheme will set gi(t) = αvi(t), so the lemma is trivially true.

Induction step: Suppose that at time t, the lemma holds. Observe that vi and/or gi

change only when flow i is selected. So we consider two cases: (1) flow i is actually served,

and (2) another flow j �= i is served. Let t + Δt ≤ t2 be the nearest time that vi and/or

gi are updated. We want to prove that the lemma still holds at t + Δt.

Based on TD-FQ, case (1) occurs only when gi(t) ≤ αvi(t), so we have

αvi(t + Δt) − gi(t + Δt)

= α

(
vi(t) +

lp
wi

)
−
(

gi(t) +
lp
wi

)
= (α − 1)

lp
wi

+ αvi(t) − gi(t) ≥ (α − 1)
lmax

wi
,

where lp represents the length of the packet being transmitted.

Case (2) implies gi(t) > αvi(t). Also, vi is updated but gi is not. So we have

αvi(t + Δt) − gi(t + Δt) = α(vi(t) +
lp
wi

) − gi(t) < α
lp
wi

≤ α
lmax

wi

. �

Lemma A.5. Let VR(t), VN(t), V S
R (t), V M

R (t), V S
N (t), and V M

N (t) be the value of VR, VN ,

V S
R , V M

R , V S
N , and V M

N at time t, respectively. For t ≥ 0, we have⎧⎪⎪⎨⎪⎪⎩
− B

WN
≤ VR(t) − VN(t) ≤ B

WR

− B
W M

R
≤ V S

R (t) − V M
R (t) ≤ B

W S
R

− B
W M

N
≤ V S

N (t) − V M
N (t) ≤ B

W S
N

.

Proof. This proof is by induction on time t ≥ 0.

Basic step: When t = 0, VR(t) = VN(t) = 0, so the lemma is trivially true.
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Induction step: Assume that the lemma holds at time t. VR (resp., VN) is updated only

when LR or LN is non-empty. We consider two cases: (1) only one set is non-empty, and

(2) two sets are non-empty. Let t + Δt be the nearest time that VR or VN is updated. We

want to prove the lemma to be true at time t + Δt.

In case (1), if LR is active, then ES/CS will be given to LR. In TD-FQ, we bound the

total difference of ES/CS received by LR and LN at any time by |WRVR − WNVN | ≤ B.

So at time t + Δt, WRVR(t + Δt) − WNVN(t + Δt) ≤ B. Since WR ≥ WN , we have

WRVR(t + Δt) − WRVN(t + Δt) ≤ WRVR(t + Δt) − WNVN(t + Δt) ≤ B

⇒ VR(t + Δt) − VN(t + Δt) ≤ B

WR
.

On the other hand, if LN is active, we can similarly derive that

VR(t + Δt) − VN(t + Δt) ≥ − B

WN

.

So the first inequality in the lemma holds at t + Δt.

In case (2), since both sets are non-empty, the scheduler gives ES/CS to LR if VR(t) ≤
VN(t). Let lp represent the length of the packet being transmitted. We have

VR(t + Δt) − VN (t + Δt) =

(
VR(t) +

lp
WR

)
− VN(t) ≤ lp

WR
≤ lmax

WR
≤ B

WR
.

Note that it is trivially true that − B
WN

≤ VR(t + Δt) − VN(t + Δt). Similarly, if VR(t) >

VN(t), the service is given to LN , so we have

VR(t + Δt) − VN(t + Δt) = VR(t) −
(

VN(t) +
lp

WN

)
> − lp

WN
≥ − lmax

WN
≥ − B

WN
.

Note that it is trivially true that VR(t + Δt) − VN(t + Δt) ≤ B
WR

. Therefore, the first

inequality in this lemma still holds at t + Δt. The other two inequalities in this lemma

can be proved in a similar way. �

A.2 Fairness Properties

Theorems A.1–A.3 show the fairness property guaranteed by TD-FQ. Theorem A.1 is for

flows of the same traffic type, while Theorem A.2 is for flows of different types. Theo-

rem A.3 provides some bounds on differences of services received by LR, LN , LS
R, LM

R ,

LS
N , and LM

N .

Theorem A.1. For any two active flows i and j of the same traffic type, the difference

between the normalized services received by flows i and j in any time interval [t1, t2)
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during which both flows are continuously backlogged, error-free, and remain in the same

state (leading, seriously lagging, moderately lagging, or satisfied) satisfies the inequality:∣∣∣∣Φi(t1, t2)

wi
− Φj(t1, t2)

wj

∣∣∣∣ ≤ β ·
(

lmax

wi
+

lmax

wj

)
,

where Φi(t1, t2) represents the services received by flow i during [t1, t2), β = 3 if both flows

belong to the same lagging set (LS
R, LM

R , LS
N , or LM

N ) or both flows are satisfied, β = 3+αR

if both flows are real-time leading flows, and β = 3 + αN if both flows are non-real-time

leading flows.

Proof. We consider the four cases: flows i and j are both (1) seriously lagging, (2)

moderately lagging, (3) satisfied, and (4) leading and backlogged during the entire time

interval [t1, t2).

Case (1): In this case, any flow i that is seriously lagging can receive services each

time when it is selected (by vi), or when it receives ES/CS from another flow (by cS
i ).

Since vi and cS
i are updated before a packet is transmitted, the services received by flow

i may deviate from what really reflects by its virtual times by one packet, so

vi(t2) − vi(t1) + cS
i (t2) − cS

i (t1) − lmax

wi
≤ Φi(t1, t2)

wi

≤ vi(t2) − vi(t1) + cS
i (t2) − cS

i (t1) +
lmax

wi
. (A.3)

Applying Eq. (A.3) to flows i and j, we have

vi(t2) − vi(t1) + cS
i (t2) − cS

i (t1) − lmax

wi

−
(

vj(t2) − vj(t1) + cS
j (t2) − cS

j (t1) +
lmax

wj

)
≤ Φi(t1, t2)

wi
− Φj(t1, t2)

wj

≤ vi(t2) − vi(t1) + cS
i (t2) − cS

i (t1) +
lmax

wi
−
(

vj(t2) − vj(t1) + cS
j (t2) − cS

j (t1) − lmax

wj

)
.

By Lammas A.1 and A.3, the leftmost term can be reduced to

vi(t2) − vj(t2) − (vi(t1) − vj(t1)) + cS
i (t2) − cS

j (t2) −
(
cS
i (t1) − cS

j (t1)
)− ( lmax

wi
+

lmax

wj

)
≥ −3(

lmax

wi
+

lmax

wj
).

Similarly, the rightmost term would be less than or equal to 3
(

lmax

wi
+ lmax

wj

)
, which leads

to ∣∣∣∣Φi(t1, t2)

wi

− Φj(t1, t2)

wj

∣∣∣∣ ≤ 3

(
lmax

wi

+
lmax

wj

)
.

Case (2): This case is similar to case 1. So we can replace cS
i and cS

j by cM
i and cM

j ,

respectively, and obtain an inequality similar to Eq. (A.3). This will lead to a β = 3 too.
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Case (3): In this case, both flows can receive services each time when they are selected

(by vi), or when they receive ES from another flow (by fi). So we have

vi(t2) − vi(t1) + fi(t2) − fi(t1) − lmax

wi
≤ Φi(t1, t2)

wi
≤ vi(t2) − vi(t1) + fi(t2) − fi(t1) +

lmax

wi
.

Consequently, similar to case 1, by Lemmas A.1 and A.2, we can obtain∣∣∣∣Φi(t1, t2)

wi
− Φj(t1, t2)

wj

∣∣∣∣ ≤ 3

(
lmax

wi
+

lmax

wj

)
.

Case (4): An error-free, backlogged, and leading flow i can receive NS (by gi) and ES

from other flows (by fi). So the total services received by flow i during [t1, t2) is bounded

as

gi(t2) − gi(t1) + fi(t2) − fi(t1) − lmax

wi

≤ Φi(t1, t2)

wi

≤ gi(t2) − gi(t1) + fi(t2) − fi(t1) +
lmax

wi
. (A.4)

Applying Lemma A.4 twice to flows i and j and subtracting one by the other, we have

α (vi(t) − vj(t)) + α

(
lmax

wj

− lmax

wi

)
− lmax

wj

≤ gi(t) − gj(t) ≤ α (vi(t) − vj(t)) + α

(
lmax

wj

− lmax

wi

)
+

lmax

wi

.

By Lemma A.1, we can rewrite the inequality as

−α
lmax

wi
− lmax

wj
≤ gi(t) − gj(t) ≤ α

lmax

wj
+

lmax

wi
. (A.5)

Applying Eq. (A.5) and Lemma A.2 to Eq. (A.4), we have∣∣∣∣Φi(t1, t2)

wi
− Φj(t1, t2)

wj

∣∣∣∣ ≤ (3 + α)

(
lmax

wi
+

lmax

wj

)
,

where α = αR if these flows are real-time, and α = αN if they are non-real-time. �

Theorem A.2. For any real-time flow i and non-real-time flow j, the difference between

the normalized services received by flows i and j in any time interval [t1, t2) during which

both flows are continuously backlogged, error-free, and remain leading satisfies the inequal-

ity: ∣∣∣∣Φi(t1, t2)

wi
− Φj(t1, t2)

wj

∣∣∣∣ ≤ 3 ·
(

lmax

wi
+

lmax

wj

)
+ 2αN

lmax

wj
. (A.6)
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Proof. Applying Lemma A.4 to flows i and j and taking a subtract leads to

αRvi(t) − αR
lmax

wi
−
(

αNvj(t) − (αN − 1)
lmax

wj

)
≤ gi(t) − gj(t) ≤ αRvi(t) − (αR − 1)

lmax

wi
−
(

αNvj(t) − αN
lmax

wj

)
= T. (A.7)

By Lemma A.1 and the αR ≥ αN principle, the left-hand side of Eq. (A.7) becomes

αRvi(t) − αNvj(t) + αN
lmax

wj
− αR

lmax

wi
− lmax

wj

≥ αN(vi(t) − vj(t)) + αN
lmax

wj
− αR

lmax

wi
− lmax

wj

≥ −αR
lmax

wi
− lmax

wj
.

Consider the right-hand side of Eq. (A.7). There are two cases for the term αRvi(t) −
αNvj(t). If αRvi(t) − αNvj(t) ≥ 0, we have vi(t) ≥ αN

αR
vj(t). By Lemma A.1,

T ≤ αN (vj(t) − vi(t)) + αN
lmax

wj
− αR

lmax

wi
+

lmax

wi
≤ 2αN

lmax

wj
− αR

lmax

wi
+

lmax

wi
.

If αRvi(t) − αNvj(t) < 0, we have

T ≤ αN
lmax

wj
− αR

lmax

wi
+

lmax

wi
.

These two cases together imply T ≤ 2αN
lmax

wj
− αR

lmax

wi
+ lmax

wi
. So we have

−αR
lmax

wi

− lmax

wj

≤ gi(t) − gj(t) ≤ 2αN
lmax

wj

+ (1 − αR)
lmax

wi

.

Similar to the proof of Theorem A.1, the service received by any leading flow i during

[t1, t2) satisfies Eq. (A.4). Subtracting Eq. (A.4) of flow i by Eq. (A.4) of flow j leads to

gi(t2) − gi(t1) + fi(t2) − fi(t1) − lmax

wi

−
(

gj(t2) − gj(t1) + fj(t2) − fj(t1) +
lmax

wj

)
≤ Φi(t1, t2)

wi
− Φj(t1, t2)

wj

≤ gi(t2) − gi(t1) + fi(t2) − fi(t1) +
lmax

wi
−
(

gj(t2) − gj(t1) + fj(t2) − fj(t1) − lmax

wj

)
,

The leftmost term can be reduced to

gi(t2) − gj(t2) − (gi(t1) − gj(t1)) + fi(t2) − fj(t2) − (fi(t1) − fj(t1)) −
(

lmax

wi
+

lmax

wj

)
≥ −αR

lmax

wi
− lmax

wj
− 2αN

lmax

wj
+ (αR − 1)

lmax

wi
− 2

(
lmax

wi
+

lmax

wj

)
= −3

(
lmax

wi
+

lmax

wj

)
− 2αN

lmax

wj
.

Similarly, the rightmost term would be less than or equal to 3
(

lmax

wi
+ lmax

wj

)
+ 2αN

lmax

wj
.

Thus, Eq. (A.6) holds. �
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Theorem A.3. The difference between normalized ES/CS received by any two lagging sets

in any time interval [t1, t2) during which both sets remain active satisfies the inequalities:

(1) for LR and LN :

∣∣∣∣ΦR(t1, t2)

WR
− ΦN (t1, t2)

WN

∣∣∣∣ ≤ B + lmax

WR
+

B + lmax

WN
,

(2) for LS
R and LM

R :

∣∣∣∣ΦS
R(t1, t2)

W S
R

− ΦM
R (t1, t2)

W M
R

∣∣∣∣ ≤ B + lmax

W S
R

+
B + lmax

W M
R

,

(3) for LS
N and LM

N :

∣∣∣∣ΦS
N(t1, t2)

W S
N

− ΦM
N (t1, t2)

W M
N

∣∣∣∣ ≤ B + lmax

W S
N

+
B + lmax

W M
N

,

where ΦR(t1, t2), ΦN (t1, t2), ΦS
R(t1, t2), ΦM

R (t1, t2), ΦS
N(t1, t2), and ΦM

N (t1, t2) represents

ES/CS received by LR, LN , LS
R, LM

R , LS
N , and LN

M during [t1, t2), respectively.

Proof. Since VR is updated before a packet is transmitted, it follows that the total

ES/CS received by LR during [t1, t2) is bounded by

VR(t2) − VR(t1) − lmax

WR

≤ ΦR(t1, t2)

WR

≤ VR(t2) − VR(t1) +
lmax

WR

.

Similarly, for VN , we have

VN(t2) − VN(t1) − lmax

WN
≤ ΦN (t1, t2)

WN
≤ VN(t2) − VN(t1) +

lmax

WN
.

Therefore, we have

VR(t2) − VR(t1) − lmax

WR
−
(

VN(t2) − VN(t1) +
lmax

WN

)
≤ ΦR(t1, t2)

WR
− ΦN (t1, t2)

WN
≤ VR(t2) − VR(t1) +

lmax

WR
−
(

VN (t2) − VN(t1) − lmax

WN

)
.

By Lemma A.5, we can rewrite the inequality as

−
(

B + lmax

WR
+

B + lmax

WN

)
≤ ΦR(t1, t2)

WR
− ΦN(t1, t2)

WN
≤ B + lmax

WR
+

B + lmax

WN

⇒
∣∣∣∣ΦR(t1, t2)

WR
− ΦN (t1, t2)

WN

∣∣∣∣ ≤ B + lmax

WR
+

B + lmax

WN
.

This concludes the first inequality. The other two inequalities in this theorem can be

proved similarly. �

A.3 Delay Bounds

When a backlogged flow suffers from errors, it becomes lagging. Theorem A.4 shows that

if a lagging flow becomes error-free and has sufficient service demand, it can get back all

its lagging services within bounded time.
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Theorem A.4. If an active but lagging flow i becomes error-free at time t and remains

backlogged continuously after time t, it is guaranteed that flow i will become non-lagging

(i.e., lagi ≤ 0) within time Δt, where

Δt ≤ (ε + 2lmax)

wmin(1 − αR)R̂
+ (m + 1 +



wmin
)
lmax

R̂
,

m is the number of active flows, R̂ is the transmission rate,  is the total weight of all

flows, R is the total weight of all real-time flows, N is the total weight of all non-real-

time flows, wmin is the minimum weight of all flows, and

ε =
(WR + WN )(W S

R + W M
R )

WRW S
R

(
lagi(t)

wi
R + (

R

wi
+ m − 2)lmax + B

)
+

WR + WN

WR

(
δR + (

2R

wi
+ m − 1)lmax + B

)
if flow i is real-time, and

ε =
(WR + WN)(W S

N + W M
N )

WNW S
N

(
lagi(t)

wi
N + (

N

wi
+ m − 2)lmax + B

)
+

WR + WN

WN

(
δN + (

2N

wi

+ m − 1)lmax + B

)
if flow i is non-real-time.

Proof. Assume that flow i is a real-time flow. Consider the worst case: flow i has the

maximum lag among all flows and lagi/wi ≥ δ at time t. Since flow i becomes error-free

after time t, lagi is decreased each time when it receives CS. Now let flow i becomes

moderately lagging at time tM , and further become non-lagging at time tN , t < tM < tN ,

i.e., i ∈ LS
R during [t, tM ) and i ∈ LM

R during [tM , tN). Also, let ΦC(t, tN) be the total CS

received by all lagging flows during [t, tN ).

To prove this theorem, observe that Δt should be an upper bound of tN − t. The

largest value of tN occurs when all flows in the system are error-free (i.e., no ES) and

there is only one leading flow, say k, who provides CS such that flow k is a real-time flow

and wk = wmin. Since flow k can still receive a fraction αR of its NS when it is leading

and flow k uses gk to keep track of the amount of such NS when it is leading, this leads

to

ΦC(t, tN) ≥ wmin(vk(tN) − vk(t)) − wmin(gk(tN) − gk(t)) − lmax. (A.8)

By Lemma A.1, for any active flow j during [t, tN ), we have

vj(tN ) − vj(t) ≤ vk(tN) − vk(t) +
lmax

wj
+

lmax

wmin
.
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This inequality helps to derive the total amount of services provided by the system during

[t, tN):

R̂(tN − t) ≤
(∑

j∈A

wj(vj(tN ) − vj(t))

)
+ lmax

≤
(∑

j∈A

wj(vk(tN) − vk(t) +
lmax

wj
+

lmax

wmin
)

)
+ lmax

≤ (vk(tN) − vk(t))
∑
j∈A

wj + m · lmax +
lmax

wmin

∑
j∈A

wj + lmax

≤ (vk(tN) − vk(t))  + (m + 1 +


wmin

)lmax

⇒ vk(tN ) − vk(t) ≥ 1



(
R̂(tN − t) − (m + 1 +



wmin

)lmax

)
. (A.9)

Applying Lemma A.4 to flow k at times t and tN and taking a subtract, we obtain

gk(tN) − gk(t) ≤ αRvk(tN) − αRvk(t) +
lmax

wmin

. (A.10)

By combining Eqs. (A.9) and (A.10) into Eq. (A.8), we can obtain

ΦC(t, tN ) ≥ wmin (vk(tN ) − vk(t) − (gk(tN) − gk(t))) − lmax

≥ wmin

(
vk(tN) − vk(t) − αRvk(tN ) + αRvk(t) − lmax

wmin

)
− lmax

= wmin(1 − αR) (vk(tN) − vk(t)) − 2lmax

≥ wmin(1 − αR)



(
R̂(tN − t) − (m + 1 +



wmin
)lmax

)
− 2lmax

⇒ tN − t ≤ (ΦC(t, tN ) + 2lmax)

wmin(1 − αR)R̂
+ (m + 1 +



wmin
)
lmax

R̂
. (A.11)

It remains to derive an upper bound for ΦC(t, tN) in Eq. (A.11). Note that there

are m − 1 lagging flows who are allowed to share the ΦC(t, tN) services. The worst case

happens when (1) exactly one of these m−1 flows remains in LN during [t, tN), (2) exactly

m−3 flows remain in LS
R and 1 flow remains in LM

R during [t, tM), and (3) no flow remains

in LS
R and exactly m − 2 flows remain in LM

R during [tM , tN). Note that in this case LR

can share at most a fraction WR

WR+WN
of ΦC(t, tN) during [t, tN), and LS

R can share at most

a fraction
W S

R

W S
R+W M

R
of CS received by LR during [t, tM ).

Let ΦR(t, tN) and ΦN (t, tN) be CS received by LR and LN during [t, tN ), respectively,

ΦC(t, tN) = ΦR(t, tN) + ΦN(t, tN ). According to the first inequality of Theorem A.3, we

have

ΦN (t, tN) ≤ WN

(
ΦR(t, tN)

WR
+

B + lmax

WR
+

B + lmax

WN

)
⇒ ΦC(t, tN) ≤ WR + WN

WR
(ΦR(t, tN) + B + lmax) . (A.12)
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Next we derive the ΦR(t, tN ) in Eq. (A.12). It can be divided into two terms,

ΦR(t, tN) = ΦR(t, tM) + ΦR(tM , tN). (A.13)

Let ΦS
R(t, tM ) and ΦM

R (t, tM) be CS received by LS
R and LM

R during [t, tM), respectively.

Again, by Theorem A.3, we have

ΦR(t, tM) = ΦS
R(t, tM ) + ΦM

R (t, tM)

≤ ΦS
R(t, tM ) + W M

R

(
ΦS

R(t, tM)

W S
R

+
B + lmax

W S
R

+
B + lmax

W M
R

)
=

W M
R + W S

R

W S
R

(
ΦS

R(t, tM) + B + lmax

)
. (A.14)

We further expand the term ΦS
R(t, tM) in Eq. (A.14) as follows:

ΦS
R(t, tM) ≤

∑
j∈LS

R(t,tM )

wj(c
S
j (tM ) − cS

j (t))

≤
∑

j∈LS
R(t,tM )

wj

(
cS
i (tM ) − cS

i (t) +
lmax

wi

+
lmax

wj

)

= (cS
i (tM) − cS

i (t))
∑

j∈LS
R(t,tM )

wj +
lmax

wi

∑
j∈LS

R(t,tM )

wj +
∑

j∈LS
R(t,tM )

lmax

< R(cS
i (tM) − cS

i (t)) + (
R

wi

+ m − 3)lmax. (A.15)

Note that the fourth term in Eq. (A.15) is obtained by applying Lemma A.3 twice on flow

i and any flow j ∈ LS
R

cS
j (tM) − cS

j (t) ≤ cS
i (tM) − cS

i (t) +
lmax

wi
+

lmax

wj
.

Since LS
R is empty during [tM , tN), ΦR(tM , tN) = ΦM

R (tM , tN). Similarly to the derivation

of Eq. (A.15), we have

ΦR(tM , tN) = ΦM
R (tM , tN) ≤

∑
j∈LM

R (tM ,tN )

wj(c
M
j (tN) − cM

j (tM))

≤ R(cM
i (tN) − cM

i (tM)) + (
R

wi
+ m − 2)lmax. (A.16)

By Eqs. (A.14) and (A.15), we have

ΦR(t, tM) <
W M

R + W S
R

W S
R

(
R(cS

i (tM ) − cS
i (t)) + (

R

wi

+ m − 2)lmax + B

)
. (A.17)
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Furthermore, by combining Eqs. (A.16) and (A.17) into Eq. (A.13), we have

ΦR(t, tN) ≤ W M
R + W S

R

W S
R

(
R(cS

i (tM) − cS
i (t)) + (

R

wi
+ m − 2)lmax + B

)
+ R(cM

i (tN ) − cM
i (tM )) + (

R

wi

+ m − 2)lmax

= R

(
W S

R + W M
R

W S
R

(cS
i (tM) − cS

i (t)) + cM
i (tN ) − cM

i (tM)

)
+

2W S
R + W M

R

W S
R

(
R

wi
+ m − 2

)
lmax +

(W S
R + W M

R )B

W S
R

. (A.18)

By combining Eqs. (A.12) and (A.18), we have

ΦC(t, tN) ≤ WR + WN

WRW S
R

(R((W S
R + W M

R )(cS
i (tM) − cS

i (t)) + W S
R(cM

i (tN ) − cM
i (tM)))

+

(
(2W S

R + W M
R )(

R

wi
+ m − 2) + W S

R

)
lmax + (2W S

R + W M
R )B). (A.19)

Since flow i is still lagging after time tM , it means that 0 < lagi(tM) < lagi(t). So

cS
i (tM) − cS

i (t) =
|lagi(tM) − lagi(t)|

wi
=

lagi(t) − lagi(tM)

wi
<

lagi(t)

wi
. (A.20)

After time tN , flow i becomes non-lagging, so −lmax < lagi(tN ) ≤ 0. Besides, 0 <

lagi(tM) < wiδ since flow i becomes moderately lagging after time tM , so we have

cM
i (tN ) − cM

i (tM ) =
|lagi(tN) − lagi(tM)|

wi

=
lagi(tM) − lagi(tN )

wi
< δ +

lmax

wi
. (A.21)

By combining Eqs. (A.20) and (A.21) into Eq. (A.19), we have

ΦC(t, tN) <
(WR + WN)(W S

R + W M
R )

WRW S
R

(
lagi(t)

wi
R + (

R

wi
+ m − 2)lmax + B

)
+

WR + WN

WR

(
δR + (

2R

wi
+ m − 1)lmax + B

)
. (A.22)

By combining Eqs. (A.11) and (A.22), the first part of this theorem is proved. When

flow i is a non-real-time flow, the proof is similar and we omit the details. �
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Appendix B

Theoretical Analyses of MR-FQ

In this appendix, we analyze the fairness and delay properties of MR-FQ proposed in

Section 6.2. Our proof relies on the following assumptions: (i) αR ≥ αN , (ii) WR ≥ WN ,

(iii) B ≥ lmax, and (iv) ri ∈ {Ĉ1, · · · , Ĉn}, where lmax is the maximum length of a packet

and ri is the transmission rate used by flow i. A flow is called allowed-to-send if the Rate

Selection Scheme returns a positive transmission rate to it, and is called a candidate if

it can use a higher rate compared to other flows such that the scheduler may choose it

to receive additional services in the Multi-rate Compensation Scheme. Besides, we let

rmin
i be the smallest transmission rate that flow i has ever used during the nearest time

interval that flow i is active.

B.1 Fundamental Lemmas

The following three lemmas give bounds on the differences between virtual times (vi’s),

compensation virtual times (ci’s), and extra virtual times (fi’s) of any two active flows.

Lemma B.1. Let vi(t) be the virtual time of flow i at time t. For any two active flows i

and j such that t ≥ 0, we have

− lmax

wj
× Ĉ1

rmin
j

≤ vi(t) − vj(t) ≤ lmax

wi
× Ĉ1

rmin
i

. (B.1)

Proof. This proof is by induction on t.

Basic step: When t = 0, all virtual times are 0, so Eq. (B.1) holds trivially.

Induction step: Suppose that at time t, Eq. (B.1) holds. Let t + Δt be the nearest

time when any flow changes its virtual time. We want to prove Eq. (B.1) for time t + Δt.

Observe that a flow’s virtual time may be updated in three cases: (1) it is selected by the
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scheduler and the service is indeed given to it, (2) it is selected by the scheduler but the

service is given to another flow, and (3) it becomes active.

In case (1), let flow i be selected by the scheduler and it use transmission rate ri

(≥ rmin
i ) to send. Then its virtual time becomes

vi(t + Δt) = vi(t) +

(
lp
wi

× Ĉ1

ri

)
,

where lp is the length of the packet being transmitted. By MR-FQ, it follows that vi(t) ≤
vj(t), for all j ∈ A. Since vi is increased, by the induction hypothesis, we have

− lmax

wj
× Ĉ1

rmin
j

≤ vi(t + Δt) − vj(t) = vi(t + Δt) − vj(t + Δt).

Further, since vi(t) ≤ vj(t), we have

vi(t + Δt) − vj(t + Δt) =

(
vi(t) +

lp
wi

× Ĉ1

ri

)
− vj(t) ≤ lmax

wi
× Ĉ1

rmin
i

.

So Eq. (B.1) holds at t + Δt.

In Eq. (B.1), if flow j is selected by the scheduler and it uses transmission rate rj

(≥ rmin
j ) to send, then vi(t + Δt) − vj(t + Δt) ≤ lmax

wi
× Ĉ1

rmin
i

holds trivially. Further,

vi(t + Δt) − vj(t + Δt) = vi(t) −
(

vj(t) +
lp
wj

× Ĉ1

rj

)
≥ − lmax

wj
× Ĉ1

rmin
j

.

So Eq. (B.1) still holds at t + Δt.

Case (2) is similar to case (1), except that we need to replace ri and rj by Ĉ1 in all

inequalities.

In case (3), suppose that flow i becomes active at t + Δt. By MR-FQ, vi(t + Δt)

is set to max{vi(t), mink∈A−{i}{vk(t + Δt)}}. If vi(t + Δt) = mink∈A−{i}{vk(t + Δt)},
then Eq. (B.1) holds trivially . Otherwise, vi(t + Δt) = vi(t), which means that vi(t) ≥
mink∈A−{i}{vk(t + Δt)}. So we have

vi(t + Δt) − vj(t + Δt) ≥ min
k∈A−{i}

{vk(t + Δt)} − vj(t + Δt) ≥ − lmax

wj
× Ĉ1

rmin
j

.

Since the virtual time is non-decreasing, we have

vi(t + Δt) − vj(t + Δt) ≤ vi(t) − vj(t) ≤ lmax

wi

× Ĉ1

rmin
i

.

So Eq. (B.1) holds at t + Δt. When flow j (instead of i) becomes active, the proof is

similar, so we can conclude the proof. �

Since MR-FQ updates ci and fi similarly to that of the vi, proofs of the next two

lemmas are similar to that of Lemma B.1. So we omit the proofs.
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Lemma B.2. Let ci(t) be the Multi-rate Compensation virtual time of flow i at time

t. For any two flows i and j which are both candidates and have the same traffic type

(real-time or non-real-time) such that t ≥ 0, we have

− lmax

wj
× Ĉ1

rmin
j

≤ ci(t) − cj(t) ≤ lmax

wi
× Ĉ1

rmin
i

.

Lemma B.3. Let fi(t) be the extra virtual time of flow i at time t. For any two flows i

and j that are both candidates such that t ≥ 0, we have

− lmax

wj
× Ĉ1

rmin
j

≤ fi(t) − fj(t) ≤ lmax

wi
× Ĉ1

rmin
i

.

The next lemma gives bounds on the difference between the normalized services re-

ceived by a leading flow i (i.e., gi) and the maximum amount that it can receive (i.e.,

αivi).

Lemma B.4. Let VR(t) and VN(t) be the value of VR and VN , respectively. For t ≥ 0, we

have

− B

WN
≤ VR(t) − VN(t) ≤ B

WR
.

Proof. This proof is by induction on time t ≥ 0.

Basic step: When t = 0, VR(t) = VN(t) = 0, so the lemma is trivially true.

Induction step: Assume that the lemma holds at time t. VR (resp., VN) can be updated

only when Lk
R (resp., Lk

N ) is non-empty, where Lk
R (resp., Lk

N) is the subset of LR (resp.,

LN) selected in the Multi-rate Compensation Scheme, respectively. We consider two cases:

(1) only one set is non-empty, and (2) two sets are non-empty. Let t + Δt be the nearest

time that VR or VN is updated. We want to prove the lemma to be true at time t + Δt.

In case (1), if Lk
R is non-empty, additional services will be given to LR. In MR-FQ,

we bound the total difference of additional services received by LR and LN at any time

by |WRVR − WNVN | ≤ B. So at time t + Δt, WRVR(t + Δt)−WNVN(t + Δt) ≤ B. Since

WR ≥ WN , we have

WRVR(t + Δt) − WRVN(t + Δt) ≤ WRVR(t + Δt) − WNVN(t + Δt) ≤ B

⇒ VR(t + Δt) − VN(t + Δt) ≤ B

WR
.
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On the other hand, if Lk
N is non-empty, we can similarly derive that

VR(t + Δt) − VN(t + Δt) ≥ − B

WN
.

So the lemma holds at t + Δt.

In case (2), since both sets are non-empty, the scheduler gives additional services to

LR if VR(t) ≤ VN(t). Let lp represent the length of the packet being transmitted. We

have

VR(t + Δt) − VN (t + Δt) =

(
VR(t) +

lp
WR

)
− VN(t) ≤ lp

WR

≤ lmax

WR

≤ B

WR

.

Note that it is trivially true that − B
WN

≤ VR(t + Δt) − VN(t + Δt). Similarly, if VR(t) >

VN(t), the service is given to LN , so we have

VR(t + Δt) − VN(t + Δt) = VR(t) −
(

VN(t) +
lp

WN

)
> − lp

WN

≥ − lmax

WN

≥ − B

WN

.

Note that it is trivially true that VR(t + Δt) − VN(t + Δt) ≤ B
WR

. Therefore, the lemma

still holds at t + Δt. �

B.2 Fairness Properties

Theorems B.1 and B.2 show the service fairness guaranteed by MR-FQ under some con-

strains. Theorem B.1 is for flows that have the similar conditions and Theorem B.2

provides some bounds on differences of services received by LR and LN .

Theorem B.1. For any two active flows i and j, assume that both flows are continuously

backlogged and allowed-to-send, and remain in the same state (leading, lagging, or satis-

fied) during a time interval [t1, t2). Let rRSC and rMCS be the transmission rates used by

the these flows in the Rate Selection Scheme and the Multi-rate Compensation Scheme

during [t1, t2), respectively, where rRSC and rMCS are both in {Ĉ1, · · · , Ĉn}, and their

values do not change during [t1, t2). Then the difference between the normalized services

received by flows i and j during [t1, t2) satisfies the following inequality:∣∣∣∣Φs
i (t1, t2)

wi

− Φs
j(t1, t2)

wj

∣∣∣∣ ≤ β · lmax

wi

+ γ · lmax

wj

,
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where Φs
i (t1, t2) represents the services received by flow i during [t1, t2),⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

β = rRSC

rmin
i

+ 1, γ = rRSC

rmin
j

+ 1, if both flows are lagging but not candidates

β = rRSC+rMCS

rmin
i

+ 1, γ = rRSC+rMCS

rmin
j

+ 1, if both flows are lagging and candidates

β = rRSC+rMCS

rmin
i

+ 1, γ = rRSC+rMCS

rmin
j

+ 1, if both flows are satisfied

β = rMCS+αRĈ1

rmin
i

+ 2, γ = rMCS+αRĈ1

rmin
j

+ 2, if both flows are real-time leading flows

β = rMCS+αN Ĉ1

rmin
i

+ 2, γ = rMCS+αN Ĉ1

rmin
j

+ 2, if both flows are non-real-time leading flows

β = rMCS

rmin
i

+ 2, γ = rMCS+2αN Ĉ1

rmin
j

+ 2, if flow i is a real-time leading flow and

flow j is a non-real-time leading flow

.

Proof. A lagging flow that is allowed-to-send is not necessarily a candidate since there

may exist other lagging flows that can use higher rates to transmit. Thus, we have to

consider the five cases: (1) flows i and j are both lagging but not candidates, (2) flows i

and j are both lagging and candidates, (3) flows i and j are both satisfied, (4) flows i and

j are both leading and have the same traffic type, and (5) flows i is a real-time leading

flow and j is a non-real-time leading flow during the entire time interval [t1, t2).

Case (1): In this case, any flow i that is lagging but not a candidate can only receive

services each time when it is selected by vi. Since vi is updated before a packet is trans-

mitted, the services received by flow i may deviate from what really reflects by its virtual

times by one packet. Besides, the services received by flow i is vi × rRSC

Ĉ1
. Thus, we have

rRSC

Ĉ1

(vi(t2) − vi(t1)) − lmax

wi
≤ Φs

i (t1, t2)

wi
≤ rRSC

Ĉ1

(vi(t2) − vi(t1)) +
lmax

wi
. (B.2)

Applying Eq. (B.2) to flows i and j, we have

rRSC

Ĉ1

(vi(t2) − vi(t1)) − lmax

wi

−
(

rRSC

Ĉ1

(vj(t2) − vj(t1)) +
lmax

wj

)
≤ Φs

i (t1, t2)

wi

− Φs
j(t1, t2)

wj

≤ rRSC

Ĉ1

(vi(t2) − vi(t1)) +
lmax

wi

−
(

rRSC

Ĉ1

(vj(t2) − vj(t1)) − lmax

wj

)
.

By Lemma B.1, the leftmost term can be reduced to

rRSC

Ĉ1

(vi(t2) − vj(t2) − (vi(t1) − vj(t1))) −
(

lmax

wi
+

lmax

wj

)
≥ −

(
rRSC

rmin
i

+ 1

)
lmax

wi
−
(

rRSC

rmin
j

+ 1

)
lmax

wj
.

Similarly, the rightmost term would be less than or equal to
(

rRSC

rmin
i

+ 1
)

lmax

wi
+
(

rRSC

rmin
j

+ 1
)

lmax

wj
,

which leads to∣∣∣∣Φs
i (t1, t2)

wi

− Φs
j(t1, t2)

wj

∣∣∣∣ ≤ (rRSC

rmin
i

+ 1

)
lmax

wi

+

(
rRSC

rmin
j

+ 1

)
lmax

wj

.
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Case (2): In this case, both flows can receive services each time when they are selected

by vi/vj, or receive additional services from another flow by ci/cj . Besides, the additional

services received by flow i is ci × rMCS

Ĉ1
. So we have

rRSC

Ĉ1

(vi(t2) − vi(t1)) +
rMCS

Ĉ1

(ci(t2) − ci(t1)) − lmax

wi

≤ Φs
i (t1, t2)

wi

≤ rRSC

Ĉ1

(vi(t2) − vi(t1)) +
rMCS

Ĉ1

(ci(t2) − ci(t1)) +
lmax

wi

.

Similarly to case 1, by Lemmas B.1 and B.2, we can obtain∣∣∣∣Φs
i (t1, t2)

wi
− Φs

j(t1, t2)

wj

∣∣∣∣ ≤ (rRSC + rMCS

rmin
i

+ 1

)
lmax

wi
+

(
rRSC + rMCS

rmin
j

+ 1

)
lmax

wj
.

Case (3): In this case, both flows can receive services each time when they are selected

by vi/vj, or when they receive additional services from another flow by fi/fj. Besides,

since the additional services received by flow i is fi × rMCS

Ĉ1
, we have

rRSC

Ĉ1

(vi(t2) − vi(t1)) +
rMCS

Ĉ1

(fi(t2) − fi(t1)) − lmax

wi

≤ Φs
i (t1, t2)

wi

≤ rRSC

Ĉ1

(vi(t2) − vi(t1)) +
rMCS

Ĉ1

(fi(t2) − fi(t1)) +
lmax

wi

.

Consequently, similar to case 1, by Lemmas B.1 and B.3, we can obtain∣∣∣∣Φs
i (t1, t2)

wi
− Φs

j(t1, t2)

wj

∣∣∣∣ ≤ (rRSC + rMCS

rmin
i

+ 1

)
lmax

wi
+

(
rRSC + rMCS

rmin
j

+ 1

)
lmax

wj
.

Case (4): An allowed-to-send, backlogged, leading flow i can receive services by gi and

additional services from other flows by fi. So the total services received by flow i during

[t1, t2) is bounded as

gi(t2) − gi(t1) +
rMCS

Ĉ1

(fi(t2) − fi(t1)) − lmax

wi
≤ Φi(t1, t2)

wi

≤ gi(t2) − gi(t1) +
rMCS

Ĉ1

(fi(t2) − fi(t1)) +
lmax

wi

.

Applying the previous inequality to flows i and j, we have

rMCS

Ĉ1

(fi(t2) − fj(t2) − fi(t1) + fj(t1)) + gi(t2) − gj(t2) − gi(t1) + gj(t1) − lmax

wi
− lmax

wj

≤ Φs
i (t1, t2)

wi

− Φs
j(t1, t2)

wj

≤ rMCS

Ĉ1

(fi(t2) − fj(t2) − fi(t1) + fj(t1)) + gi(t2) − gj(t2)−

gi(t1) + gj(t1) +
lmax

wi

+
lmax

wj

. (B.3)

Applying Lemma A.4 twice to flows i and j and subtracting one by the other, we have

α (vi(t) − vj(t)) + α

(
lmax

wj
− lmax

wi

)
− lmax

wj

≤ gi(t) − gj(t) ≤ α (vi(t) − vj(t)) + α

(
lmax

wj
− lmax

wi

)
+

lmax

wi
.
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By Lemma B.1, we can rewrite the inequality as

−
(

α
Ĉ1

rmin
j

− α + 1

)
lmax

wj
− α

lmax

wi
≤ gi(t) − gj(t)

≤
(

α
Ĉ1

rmin
i

− α + 1

)
lmax

wi
+ α

lmax

wj
. (B.4)

Applying Eq. (B.4) and Lemma B.3 to Eq. (B.3), we have∣∣∣∣Φi(t1, t2)

wi

− Φj(t1, t2)

wj

∣∣∣∣ ≤
(

rMCS + αĈ1

rmin
i

+ 2

)
lmax

wi

+

(
rMCS + αĈ1

rmin
j

+ 2

)
lmax

wj

,

where α = αR if these flows are real-time, and α = αN if they are non-real-time.

Case (5): Applying Lemma A.4 to flows i and j and taking a subtract leads to

αRvi(t) − αR
lmax

wi
−
(
αNvj(t) − (αN − 1) lmax

wj

)
≤ gi(t) − gj(t) ≤

αRvi(t) − (αR − 1) lmax

wi
−
(
αNvj(t) − αN

lmax

wj

)
= Sright. (B.5)

By Lemma B.1 and the αR > αN principle, the left-hand side of Eq. (B.5) becomes

αRvi(t) − αNvj(t) + αN
lmax

wj
− αR

lmax

wi
− lmax

wj

> αN(vi(t) − vj(t)) + αN
lmax

wj
− αR

lmax

wi
− lmax

wj

≥ −αR
lmax

wi

−
(

αN
Ĉ1

rmin
j

− αN + 1

)
lmax

wj

.

Consider the right-hand side of Eq. (B.5). There are two cases for the term αRvi(t) −
αNvj(t). If αRvi(t) − αNvj(t) ≥ 0, we have vi(t) ≥ αN

αR
vj(t). By Lemma B.1,

Sright ≤ αN (vj(t) − vi(t)) + αN
lmax

wj
− αR

lmax

wi
+

lmax

wi

≤
(

αN
Ĉ1

rmin
j

+ αN

)
lmax

wj
+ (1 − αR)

lmax

wi
.

If αRvi(t) − αNvj(t) < 0, we have

Sright ≤ αN
lmax

wj

+ (1 − αR)
lmax

wi

.

These two cases together imply Sright ≤
(
αN

Ĉ1

rmin
j

+ αN

)
lmax

wj
+ (1 − αR) lmax

wi
. So we have

− αR
lmax

wi
−
(

αN
Ĉ1

rmin
j

− αN + 1

)
lmax

wj
≤ gi(t) − gj(t)

≤
(

αN
Ĉ1

rmin
j

+ αN

)
lmax

wj
+ (1 − αR)

lmax

wi
. (B.6)
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By applying Eq. (B.6) and Lemma B.3 to Eq. (B.3), we have∣∣∣∣Φs
i (t1, t2)

wi

− Φs
j(t1, t2)

wj

∣∣∣∣ ≤ (rMCS

rmin
i

+ 2

)
lmax

wi

+

(
rMCS + 2αN Ĉ1

rmin
j

+ 2

)
lmax

wj

.

�

Theorem B.2. The difference between normalized additional services received by LR and

LN in any time interval [t1, t2) during which both sets remain active (i.e., there exists at

least one candidate in each set) satisfies the following inequality:

∣∣∣∣ΦR(t1, t2)

WR
− ΦN (t1, t2)

WN

∣∣∣∣ ≤ B + lmax

WR
+

B + lmax

WN
,

where ΦR(t1, t2) and ΦN (t1, t2) represents additional services received by LR and LN during

[t1, t2), respectively.

Proof. Since VR is updated before a packet is transmitted, it follows that the total

additional services received by LR during [t1, t2) is bounded by

VR(t2) − VR(t1) − lmax

WR
≤ ΦR(t1, t2)

WR
≤ VR(t2) − VR(t1) +

lmax

WR
.

Similarly, for VN , we have

VN(t2) − VN(t1) − lmax

WN

≤ ΦN (t1, t2)

WN

≤ VN(t2) − VN(t1) +
lmax

WN

.

Therefore, we have

VR(t2) − VR(t1) − lmax

WR

−
(

VN(t2) − VN(t1) +
lmax

WN

)
≤ ΦR(t1, t2)

WR
− ΦN (t1, t2)

WN
≤ VR(t2) − VR(t1) +

lmax

WR
−
(

VN (t2) − VN(t1) − lmax

WN

)
.

By Lemma B.4, we can rewrite the inequality as

−
(

B + lmax

WR
+

B + lmax

WN

)
≤ ΦR(t1, t2)

WR
− ΦN(t1, t2)

WN
≤ B + lmax

WR
+

B + lmax

WN

⇒
∣∣∣∣ΦR(t1, t2)

WR

− ΦN (t1, t2)

WN

∣∣∣∣ ≤ B + lmax

WR

+
B + lmax

WN

.

�

Theorem B.3 shows the time fairness guaranteed by MR-FQ. Since vi, ci, and fi

reflect the transmission time using by flow i, the proof of Theorem B.3 is similar to that

of Theorem B.1, except that we do not multiply vi, ci, and fi by rRSC

Ĉ1
or rMCS

Ĉ1
factors.

Thus, we omit the proof of Theorem B.3.
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Theorem B.3. For any two active flows i and j, the difference between the normalized

transmission time used by flows i and j in any time interval [t1, t2) during which both flows

are continuously backlogged and allowed-to-send, and remain in the same state (leading,

lagging, or satisfied) satisfies the following inequality:∣∣∣∣Φt
i(t1, t2)

wi

− Φt
j(t1, t2)

wj

∣∣∣∣ ≤ β · lmax

wi

+ γ · lmax

wj

,

where Φt
i(t1, t2) represents the transmission time used by flow i during [t1, t2),⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

β = Ĉ1

rmin
i

+ 1, γ = Ĉ1

rmin
j

+ 1, if both flows are lagging but not candidates

β = 2Ĉ1

rmin
i

+ 1, γ = 2Ĉ1

rmin
j

+ 1, if both flows are lagging and candidates

β = 2Ĉ1

rmin
i

+ 1, γ = 2Ĉ1

rmin
j

+ 1, if both flows are satisfied

β = (αR+1)Ĉ1

rmin
i

+ 2, γ = (αR+1)Ĉ1

rmin
j

+ 2, if both flows are real-time leading flows

β = (αN +1)Ĉ1

rmin
i

+ 2, γ = (αN +1)Ĉ1

rmin
j

+ 2, if both flows are non-real-time leading flows

β = Ĉ1

rmin
i

+ 2, γ = (2αN +1)Ĉ1

rmin
j

+ 2, if flow i is a real-time leading flow and

flow j is a non-real-time leading flow

.

B.3 Delay Bounds

Theorem B.4 shows that if a lagging flow which has sufficient service demand becomes

allowed-to-send and is always a candidate in the Multi-rate Compensation Scheme, it can

get back all its lagging services within bounded time.

Theorem B.4. If an active but lagging flow i which remains backlogged continuously be-

comes allowed-to-send and is always a candidate in the Multi-rate Compensation Scheme,

it is guaranteed that flow i will become non-lagging (i.e., lagi ≤ 0) within time Δt, where

Δt <
(ε + 2lmax)

wmin(1 − αR)Ĉn

+

(
Ĉ1

Ĉn

(m +


wmin
) + 1

)
lmax

Ĉn

,

m is the number of active flows,  is the total weight of all flows, R is the total weight of

all real-time flows, N is the total weight of all non-real-time flows, wmin is the minimum

weight of all flows, and

ε =
WR + WN

WR

(
Ĉ1

Ĉn

(
R · lagi(t)

wi

+ (
2R

wi

+ m − 2)lmax) + 2lmax + B

)
,

if flow i is real-time, and

ε =
WR + WN

WN

(
Ĉ1

Ĉn

(
N · lagi(t)

wi
+ (

2N

wi
+ m − 2)lmax) + 2lmax + B

)
,

if flow i is non-real-time.
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Proof. Assume that flow i is a real-time flow. Consider the worst case: flow i has

the maximum lag among all flows. Since flow i becomes allowed-to-send, lagi is never

decreased after time t. Besides, because flow i is always a candidate in the Multi-rate

Compensation Scheme, lagi is decreased each time when it receives additional services.

Now let ΦA(t, tN) be the total additional services received by all lagging flows during

[t, t + Δt).

To prove this theorem, observe that the largest value of Δt occurs when all flows in

the system are allowed-to-send and there is only one leading flow, say k, who provides

additional services such that flow k is a real-time flow and wk = wmin. Since flow k can

still receive a fraction αR of its services when it is leading and flow k uses gk to keep track

of the amount of such services when it is leading, this leads to

ΦA(t, t + Δt) ≥ wmin · Ĉ1

Ĉ1

(vk(t + Δt) − vk(t)) − wmin(gk(t + Δt) − gk(t)) − lmax. (B.7)

Not that the best rate of flow k must be Ĉ1, or it is not allowed-to-send. By Lemma B.1,

for any active flow j during [t, t + Δt), we have

vj(t + Δt) − vj(t) ≤ vk(t + Δt) − vk(t) +
Ĉ1

rmin
j

· lmax

wj
+

Ĉ1

rmin
k

· lmax

wmin

≤ vk(t + Δt) − vk(t) +
Ĉ1

Ĉn

(
lmax

wj
+

lmax

wmin

)
.

This inequality helps to derive the total amount of services provided by the system during

[t, t + Δt):

Ĉn · Δt ≤
(∑

j∈A

wj · Ĉ1

Ĉ1

(vj(t + Δt) − vj(t))

)
+ lmax

≤
(∑

j∈A

wj(vk(t + Δt) − vk(t) +
Ĉ1

Ĉn

(
lmax

wj

+
lmax

wmin

))

)
+ lmax

≤ (vk(t + Δt) − vk(t))
∑
j∈A

wj +
Ĉ1

Ĉn

(
mlmax +

lmax

wmin

∑
j∈A

wj

)
+ lmax

≤ (vk(t + Δt) − vk(t)) +

(
Ĉ1

Ĉn

(m +


wmin
) + 1

)
lmax

⇒ vk(t + Δt) − vk(t) ≥ 1



(
Ĉn · Δt − (

Ĉ1

Ĉn

(m +


wmin
) + 1)lmax

)
. (B.8)

Applying Lemma A.4 to flow k at times t and t + Δt and taking a subtract, we obtain

gk(t + Δt) − gk(t) ≤ αRvk(t + Δt) − αRvk(t) +
lmax

wmin
. (B.9)
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By combining Eqs. (B.8) and (B.9) into Eq. (B.7), we can obtain

ΦA(t, t + Δt) ≥ wmin

(
vk(t + Δt) − vk(t) − αRvk(t + Δt) + αRvk(t) − lmax

wmin

)
− lmax

= wmin(1 − αR) (vk(t + Δt) − vk(t)) − 2lmax

≥ wmin(1 − αR)



(
Ĉn · Δt − (

Ĉ1

Ĉn

(m +


wmin

) + 1)lmax

)
− 2lmax

⇒ Δt ≤ (ΦA(t, t + Δt) + 2lmax)

wmin(1 − αR)Ĉn

+

(
Ĉ1

Ĉn

(m +


wmin

) + 1

)
lmax

Ĉn

. (B.10)

It remains to derive an upper bound for ΦA(t, t + Δt) in Eq. (B.10). The worst case

happens when these n − 1 lagging flows are candidates so that they are all allowed to

share the ΦA(t, t + Δt) services. Besides, Exactly one of these n − 1 flows remains in LN

during [t, t + Δt). In this case, LR can share at most a fraction WR

WR+WN
of ΦA(t, t + Δt).

Let ΦR(t, t+Δt) and ΦN(t, t+Δt) be additional services received by LR and LN during

[t, t + Δt), respectively, ΦA(t, t + Δt) = ΦR(t, t + Δt) + ΦN (t, t + Δt). By Theorem B.2,

we have

ΦN(t, t + Δt) ≤ WN

(
ΦR(t, t + Δt)

WR
+

B + lmax

WR
+

B + lmax

WN

)
⇒ ΦA(t, t + Δt) ≤ WR + WN

WR
(ΦR(t, t + Δt) + B + lmax) . (B.11)

By applying Lemma B.2 twice on flow i and any flow j ∈ LR, we have

ΦR(t, t + Δt) ≤
∑
j∈LR

wj · Ĉ1

Ĉ1

(cj(t + Δt) − cj(t)) + lmax

≤
∑
j∈LR

wj

(
ci(t + Δt) − ci(t) +

Ĉ1

rmin
i

· lmax

wi

+
Ĉ1

rmin
j

· lmax

wj

)
+ lmax

≤ (ci(t + Δt) − ci(t))
∑
j∈LR

wj +
Ĉ1

Ĉn

· lmax

wi

∑
j∈LR

wj +
Ĉ1

Ĉn

∑
j∈LR

lmax + lmax

< R(ci(t + Δt) − ci(t)) +

(
Ĉ1

Ĉn

(
R

wi

+ m − 2) + 1

)
lmax. (B.12)

After time t+Δt, flow i becomes non-lagging, so −lmax < lag(t+Δt) ≤ 0. Thus, we have

Ĉn

Ĉ1

(ci(t + Δt) − ci(t)) ≤ |lagi(t + Δt) − lagi(t)|
wi

<
lagi(t) + lmax

wi

⇒ ci(t + Δt) − ci(t) <
Ĉ1

Ĉn

· lagi(t) + lmax

wi

. (B.13)
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By combining Eqs. (B.12) and (B.13) into Eq. (B.11), we have

ΦA(t, t + Δt) <
WR + WN

WR

(
Ĉ1

Ĉn

(
R · lagi(t)

wi

+

(
2R

wi
+ m − 2)lmax) + 2lmax + B

)
. (B.14)

By combining Eqs. (B.10) and (B.14), the first part of this theorem is proved. When flow

i is a non-real-time flow, the proof is similar and we omit the details. �
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