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Enhancing Mobility Management for WiMAX

Student: Yung-Chun Lin Advisor: Dr. Yi-Bing Lin

Institute of Computer Science and Engineering

National Chiao Tung University

ABSTRACT

As mobile subscriber population rapidly grows, mobile access for broadband services
becomes an important part of human life. IEEE 802.16e mobile Worldwide Interoper-
ability for Microwave Access (WiIMAX) provides broadband wireless services with wide
service coverage, high data throughput, and high mobility. In WiMAX, mobility manage-
ment (i.e., location management and handoff management) is one of the most important
issues to support mobile services. Location management function tracks the roaming
Mobile Stations (MSs) for service delivery, and handoff management function maintains
service continuity during MS mobility. Such functions are important for mobile telephony
services, including conference/video call and Push to Talk over Cellular (PoC). In this
dissertation, we investigate the mobility management issues for WiMAX networks.

For location management, we first propose an analytic model to study the Location
Update (LU) performance with overlapping Location Area (LA) configuration. Our study
indicates how to determine the appropriate overlap among LAs. Then we investigate the
performance for WIMAX LU procedure with Anchor Paging Controller (APC) relocation.
In WiMAX, an APC is assigned to an MS to handle its location tracking and can be

dynamically relocated during the LU procedure. By the analytic results, we provide
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guidelines to utilize the APC relocation for MSs with various moving behaviors.

For handoff management, to support service continuity for high mobility MSs, we
proposed the Repacking on Demand (RoD) for the Hierarchical WiMAX Network (HWN)
by considering the MS moving speeds. Our study quantitatively indicates that RoD is less
sensitive to MS speeds and outperforms the other previous proposed schemes significantly.

The research results presented in this dissertation provide some useful mechanisms and

guidelines for WiMAX operators to achieve high system performance in their networks.

Key words: repacking, Hierarchical WiMAX Network (HWN), Location Area (LA),

Location Update (LU), mobility management, overlapping LA, Paging Controller (PC),

ping-pong effect, Push to Talk over Cellular (PoC), Repacking on Demand (RoD)
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Notation

The notation used in this dissertation is listed below.

e «;: the probability that starting from cell j, the MS leaves the old LA from the

right-hand side (Chapter 2)
e [3: the proportion of fast calls (Chapter 4)
e c: the number of radio channel in the microcell (Chapter 4)
e (' the number of radio channel in the macrocell (Chapter 4)

e D: the distance (the number of cells) between the entrance cell and the central cell

of the new LA (Chapter 2)

e D;: the distance (the number of cells) between the entrance cell and the new LA’s
right-hand side (left-hand side) boundary cell if the MS enters the new LA from the
left-hand side (right-hand side) of the LA (Chapter 2)

e 1/n: the expected PG residence time (Chapter 3)

e 1/n;: the expected microcell residence time of fast MSs (Chapter 4)
e 1/ns: the expected microcell residence time of slow MSs (Chapter 4)
e f(t): the density function of the idle period ¢ (Chapter 3)

e f*(s): the laplace transform of f(¢) (Chapter 3)
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1/~: the expected idle period (Chapter 3)
H: the expected number of handoffs and repackings during a call (Chapter 4)

H,m: the expected number of microcell-to-microcell handoffs during a call (Chap-

ter 4)

H,ar: the expected number of microcell-to-macrocell handoffs during a call (Chap-

ter 4)

Hprm: the expected number of macrocell-to-microcell handoffs during a call (Chap-

ter 4)

Hpyr: the expected number of macrocell-to-macrocell handoffs during a call (Chap-

ter 4)

Hpg: the expected number of repackings (including m-to-M and M-to-m repackings)

during a call (Chapter 4)
K: the number of overlapping cells between two neighboring LAs (Chapter 2)

A: the call arrival rate to a microcell (for both incoming and outgoing calls) (Chap-

ter 4)

1/p: the expected call holding time (Chapter 4)

M: the number of cell movement before the MS leaves the LA (Chapter 2)
N (Chapter 2): the number of cells in each LA

N (Chapter 3): the number of PGs within a PC

N;: the number of cell movement, starting from cell j and before the MS leaves the

LA (Chapter 2)

No: the number of the LAs covering the entrance cell (Chapter 2)
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7(k): the expected number of the intra-PC movements within PC 0 during & PG

movements of the MS (Chapter 3)

7*(k): the expected number of the intra-PC movements in any PC other than PC
0 during £ PG movements of the MS (Chapter 3)

II;(k): the expected number of the inter-PC movements from PC —1 or PC 1 “Into”

PC 0 during k¥ PG movements of the MS (Chapter 3)

IIo(k): the expected number of the inter-PC movements “Out” from PC 0 (to PC

—1 or PC 1) during k£ PG movements of the MS (Chapter 3)

IT*(k): the expected number of the inter-PC movements without visiting PC 0

during £ PG movements of the MS (Chapter 3)

p (Chapter 2): the routing probability that the MS moves to the right-hand side

neighboring cell

p (Chapter 3): the routing probability that the MS moves to the right-hand side

neighboring PG

Py: the call blocking probability (Chapter 4)

Py the force-termination probability (Chapter 4)

Py the force-termination probability of fast calls (Chapter 4)

R-’fj: the probability that starting from PG ¢, the MS visits PG j after £ PG move-

ments (Chapter 2)

Pf: the probability that from PG 0, the MS visits PG j after ¥ PG movements,

where k& > 0 (Chapter 2)

P,.: the call incomplete probability (Chapter 4)
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P(k): the probability that the MS makes & PG movements during the idle period
(Chapter 3)

q: the probability that the MS enters the new LA from a left-hand side LA for case

0 < K < % (Chapter 2)

qi: the probability that in the Random policy, the MS enters the new LA from a
left-hand side LA for case § < K < N (Chapter 2)

¢": the probability that in the Central policy, the MS enters the new LA from a
left-hand side LA for case § < K < N (Chapter 2)

q": the probability that in the MinOL policy, the MS enters the new LA from a

left-hand side LA for case § < K < N (Chapter 2)

¢-: the probability that in the Random policy, the MS enters the new LA from a
right-hand side LA for case § < K < N (Chapter 2)

w: the cost of an intra-PC LU within PC 0 (Chapter 3)

u*: the cost of an intra-PC LU in any PC other than PC 0 (Chapter 3)

U: the expected cost of an LU in the idle mode (Chapter 3)

Ur: the cost of an inter-PC LU from the neighboring PCs “Into” PC 0 (Chapter 3)

Uo: the cost of an inter-PC LU “Out” from PC 0 (to any neighboring PC) (Chap-

ter 3)
Ugr: the LU cost (the expected number of messages sent in an LU) for Si (Chapter 3)
U*: the cost of an inter-PC LU without involving PC 0 (Chapter 3)

Uw: the LU cost (the expected number of messages sent in an LU) for Sy, (Chap-

ter 3)
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V. the variance for the idle periods (Chapter 3)
V.: the variance for call holding times (Chapter 4)
Vin.p: the variance for microcell residence times of fast MSs (Chapter 4)

Vins: the variance for microcell residence times of slow MSs (Chapter 4)

X, the yth cell movement of the MS (Chapter 2)
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Chapter 1

Introduction

In recent years, the number of mobile subscribers grows rapidly. The mobile access be-
comes an important part of human life, and there is always a need for the service providers
to offer mobile services with better features (e.g., higher transmission rates, larger capac-
ity, better quality and so on). Therefore in the past two decades, the mobile networks have
evolved from the first generation (1G) to the second generation (2G) and then the third
generation (3G), and are marching forward to the fourth generation (4G). In 1G systems,
such as Advanced Mobile Phone System (AMPS) [45], analog radio transmission was in use
for telephony service delivery. 2G systems, such as Global System for Mobile communica-
tions (GSM) [45], utilized digital radio transmission with encryption mechanism to replace
the analog technology. The popular Short Message Service (SMS) is also first introduced
to the subscribers in 2G networks. Unlike the 1G and 2G systems that are primarily
designed for speech services, networks after 2G evolved to provide better data services. In
3G systems, such as Universal Mobile Telecommunications System (UMTS) [47], mobile
subscribers are offered the enhanced mobile services of wider range and higher transmis-
sion rates. Furthermore, 4G systems are highly expected to provide the comprehensive
broadband services anytime and anywhere. At present, two pre-4G solutions are being
developed: the Worldwide Interoperability for Microwave Access (WiMAX) [75, 76, 77, 35]
and the 3GPP Long Term FEvolution (LTE) [53, 6, 30].

Figure 1.1 illustrates a simplified architecture for a mobile network, which consists of
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Figure 1.1: A Simplified Architecture for the Mobile Network

Mobile Station (MS; see Figure 1.1 (1)), Access Network (see Figure 1.1 (2)), Core Network
(see Figure 1.1 (3)), and Application and Service Network (see Figure 1.1 (4)). An MS
is the equipment through which a mobile subscriber can access services from the mobile
network. The Access Network provides radio access for MSs, and the Core Network is
responsible for routing MSs’ calls and data from/to the access networks or the external
networks, such as other Public Land Mobile Networks (PLMNs) [45], Packet Switched
Telephone Networks (PSTNs) [45] and Internet. Note that the Access Network can be the
UMTS Terrestrial Radio Access Network (UTRAN), the WiMAX Access Service Network
(ASN) or the Wireless Fidelity (WiFi) Wireless Local Area Network (WLAN). The Core
Network can be the UMTS Core Network or the WiMAX Connectivity Service Network
(CSN). The Application and Service Network supports flexible services through a common
service platform; e.g., the Open Service Access (OSA) platform (see Figure 1.1 (5)). OSA
is defined by 3GPP CN5, ETSI SPAN12, ITU-T SG11 and the Parlay Group [52, 2, 1, 3, 4]

to construct the Application and Service Network. Through the OSA platform deployed



by the mobile operators, third parties can implement and run their own applications
without concerning the underlying network environment. In Appendix A, the Push to
Talk over Cellular (PoC) service is used to illustrate how the third party programmers
create a modern mobile service through OSA platform.

Many studies have been conducted to investigate various aspects of the mobile access,
and mobility management (related to both the Access and Core Networks) is one of the
most important issues. The mobility management mechanism supports MS mobility in
the mobile network and can be divided into two essential functions: location management
and handoff management [19, 8]. The location management function tracks the location
of roaming MSs for mobile service delivery. The handoff management function maintains
ongoing services when MSs move around the mobile networks to support service continuity,
such as the Voice Call Continuity (VCC) [5]. In this dissertation, we investigate the
mobility management issue in both aspects.

To track the mobility of roaming MSs, two basic location management operations,
location update and paging, are utilized in most mobile networks. Location update oper-
ation is used by an MS to report its current location to the network. Paging operation
is used by the network to alert an MS about its incoming data. To track MS mobility,
the signalling messages for these operations cause significant traffic load to the mobile
networks (see Section 1.1).

To maintain the service continuity during MS mobility, network resources would be
allocated to establish a new transmission path for the handoff service. To support more
handoffs, the radio channels that are the most scarce resources in mobile networks should
be carefully and efficiently allocated. To increase network capacity, the deployment of
the Hierarchical Cellular Networks (HCNs) [29, 43, 48, 32, 11] is one of the most pop-
ular solutions, such as the LTE/WiMAX Femtocells [24, 12, 81, 9] and the hierarchical
WiMAX-WiFi networks [83, 54, 78]. Furthermore, to increase the channel utilization

and reduce the waste of radio resources, many channel assignment schemes are also pro-



Figure 1.2: WiMAX Experience Buses

posed for efficient channel allocation [10, 26, 28, 50, 61, 62, 71, 73, 13, 49]. Both good
cell layouts and efficient channel assignment schemes can significantly reduce the force-
terminated probability for handoff services (see Section 1.2).

The location management and the handoff management issues attract great inter-
est from both academia and industry. This dissertation will investigate both mobility
management issues for WiMAX networks. In the remainder of this chapter, we first in-
troduce the WiMAX system with the location management mechanism in Section 1.1.
Then in Section 1.2, we describe an efficient channel assignment mechanism, repacking,
for the Hierarchical WiMAX Network (HWN; i.e., the WIMAX system with hierarchical

cell structure). Finally, we present the organization for this dissertation in Section 1.3.

1.1 Location Management for WiMAX System

WiMAX provides broadband wireless services with wide service coverage, high data
throughput, and high mobility [75, 76, 77]. In Taiwan, an important WiMAX usage
is to provide broadband access for vehicles. Figure 1.2 illustrates Taiwan WiMAX expe-
rience bus where people in the bus enjoy applications such as GPS/Navigation, portable
digital TV, multimedia player, and so on.

Figure 1.3 shows a simplified WiMAX network architecture, which consists of the CSNs
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Figure 1.3: A Simplified WiMAX Network Architecture

(see Figure 1.3 (a)) and the ASNs (see Figure 1.3 (b)). An ASN provides radio access
(such as radio resource management, paging and location management) to the WiMAX
MS (see Figure 1.3 (i)). The ASN comprises ASN gateways (ASN-GWs; see Figure 1.3
(c)) and WiMAX BSs (see Figure 1.3 (d)). Every ASN-GW connects to several BSs. The
ASN-GWs are also connected to each other to coordinate MS mobility. A CSN consists
of network nodes such as the Mobile IP (MIP) [39] Home Agent (HA; see Figure 1.3
(f)), the Authentication, Authorization, and Accounting (AAA) server (see Figure 1.3 (g))

and the Dynamic Host Configuration Protocol (DHCP) server (see Figure 1.3 (h)). The



CSN provides IP connectivity (such as Internet access and IP address allocation) to a
WiMAX MS and interworks with the ASNs to support capabilities such as AAA and
mobility management. Before an MS is allowed to access WiMAX servcies, it must be
authenticated by the ASN-GW (which serves as the authenticator) and the AAA server
in the CSN.

In WiMAX, the Paging Controller (PC) in an ASN-GW (see Figure 1.3 (c)) handles
the location tracking operations for the WiMAX MSs. For each roaming MS, an Anchor
PC (APC) is assigned to handle its location tracking. To track MS location, all BSs
connected to a PC are partitioned into several Paging Groups (PGs; see Figure 1.3 (e)),
where the PG is suggested being partially overlapped with each other [35]. Note that the
PG is also referred to as the Location Area (LA; in GSM/GPRS/UMTS), the UTRAN
Routing Area (URA; in UMTS), the Tracking Area (TA; in LTE), and so on. Whenever
the MS moves from one PG to another, the MS utilizes a Location Update (LU) operation
to report its new PG to the APC. During LU procedure, the network may dynamically
relocate the APC for MS mobility. Once there are incoming packets for the roaming
MS, the APC will alert the MS by the paging operation. In Chapter 3, we will illustrate
the message flows of the WiMAX location tracking operations for more details, and then

investigate the performance for WiMAX location tracking mechanism.

1.2 Repacking for Hierarchical WiMAX Networks

One of the most important issues in cellular network operation is capacity planning. When
the number of cellular subscribers grows rapidly, it is required that the cellular service
provider increases its network capacity effectively. For WiMAX operators, one possible
solution is to deploy the Hierarchical WiMAX Networks (HWNs; i.e., the WiMAX systems
with hierarchical cell structure). As shown in Figure 1.4, the HWN consists of two types of
Base Stations (BSs): micro BSs and macro BSs. A micro BS with low power transceivers

provides small radio coverage (referred to as microcell), and a macro BS with high power
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Figure 1.4: Hierarchical WiMAX Network Architecture

transceivers provides large radio coverage (referred to as macrocell). The microcells cover
MSs in heavy teletraffic areas. A macrocell is overlaid with several microcells to cover
all MSs in these microcells. Note that to deploy the HWNs, macrocell BSs can be the
WiMAX BSs with high transmission power, and microcell BSs can be the WiMAX BSs
with low transmission power, the WiMAX Femtocell Access Points (WFAPs) [81, 9] or
the WiFi Access Points (APs) [54, 78, 40, 59].

In a cellular network, radio channels must be carefully assigned to reduce the numbers
of new call blockings as well as handoff call force-terminations. Several channel planning
and assignment approaches have been proposed for the hierarchical networks [10, 18, 26,
28, 34, 50, 61, 62, 66, 71, 73]. Some studies focused on channel assignment according to
the received radio signal strength [26, 61]. Other studies [18, 28, 34, 73] investigated radio
channel packing issues for channel reuse. A basic scheme called No Repacking (NR) was
described in [62]. In this scheme, when a call attempt (either a new call or a handoff call)
for an MS arrives in the HWN, the network first tries to allocate a channel in the microcell
of the MS. If no idle channel is available in this microcell, the call attempt overflows
to the corresponding macrocell. If the macrocell has no idle channel, the call attempt
is rejected. Call blockings and force-terminations of NR can be reduced by repacking
techniques described as follows [74]. Consider a call attempt for a microcell that has no
idle channel. In NR, this call attempt is served by the corresponding macrocell. If radio

channels are available in the mirocell later, this call can be transferred from the macrocell
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to the microcell again. The process of switching a call between the macrocell and the
microcell is called the repacking. Chapter 4 will show that with repacking mechanism,
channel assignment approaches can increase the number of idle channels in a macrocell
so that more macrocell channels can be shared by the call attempts where no channels

are available in the microcells.

1.3 Dissertation Organization

Mobility management is one of the most important issues for the WiMAX network. As
described above, mobility management contains the location management function and
the handoff management function. With these functions, mobility management enables
the mobile network to locate roaming MSs for the service delivery and to maintain the
ongoing communications during MS movement for the service continuity. This dissertation
investigates the mobility management for WiMAX in both aspects.

For location management, we propose analytic models to study the performance
of WIMAX location tracking mechanism (see Chapters 2 and 3). We first study the
LU performance with overlapping LA configuration that is a suggested alternative for
URA/PG/TA layout in UMTS, WiMAX and LTE systems [35, 30, 53, 6, 7]. From
the performance analysis, our study indicates how to determine the appropriate overlap
among LLAs. Then, we further investigate the performance of the WiMAX LU procedure
with /without APC relocation. The analytic results provide guidelines to utilize the APC
relocation with various moving behaviors.

For handoff management, we study the performance of several channel assignment
schemes with repacking mechanism for HWNs to support higher mobility, including our
proposed scheme, Repacking on Demand (RoD; see Chapter 4). Our previous study [68]
indicated that higher MS moving speeds result in more force-terminations for the numer-
ous handoffs. To support high MS mobility in WiMAX, we propose RoD by considering

MS moving speeds. Our study quantitatively indicates that RoD is less sensitive to MS



moving speeds and outperforms the other previous proposed schemes significantly.

This dissertation is organized as follows. Chapter 2 proposes an analytic model to
study the LU performance with overlapping LA configuration. Chapter 3 proposes an
analytic model to study the performance of the WiMAX LU procedure with/without APC
relocation. Chapter 4 presents speed-sensitive RoD for the HWNs with the performance

evaluation. Finally, we conclude this dissertation with some future directions.



Chapter 2

Performance for Mobile Network
with Overlapping Location Area
Configuration

As described in Section 1.1, the Location Area (LA) of a Mobile Station (MS) is tracked
by the Location Update (LU) operation in a mobile mobile network. To reduce the LU
traffic caused by the ping-pong effect, the overlapping LA concept is introduced. In the
overlapping LA configuration, an LA selection policy is required to select the new LA at
an LU when the MS enters a new cell covered by multiple LAs. This chapter describes
four LA selection policies and proposes an analytic model to study the performance of
these LA selection policies. Our study [80] provides guidelines to determine appropriate

degree of overlapping among the LAs.

2.1 Location Area Overlap

To track user mobility, the cells (the coverage areas of base stations) are partitioned into
groups in a mobile wireless network. These groups are referred to as the Location Areas
(LAs; in GSM/GPRS/UMTS [45, 47]), the Routing Areas (RAs; in GPRS/UMTS [45,
47]), the Paging Groups (PGs; in WiMAX [35]), Tracking Areas (TAs; in LTE [53, 6, 30]),
and so on. Without loss of generality, we use the term LA throughout this chapter. The

LA of a Mobile Station (MS) is tracked by the network. Whenever the MS moves from one
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(a) Cellular Network with Non-overlapping LAs (b) Cellular Network with Overlapping LAs

Figure 2.1: Ping-pong Effect Reduction with Overlapping LA Configuration

LA to another LA, the MS issues a Location Update (LU) request to inform the network
that it has entered the new LA. In this way, the network keeps track of the LA where the
MS resides.

A typical LA layout is illustrated in Figure 2.1 (a) where every cell is covered by
exactly one LA. Recently, the overlapping LA concept (where a cell is covered by multiple
LAs; see the gray areas in Figure 2.1 (b)) has been proposed to avoid the ping-pong
effect [14, 15, 20, 21, 25, 55]. Suppose that an MS resides in cell a of LA 1 as illustrated in
Figure 2.1. In the non-overlapping LA configuration (Figure 2.1 (a)), when the MS moves
to cell b in LA 2; the MS performs an LU to register to LA 2. If the MS moves to cell ¢
or back to cell a in LA 1 again, the MS performs another LU to register to LA 1. If the
MS repeatedly moves back and forth between LA 1 and LA 2, many LUs are performed.
This phenomenon is called the ping-pong effect. In the overlapping LA configuration,
when the MS moves from cell @ (in LA 1) to cell b (in LA 2), an LU is executed as in
the non-overlapping LA configuration. If the MS moves to cell ¢ or back to cell a, it still
resides in LA 2 and no LU is performed. Therefore, the ping-pong effect is mitigated.

Several studies [14, 15, 25] proposed analytic models to study the performance of the
mobile telecommunications network with overlapping LAs. These studies assumed that at

each movement, the MS moves to any of its neighboring cells with the same probability.
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Figure 2.2: One-dimensional Overlapping LA Registration Scheme for 0 < K < %

In [25], the LA consists of odd numbers of cells. In [14, 15], an example is provided and
no close-form solution was derived to evaluate the performance. Moreover, each of the
previous studies investigated one LA selection algorithm.

This chapter is organized as follows. Section 2.2 introduces the system model and
four overlapping LA policies. Section 2.3 proposes the analytic models for these policies.
Section 2.4 quantitatively compares the four studied policies. Then Section 2.5 provides

guidelines to determine appropriate degree of overlapping among the LAs.

2.2 System Model and LA Selection Policies

This section describes the system model and four LA selection policies in details. For the
purpose of demonstration, one-dimensional overlapping LA configuration is considered.
Based on this configuration, then in section 2.3, we describe a random walk model for M'S
movement and construct state transition diagrams to derive the LU costs.

Figures 2.2 and 2.3 illustrate the one-dimensional overlapping LA configuration, where
each LA covers N cells, and is overlapped with each of its adjacent LAs by K cells
(0 < K < N). We say that the overlapping degree for this LA configuration is K. In
each LA, cells are sequentially labelled from 1 to V. An MS moves to the right-hand side

neighboring cell with the routing probability p, and moves to the left-hand side neighboring
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cell with probability 1 — p. If the MS moves into a new cell that does not belong to the
currently registered LA (i.e., the MS moves out of the current LA), it performs an LU.
This new cell is called the entrance cell to the new LA. If 0 < K < %, the entrance cell
is covered by only one LA. When the MS moves out of LA ¢ from the right-hand side
(the left-hand side), it enters LA i+ 1 (LA ¢ — 1). The entrance cell is cell K + 1 of
LA i+ 1 (cell N — K of LA i — 1); see the shadow boxes in Figure 2.2. On the other
hand, if % < K < N, when an MS leaves the old LA and enters the new cell, this new
cell is covered by several LAs adjacent to (or overlapping with) the old LA. As shown in
Figure 2.3, when the MS leaves LA i, the new cell can be the entrance cell for each of Ng

LAs, where

(2.1)

K+1w
N—-—KI|

No=|
That is, if the MS moves out of LA ¢ and enters a right-hand side LA, the entrance cell
can be cell K+1of LAi+1,cell N+1—=2(N—-K)of LAi+2 N+1—-3(N —K) of LA
i+3,---,orcell N+1— No(N — K) of LA i+ Np (see the shadow boxes in Figure 2.3).
Similarly, if the MS moves out of LA ¢ and enters a left-hand side LA, the entrance cell
can be cell N — K of LA i —1, cell 2(N — K) of LAi—2, --- or cell No(N — K) of LA
i — Nop. Since the new cell is covered by more than one LAs for % < K < N, a policy is
required to select the new LA at an LU. In this chapter, we investigate four LA selection

policies described as follows.

e In the Maxzimum Overlapping (MaxOL) policy [14, 15, 25], after moving out of the
current LA i from the right-hand side (the left-hand side), the MS will register to
the adjacent LA ¢ + 1 (LA ¢ — 1). In this case, the number of cells overlapped

between the old and the new LAs is maximal.

e In the Central policy [25], after moving out of the current LA, the MS always

registers to the LA whose central cell is closest to the entrance cell.

e In the Random policy, the MS randomly registers to one LA covering the entrance
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Figure 2.4: State Transition Diagram for K-degree Overlapping LA Configuration (the
LA Size is N, and 0 < K < )

cell.

e In the Minimum Owverlapping (MinOL) policy, after moving out of LA 4, the MS
chooses the farthest LA of the entrance cell from LA i (i.e., LA i+ N in the right-
hand side and LA i — Np in the left-hand side in Figure 2.3). In this case, the

number of cells overlapped between the old and the new LAs is minimal.

Note that for 0 < K < %, the above four policies are the same; that is, the only LA

covering the entrance cell is selected.

2.3 Analytic Model

This section proposes an analytic model to study the LU costs for mobile telecommuni-
cations networks with overlapping LAs. Suppose that an MS makes M cell movement
before it leaves an LA. For each of the four policies described in section 2.2, we derive
the expected number E[M]. Tt is clear that the larger the E [M] value, the better the

performance.

2.3.1 Casel: 0<K <%

Figure 2.4 illustrates the state transition diagram for MS cell movement in an LA, where

0< K< % In this diagram, state Init represents that the MS moves into the LA in the
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steady state. State j represents that the MS resides in cell j of the LA, where 1 < j < N.
Two virtual states, 0 and N + 1, are the absorbing states representing that the MS moves
out of the LA from cell 1 and from cell N, respectively. For 1 < j < N, the MS moves
from state j to state j + 1 with probability p, and the MS moves from state j to state
j — 1 with probability 1 — p. As mentioned before, the entrance cell can be cell K + 1
(cell N — K) of the new LA when the MS leaves the old LA from the right-hand side (the
left-hand side). Let g be the probability that the MS moves from the old LA to the new
LA through the entrance cell K + 1. Then the MS moves from state Init to state K + 1
with probability ¢ and to state N — K with probability 1 — q. Note that ¢ is affected by
the routing probability p, the overlapping degree K and the LA size N. We will derive ¢
later.

Starting from the entrance cell j, let N; be the number of cell movement before the

MS leaves the LA. The expected number E[M] is
E[M] = qE[Nk]+ (1= q)E[Ny-k]. (2.2)

We model the MS cell movement as the Gambler’s Ruin Problem [64] to solve E[N;].
Let a; be the probability that starting from cell j, the MS will reach state N +1 before
reaching state 0 (i.e., the MS moves out from the right-hand side). From Figure 2.4, we

obtain the following recurrence relation for «;
aj =paj +(1—pla;_y forj=1,2,--- N. (2.3)
Since ap = 0 and ayy; = 1, (2.3) is solved to yield
1 J
(5]
p
1\ for p #
aj=1 1 <P> | (2.4)

for p =

[y

ol

N[ =

N +1

Define a random variable X, as follows:

Y _ —1 if the MS moves left at the yth cell movement
Y 1 1 if the MS moves right at the yth cell movement

16



Then
Nj:min{ n: ZXy:—j or ZXy:N+1—j }
y=1 y=1
Note that E[X,] =1xp+ (—=1)(1 —p) = 2p— 1 and N, is a stopping time for X,’s. The
E[X,] value can be a positive or a negative number, and the sign of E[X,] indicates the

direction of MS movement. By using the Wald’s Equation [64], we have

Z X ] (2p — 1)E[N;]. (2.5)
Consider the left-hand side of (2.5). We have

Y

Z X, N +1 -7 with probability o;
=J with probability 1 — «;

or

ZX] (N+1—j)oj+ ()1 —a;) = (N + 1oy — 7. (2.6)

Substituting (2.6) into (2.5) to yield

(N+1Da; —j

E[N;] =

(2.7)

If p approaches %, E[N;]| can be derived by applying the L’Hospital’s Rule [67] to (2.7),
which yields
lim E[N;] = (N +1)j — j%. (2.8)

p—3

To derive q, Figure 2.5 modifies the state diagram in Figure 2.4 by removing the absorbing
states 0 and N+1, and adding the transitions from state N to state K +1 (with probability
p) and from state 1 to state N — K (with probability 1 — p). When the MS moves out
of the current LA from the right-hand side (the left-hand side), the process moves from
state N to state K 4 1 (from state 1 to state N — K). In other words, the MS moves from

cell N (cell 1) of the old LA to cell K +1 (cell N — K) of the new LA. In this case, the MS
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Figure 2.5: Modified State Transition Diagram for K-degree Overlapping LA Configura-
tion (the LA Size is N, and 0 < K < %)

would leave the current LA from the right-hand side boundary and move to cell K + 1 of
new LA with probability gag iy (i.e., the probability that the MS moves into entrance cell
K + 1 and then moves out the LA from the right-hand side) plus (1 — ¢)ay_gk (i.e., the
probability that the MS moves into entrance cell N — K and then moves out the LA from
the right-hand side). Since the MS moves from state Init to state K + 1 with probability

q, we have the following equation

¢=qak+ + (1 —qan_k,

or equivalently

ON_K

= ) 2.9
1= 1= Q41+ an_k (2:9)
Substituting (2.4) and (2.7) - (2.9) into (2.2), E[M] is expressed as
ON_K (N+1)&K+1—K—1
I —ag +av-k 2p—1
1—0{K+1 (N—l—l)aN,K—N—l—K 1
EIM| = f s

[M] +<1_04K+1+04NK>[ 2p—1 P73

(N—-K)x (K+1) forp=1
(2.10)
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where

1— J
1_p NTI forp;«éé
;= 1_<p>
_ p
J 1
_J f _1
N+1 TP=3

2.3.2 Case 2: % <K<N

In this case, an entrance cell is covered by two or more LAs. Therefore, after the MS
leaves the old LA, an LA selection policy is required to select the new LA. The E [M]

values for the four policies are derived as follows.

e MaxOL: The MS always chooses a new LA with maximum overlapping with the old
LA. When the MS moves out of LA i from the right-hand side (the left-hand side),
it registers to LA ¢+ 1 (LA i — 1). Clearly, the LA selected in this policy is the
same as that selected in case 0 < K < % described in Section 2.3.1. Therefore, the

expected number of MS cell movement in an LA is expressed in (2.10).

e Central: After moving out of LA ¢, the MS always registers to the LA whose central
cell is closest to the entrance cell. The selected LA is the [%W -th LA away from
LA 4. That is, the entrance cell is cell N + 1 — [%W (N — K) of LA i + [%1 in
the right-hand side or cell [%1 (N—K)of LAi— [%W in the left-hand side. The
state transition diagram for the Central policy is shown in Figure 2.6, where the MS
moves from state Init to state N +1— [%W (N — K) with probability ¢’ and to state
[%W (N — K) with probability 1 — ¢’. Following the derivation in Section 2.3.1, we

have
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Figure 2.6: State Transition Diagram for the Central Policy (§ < K < N)

and the expected number

“pJoes
1= N+1— [NTOW(N—K) t OZ[N?OW (N—K)
(N+1) (Oz 1_[1\;0"(]\[_1()—1)—0—"]\;0-‘ (N—K)
X
-1 (2.11)
— 1= N+1—[NTO—|(N—K)
Tz « + «
N41- F%ﬂ (N-K) [N—QOW (N-K)
(N + D0~ Féﬂ (N - K) 1
X -1 for p # 3
NO O 1
[QW (N-K)| x [N+1-— [w (N—K)} for p =3
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Figure 2.7: State Transition Diagram for the Random Policy (§ < K < N)

e Random: The MS randomly registers to one LA covering the entrance cell. Let ¢
(g-) be the probability that the MS moves from a left-hand side LA (right-hand side
LA) to the new LA through the entrance cell. The state transition diagram for the
Random policy is shown in Figure 2.7, where the MS moves from state Init to state
N +1—m(N — K) with probability ¢, and to state m(N — K) with probability ¢,

where 1 < m < Ng. From Figure 2.7, E[M] is expressed as

EM] = q { zO:IE [NN—i-l—m(N—K)}} + g { f:lE [Nm(N_K)}} : (2.12)

Since the entrance cell is covered by No LAs, when the MS leaves the old LA, the
process moves from state N (state 1) to state N +1—m(N — K) (state m(N — K))

with probability NL; (5:2), where 1 < m < Np; see Figure 2.7. The balance

o
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equations for probabilities ¢; and ¢, are

1 o S
qQ = <No> @ Z AN+1-m(N-K) T r Z ¥m(N-K)

m=1 m=1

1 No No
= <]\fo> { U mzzjl {1 o OéN‘H—m(N—K)} + qr mzz:l {1 — O‘m(N—K)} }
1 = NO (QZ + QT)
or equivalently
No
Z QOm(N-K)
m=1
q = No
No {NO o Z [O./m(NfK) — O‘N+1—m(N7K)} } ‘ (2.13)
m=1
_ 1
qr = NO qi

Substituting (2.13) into (2.12), E[M] is expressed as

N a@ (N 4+ Danii—mn-x) — [N +1—=m(N - K)|]
2 2p— 1

mzz:l 1 (N + 1)12%(1\771() —m(N — K) for p # 3
EM] = *(No‘ql)l -1 ]

%‘i [m(N — K)] [J\]fvﬂ—m(N—K)] for p 1

m=1 @]

(2.14)

where

No
Z Um(N-K)
m=1

q = No .
No {NO + Z {Oém(N—K) - aN—&-l—m(N—K)} }

m=1

e MinOL: After leaving LA 7, the MS chooses the farthest LA of the entrance cell from
LA 4. The entrance cell is cell N +1 — No(N — K) of LA i+ No in the right-hand
side or cell No(N — K) of LA ¢ — Ny in the left-hand side. The state transition

diagram for the MinOL policy is shown in Figure 2.8. In this figure,
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Figure 2.8: State Transition Diagram for the MinOL Policy (§ < K < N)

" ONo(N-K)

q = , 2.15
I —any1-No(N-K) T ONp(N-K) ( )

and E[M] is expressed as

E[M} =q'E [NNH—No(N—K)} k= (1 —~ q//)E [NNO(N—K)}
( Q'No(N-K) )
I —ant1-No(N-K) + QNp(N-K)
(N + Danyi-no(v—rk) = [N +1— No(N — K)]
2p—1

I — aNy1-No(N-K) . (2.16)

=3+

I —ani1-No(N-K) T ONp(N-K)
% <N+ ]-)aNO(N—K) — No(N — K)
2p — 1

] forp;«é%

[No(N—=K)|x [N+1—=No(N—-K)| forp=1
Note that our analytic results have been validated against the simulation experiments

(see Table 2.1). The errors between the analytic and simulation models are under 1%.

2.4 Performance Evaluation

This section studies the performance of the LA selection policies (i.e., MaxOL, Central,

Random and MinOL). Specifically, we investigate the expected number E[M] of cell
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Table 2.1: Analytic and Simulation Results (N = 15)

K o0 | 4 ] 8 ] 12
p=20.5
E[M] (Analytic) 15 55 63 39
E[M] (Simulation) | 15.022 | 54.979 | 62.913 | 38.845
Error —0.152% | 0.037% | 0.136% | 0.396%
p=0.7
E[M] (Analytic) 15 26.716 | 17.482 | 7.499
E[M] (Simulation) | 15.032 26.622 17.458 7.501
Error —0.214% | 0.351% 0.141% | —0.023%
(a) The MaxOL Policy
K o | 4 ] 8 ] 12
p=0.5
E[M] (Analytic) 15 55 63 63
E[M] (Simulation) | 14.987 55.060 62.925 62.927
Error 0.084% | —0.109% | 0.118% 0.115%
p=0.7
E[M] (Analytic) 15 26.716 | 17.482 | 22.330
E[M] (Simulation) | 15.032 | 26.622 | 17.465 | 22.330
Error —0.214% | 0.351% 0.100% 0.223%
(b) The Central Policy
K o | 4 ] 8 | 12
p=0.5
E[M] (Analytic) 15 55 45.5 45
E[M] (Simulation) | 15.003 | 54899 | 45.120 | 44.833
Error —0.020% | 0.181% 0.814% 0.370%
p=0.7
E[M] (Analytic) 15 26.716 | 21.818 | 18.608
E[M] (Simulation) | 15.025 26.738 21.992 18.579
Error —0.169% | —0.083% | —0.798% | 0.157%
(c¢) The Random Policy
K o | 4 ] 8 ] 12
p=20.5
E[M] (Analytic) 15 55 23 15
E[M] (Simulation) | 15.003 54.899 27.969 14.995
Error —0.020% | 0.181% 0.107% 0.031%
p=0.7
E[M] (Analytic) 15 26.716 | 24.137 15
E[M] (Simulation) | 15.025 26.738 24.136 15.008
Error —0.169% | —0.083% | 0.007% | —0.056%

(d) The MinOL Policy
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Figure 2.9: Distances D and D; in the New LA

movement in an LA before an MS leaves the LA. It is clear that the larger the E [M]
value, the better the performance. In our numerical examples, we show the results for LA
size N = 15 and N = 100. The results for other N values are similar and are omitted.
We first note that due to the symmetric cell structure in each LA, the effect for p
is identical to that for 1 — p. Therefore, it suffices to consider 0.5 < p < 1. Denote
D as the distance (the number of cells) between the entrance cell (cell j in Figure 2.9)
and the central cell of the new LA (cell [%W in Figure 2.9). Denote D; as the distance
between the entrance cell and the new LA’s right-hand side (left-hand side) boundary
cell if the MS enters the new LA from the left-hand side (right-hand side) of the LA; i.e.,
cell N (cell 1) in Figure 2.9. Note that E[M] is affected by the ping-pong effect and
moving-to-one-direction effect. Besides p, these effects are determined by D and D;. The
smaller the D value, the less significant the ping-pong effect. The larger the D; value,
the less significant the moving-to-one-direction effect. Tables 2.2 and 2.3 list D and D,

as functions of K for N = 15. These D and D; values are computed from the analytic
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Table 2.2: The Distance D between the Entrance Cell and the Cental Cell of the New LA
(N =15)

| K Jo[1]2[3[4[5]6[7][ 8 |9[10[11][12]13] 14|
| MaxOL [7]6 |5 [4[3|2]1]0] 1 [2]3]4]5]6] 7|
| Cental [7[6]5]4[3[2]1]0] 1 J2[2[0[1]0]0|]
|Random [ 7[6[5[4[3[2]1]0[35]3[4[27]38]34]3.7]
| MinOL [7]6]5[4[3|2]1]0]6 [4]7 ][4 ]| 7]6] 7]
Table 2.3: The Distance Dy (N = 15)
| K JoJ1[2[3]4]5]6[7]8[9[10[11]12]13]14]
| MaxOL [ 14 [13]12[11]10]9[8|7| 6 [5[4[3[2][1]0 |
| Cental [14[13]12]11]10]9[8|7| 6 [5[9 [ 7|87 ] 7]
| Random |14 [13[ 12 [11[10[9[8[7]95[8 [ 9 [ 7 [8 [ 7 | 7|
| MinOL [ 14 [13[12[11 109 |87 13 [11[14[11]14[13 |14

model, and are validated by the simulation experiments.

Figures 2.10 - 2.13 plot E [M] as a function of K and p, where N = 15. Consider
0.5 < p < 1. When p is small, the ping-pong effect is significant, and E [M] is likely
to increase as D decreases. When p = 0.5, E[M] is a decreasing function of D (see
Figure 2.10 and Table 2.2). When p = 1, the MS always moves to one direction. Therefore,
E [M] increases as D; increases (see Figure 2.13 and Table 2.3). When p increases, the
ping-pong effect (impact of D) becomes insignificant, and the moving-to-one-direction
effect (impact of D;) becomes significant. Consider the MaxOL policy, E [M] increases
and then decreases as K increases. For p = 0.5,0.7,0.9,1, the maximal F [M] values
occur when K = 7,3,1,0, respectively. For a maximal £ [M] value, the corresponding K
value is called the best overlapping degree. As p increases, the impact of D; becomes more
significant, and the best overlapping degree decreases. Figures 2.14 - 2.17 plot E[M] as a
function of K and p with N = 100. The effects of K and p on E[M] are similar to that

for N = 15, and the details are omitted.
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From Figures 2.10 - 2.17, we observe that when 0 < K < N/2, all four policies
result in same performance. When N/2 < K < N, the Central policy makes sense for
p = 0.5, while the MinOL policy is more appropriate for p = 1.0. For all policies, these
figures show an apparent result that for the same K value, E [M] decreases as p increases.
By differentiating the analytic equations (equations (10), (11), (14) and (16)), we can
formally prove that the best overlapping degree always occurs when 0 < K < % That is,
in one-dimensional overlapping LA configuration, it suffices to consider the configurations

for K < %

2.5 Summary

This chapter studied four LA selection policies for overlapping LA configuration: Maxi-
mum Overlapping (MaxOL), Central, Random and Minimum Overlapping (MinOL) poli-
cies. We proposed an analytic model to investigate the F [M|] performance of these policies
for the one-dimensional overlapping LA configuration. The analytic results were validated
against the simulation experiments.

Our study for the one-dimensional overlapping LA configuration is more general than
the previous studies [14, 15, 25]. For specific scenarios in the previous studies, their
results are consistent with ours (which validates that our results are correct). The major
difference between our model and those in the previous studies is the setup for the routing
probability p. All previous studies assumed that at each movement, the MS moves to any
of its neighboring cells with the same routing probability. In our study, we assume that the
MS moves to each of its neighboring cells with different probabilities (i.e., 0 < p < 1.0).
Furthermore, the overlapping degree K in our study can be arbitrary (i.e., 0 < K < N).
The previous studies made restrictive assumption where 0 < K < % We note that there
is a typo in equation (11) of [25]. Specifically, the (2d — w + 1) term in the right-hand
side of the equation should be rewritten as (2d —w — 1).

Our study indicates the following results.
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e [t suffices to consider the configurations for 0 < K < %, and all four policies result
in same performance in these configurations. When N/2 < K < N, the Central
policy makes sense for p = 0.5, while the MinOL policy is more appropriate for

p=1.0.

e When the routing probability p € [0.5, 1], the E'[M] value decreases as p increases.
When p = 1 (i.e., the mobile telecommunications network is deployed in the high-

way), the E [M] performance for K = 0 is always better than that for K > 0.

From the numerical comparison of the four LA selection policies, our study indicates that
in practical scenarios, the best overlapping degree occurs for 0 < K < %, and it suffices to

consider the MaxOL policy. This important result has not been reported in the literature.
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Chapter 3

WiMAX Location Update for
Vehicle Applications

In IEEE 802.16e mobile Worldwide Interoperability for Microwave Access (WiMAX), Pag-
ing Groups (PGs; groups of base stations) are used to identify the locations of Mobile
Stations (MSs). In WiMAX systems, an Anchor Paging Controller (APC) is assigned to
an MS to handle location tracking for the MS. During Location Update (LU), the WiMAX
network may or may not relocate the APC. This chapter considers a linear WiMAX base
station layout for vehicle applications, where a base station serves as a roadside unit, and
a WiMAX MS installed in a vehicle serves as an onboard unit. In these vehicle applica-
tions, APC relocation may significantly affect the network traffic. This chapter proposes
an analytic model to study the performance of the location update with/without APC
relocation. Our study provides guidelines to utilize the APC relocation for vehicles with

various moving behaviors.

3.1 WiMAX Location Tracking Mechanism

IEEE 802.16e mobile Worldwide Interoperability for Microwave Access (WiMAX) pro-
vides broadband wireless services with wide service coverage, high data throughput, and
high mobility [75, 76, 77]. The WiMAX network architecture can be simplified as shown

in Figure 3.1, which consists of the Connectivity Service Networks (CSNs; see Figure 3.1
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Figure 3.1: A Simplified WiMAX Network Architecture

(a)) and the Access Service Networks (ASNs; see Figure 3.1 (b)). An ASN that comprises
ASN Gateways (ASN-GWs; see Figure 3.1 (c¢)) and WiIMAX Base Stations (BSs; see
Figure 3.1 (d)) provides radio access (such as radio resource management, paging and lo-
cation management) to the WiMAX Mobile Station (MS; Figure 3.1 (i)). Every ASN-GW
connects to several BSs. The ASN-GWs are also connected to each other to coordinate
MS mobility. A CSN consists of network nodes such as the Mobile IP (MIP) [39] Home
Agent (HA; see Figure 3.1 (f)), the Authentication, Authorization, and Accounting (AAA)

server (see Figure 3.1 (g)) and the Dynamic Host Configuration Protocol (DHCP) server
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(see Figure 3.1 (h)). The CSN provides IP connectivity (such as Internet access and IP
address allocation) to a WiMAX MS and interworks with the ASNs to support capabili-
ties such as AAA and mobility management. Before an MS is allowed to access WiMAX
servcies, it must be authenticated by the ASN-GW (which serves as the authenticator)
and the AAA server in the CSN.

In Taiwan, a linear layout with 27 WiMAX BSs has been deployed from Taipei to
Taoyuan International Airport to cover highway and local road traffics (the distance is
30km). The network is anticipated to extend to 679 BSs in north Taiwan for more
general broadband wireless applications [44]. One of the applications aims for Intelligent
Transportation Systems (ITS) where the WiMAX BSs can be viewed as roadside units
and the MSs are onboard units [36, 37, 51, 82]. In ITS applications, high mobility of
vehicles may significantly affect network signalling overhead for location tracking, which
is investigated in this chapter.

We first introduce the WiMAX location tracking mechanism. In WiMAX, two sub-
scriber modes characterize the activities of an MS attached to the network. In the normal
mode, the MS sends or receives packets to/from a BS. When there is no data transmis-
sion for a period, the MS switches from the normal mode to the idle mode to conserve
resources.

Several procedures defined in WiMAX are exercised when the MS is in the idle mode.
For example, the Location Update (LU) procedure is exercised for location tracking of
an MS [27]. When there are incoming packets for the idle MS, the paging procedure is
exercised to alert the MS. Then the MS performs the idle mode exit procedure to return to
the normal mode and starts data transmission. In the control plane, the Paging Controller
(PC) in an ASN-GW (see Figure 3.1 (c)) handles the location tracking and the paging
operations for the idle MSs. All BSs connected to a PC are partitioned into several Paging
Groups (PGs; see Figure 3.1 (e)). The PGs are used for MS tracking. For each MS in
the idle mode, the network assigns a PC called the Anchor PC (or APC) to the MS.
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Every APC is associated with a database called Location Register (LR) that contains the
MS tracking and paging information of the idle mode MSs. The information includes the
current PG where the MS resides, the paging parameters, the QoS profiles, etc. Suppose
that an MS in the normal mode enters the idle mode through PG 0 in Figure 3.1, and
PC 0 serves as the APC of the MS. When this idle MS moves from PG 1 to PG 2, it
performs LU procedure to inform its APC (i.e., PC 0) of the new location through PC 1.
After location update, PC 1 serves as the relay PC for the MS and all PC-related control
messages are delivered between PC 0 (the APC) and the MS indirectly through PC 1.

When the MS enters the normal mode, data transmission with handover is supported
by the MIP. In Figure 3.1, assume that an MS first enters the WiMAX network (in the
normal mode) and obtains an IP address through ASN-GW 0. The MS then registers to
the HA (see Figure 3.1 (f)) in the CSN to indicate that the Foreign Agent (FA) is FA 0
associated with ASN-GW 0 (see Figure 3.1 (c¢)). At this point, the MS can start data
transmission with a Corresponding Node (CN; see Figure 3.1 (j)). When the MS moves
from BS 4 to BS 5, the local ASN-GW is changed from ASN-GW 0 to ASN-GW 1. The
data between FA 0 and the MS is then delivered through ASN-GW 0, ASN-GW 1 and
BS 5.

In WiMAX, the APC is only defined in the idle mode and does not play any role in the
normal mode. When an MS switches from the idle mode to the normal mode, the APC
is no longer associated with the MS; i.e., the MS information is removed from the LR of
the APC (through the idle mode exit procedure). When the MS enters the idle mode
again, a new APC is assigned to the MS by exercising the idle mode entry procedure.
In the idle mode, WiMAX provides two alternatives to reassign the APC during the MS
movement: static or dynamic. When the MS moves from an old PG to a new PG, the
APC can be dynamically reassigned during the LU procedure. If the APC reassignment
occurs frequently, these APC/LR relocations result in extra network signalling overhead.

On the other hand, if the APC reassignment occurs infrequently, the APC may be far
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away from the MS after several movements. In this case, long delays for message exchange
will be expected in the LU procedures. This chapter analyzes the cost for the APC/LR
reassignment under Taiwan’s linear WiMAX BS layout for ITS.

This chapter is organized as follows. In Section 3.2, we describe the LU procedure.
Section 3.3 illustrates two scenarios to study the cost for the APC/LR relocation due to

MS (vehicle) mobility. Section 3.4 numerically compares these two scenarios.

3.2 The Location Update Procedure

This section describes the location update (LU) procedure exercised in the idle mode [76,
77]. Figure 3.2 (a) illustrates how the LU procedure is performed when an idle MS moves
from a BS in PG 1 to another BS in PG 2. Without loss of generality, we assume that PC
0 is the MS’s APC, and both the APC (PC 0) and the FA (FA 0) are collocated in ASN-
GW 0. We also assume that a specific ASN-GW serves as the idle MS’s authenticator.
When the idle MS moves to ASN-GW 1, the relay PC (e.g., PC 1 in Figure 3.2 (a))
may become the APC. For the description purpose, let Sk be the LU scenario with APC
relocation and Sy, be the LU scenario without APC relocation. The LU procedure with

APC relocation scheme Sp is described as follows (see Sk in Figure 3.2 (a)):

Step 1. The MS moves from PC 0 to PC 1. Through the new BS, the MS sends an LU

Request message to PC 1.

Step 2. PC 1 decides to relocate the APC and selects itself as the APC. The LU

Request message is forwarded to PC 0 with a relocation indicator.

Step 3. PC 0 retrieves the Authorization Key (AK) context from the authenticator

through the Context Request/Response message exchange.

Steps 4 and 5. The LU result (with the AK context and the MS’s record data) is
delivered to PC 1 by the LU Response message. PC 1 stores the received infor-

mation (including the MS’s new location) in its LR. The LU Response message
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then carries the AK context (to be retrieved by the new BS) and the LU result (for

the MS).

Steps 6 and 7. To prevent the replay attack, the new BS updates Cipher-based Mes-
sage Authentication Code (CMAC) Key Count (the latest counter value for the
MS’s request message) with the authenticator through the CMAC Update Re-

quest /Response message exchange.

Step 8. The new BS notifies PC 1 of the completion of the LU procedure by an LU

Confirm message.

Steps 9 and 10. PC 1 informs both the MS’s FA (i.e., FA 0) and authenticator about the
APC relocation through the PC Relocation Indication/Acknowledge message

exchange.

Step 11. PC 1 informs PC 0 that the LU procedure is completed by the LU Confirm

message. After receiving the message, PC 0 removes the MS’s record from its LR.

The LU procedure without APC relocation (see Sy in Figure 3.2 (a)) is similar to that
with APC relocation, except that Steps 9 and 10 are eliminated. For Sy in Figure 3.2
(a), PC 1 serves as the relay PC, and no relocation indicator is added in the LU Request
message in Step 2. Therefore, the network needs not to transfer the MS data to the new

APC/LR in Step 4.

3.3 Analytic Analysis

This section studies the expected location update cost during the idle period. When the
MS enters the idle mode, we assume that PC 0 is assigned as its APC and is collocated
with its FA (FA 0). A location update can be an inter-PC LU (e.g., from BS 4 to BS 5 in

Figure 3.1) or an intra-PC LU (e.g., from BS 2 to BS 3 in Figure 3.1), and the associated
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costs are elaborated below. In our study, the network signalling cost is measured through

the messages exchanged between the network nodes.

Uo: the cost of an inter-PC LU “Out” from PC 0 (to any neighboring PC; see

Figure 3.2 (a)). For Sg, Up = 16. For Sy, Uy = 12.

Ur: the cost of an inter-PC LU from the neighboring PCs “Into” PC 0 (see Figure 3.2
(b)) For SR, U] = 14. For Sw, U[ =0.

U*: the cost of an inter-PC LU without involving PC 0 (see Figure 3.2 (c)). For
Sg, U* =16. For Sy, U* = 12.

u: the cost of an intra-PC LU within PC 0 (see Figure 3.3 (a)). For both Sk and
Sw, u=9.

u*: the cost of an intra-PC LU in any PC other than PC 0 (see Figure 3.3 (b)). For

Sgr, u* =9. For Sy, u* = 12.

U: the expected cost of an LU in the idle mode.

We propose an analytic model to study the expected LU cost U for both S and Sy .

Figure 3.4 shows the MS movement state-transition diagram with the linear configura-

tion of PGs and PCs. Figure 3.4 (a) illustrates the state-transition diagram for the MS

movement among PGs. We use a one-dimensional linear layout of PGs to represent an

extension of Taiwan’s WiMAX-based ITS deployment described in Section 3.1, where

state ¢ represents that the MS visits PG i (—oo < i < o0). The MS moves from state

1 to states 1 + 1 and ¢ — 1 with probabilities p and 1 — p, respectively. Let Pf be the

probability that from PG 0, the MS visits PG j after & PG movements, where k£ > 0.

From the state-transition diagram in Figure 3.4 (a), Pf is derived as follows. For 7 > 0

(L’;)]ﬂ [p(l—p)]%, k>j>0andk— jis even

Pt = 3.1
! {O, otherwise (3:1)
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Note that (3.1) is partially validated for j = 0 and p = 1 —p = 0.5 [64]. Due to the
symmetric PG layout, from (3.1), P for j < 0 can be expressed as
, bt
pEo_ (%)(1—]3)_3 [p(l—P)]%a k> —j>0andk+ jis even ‘ (3.2)
! 0, otherwise

Let Pf] be the probability that starting from PG ¢, the MS visits PG j after £ PG

movements. From (3.1) and (3.2), the probability PF; can be generalized as

k—(i—1)

(ebo)p L =p)) j=i k>|j—il>0and
k —|j —i| is even
koo . k(=)
Py = (k+(§'—i))(1 ) I —p)] T, j<ik>]j—i>0and - (33)
k —|j —i| is even
0, otherwise

Based on the above model, we define five parameters to compute U as follows:

e IIp(k): the expected number of the inter-PC movements “Out” from PC 0 (to PC

—1 or PC 1) during k£ PG movements of the MS.

e 1I;(k): the expected number of the inter-PC movements from PC —1 or PC 1 “Into”

PC 0 during £ PG movements of the MS.

e II*(k): the expected number of the inter-PC movements without visiting PC 0

during £ PG movements of the MS.

e 7(k): the expected number of the intra-PC movements within PC 0 during & PG

movements of the MS.

e 7*(k): the expected number of the intra-PC movements in any PC other than PC

0 during £ PG movements of the MS.

Figure 3.4 (b) illustrates a PC configuration with linear PG layout to derive the above
five parameters. In this figure, every PC consists of N PGs (N > 1). For example, PC
n covers the PGs from nN to (n + 1)N — 1, and PC —n covers the PGs from —nN to
—(n—1)N —1.

42



[T (k) is derived as follows. Starting from PG i, the probability that the MS moves out
from PC 0 (i.e., from PG 0 to PG —1 or from PG N —1 to PG N) at the m-th PG move-
ment is (1 — p)P{’é‘l +pP[ij_fl. Therefore, during & PG movements, the expected number
of inter-PC movements out from PC 0 can be expressed as 2% _, [(1 —p) Pl + P
For simplicity, assume that the MS initially resides in any of the N PGs in PC 0 with the

same probability 1/N. Then

I,;(k) = ( ) { Zl zk: [ppm (1 —p)Pf”]\,—l]}, (3.5)

IT*(k) is derived as follows. Starting from PG i (0 < i < N), after k¥ PG movements,
PCs + [%1 are the farthest PCs that can be visited by the MS, and the probability
to make an inter-PC movement between PCs —I, —] 4+ 1 or between PCs [,] — 1 at the
m-th movement is {pP Cienn—1 T (1= p)PZ.i"__(ll_l)N} { PNt i+ (- p)PﬁA—[l}’ where
2<1< [NW In this case, the probability that at the m-th movement, the MS makes an

inter-PC LU without involving PC 0 can be expressed as

[f
lN {[pPri s + A=)y ] + PPt + (= p) Pyt (3.6)
=2

Ed
JR—|

From the definition for IT*(k) and (3.6), we have
[~]

N—-1 &k = m—1 m—1
" (k) = (1) Z N p {Pi,—(l—l)N—1 +m1fi1,zN1} - _ (3.7)
N , +(1—p) [Pi,_(l_l)N + Pi,lN }

Note that for [%w <1, II*(k) = 0.

To compute 7(k), we classify the intra-PC movements inside PC 0 into two types.

e First-type: the MS moves to the boundary PGs of PC 0 (i.e., the MS moves from

PG N —2to PG N — 1 or from PG 1 to PG 0 in Figure 3.4 (b)).
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e Second-type: the MS moves to the non-boundary PGs (e.g., the MS moves from
PG N —1to PG N —2 or from PG 0 to PG 1 in Figure 3.4 (b) with N > 3).

For N = 1, there are no intra-PC movements and m(k) = 0. For N = 2, all PGs are
boundary PGs, and no second-type movements are made. For N > 2, starting from
PG i, the expected number of the first-type movements during & PG movements is

- [(1 — p)P{?}_1 + pPZ"}V__IZ} For N > 3, the expected number of the second-type

movements during k& PG movements is 3% _, ZN 2 P Therefore, (k) can be expressed

) 0, N=1
=) (&) {NZ mz (=PRI DI 12}} ARRREYS
W{E Bl Enl} v
From (3.4), (3.5), (3.7) and (3.8), we have
(k) = k- o(k) — (k) — IT*(k) — (k). (3.9)

Equations (3.4), (3.5), (3.7) and (3.8) are validated against the simulation experiments
(see Table 3.1) [79], where the differences are within 2%. Note that due to the symmetric
PG structure in each PC, the effect for p is identical to that for 1 —p. Therefore, it suffices
to consider 0.5 < p < 1 in our study. Our simulation program is written in C++, which

works as follows:

Step 1. Decide the PC size N, the right move probability p and the number k of PG

movements. (e.g., k = 39 for Table 3.1).
Step 2. An MS is initially assigned to the PGs in PC 0 with the same probability.

Step 3. According to the right move probability p, we randomly generate a series of

PG movements for the MS.

Step 4. Log the numbers of each type of the LUs during the £ PG movements.
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Step 5. Repeat Steps 2 - 4 for one million times.

Step 6. Use the numbers of LU types obtained from Step 4 to calculate I1;(k), Ip(k),

I1*(k), m(k) and 7*(k).

Let P(k) be the probability that during the idle period ¢, the MS makes & PG move-
ments. Let ¢ have the Gamma distribution [70, 79] with density function f(.), mean 1/7,

variance V' and Laplace transform

1

Fls) = (leH)V”Q. (3.10)

Suppose that the residence time of the MS at a PG is expontially distributed with the

mean 1/n. Then, P(k) can be expressed as

Pk) = /too Pelk LUs in €)f(¢) dt

=0

= /t : [OZ')IC] e " f(t)dt

— (f) /t:e_”ttkf(t)dt

(=m)"] [d"f*(s)
= : A1
[ k! dsk _ (3:11)
s=n
From (3.10), for k£ > 1, we have
& (s) o (2 )(1 )
= (=1)"VEy 11, 3.12
dsk (=1) Vs +1 i \V? (3.12)
Substituting (3.12) into (3.11), P(k) is expressed as
1
1 \v? _
P(k) _ { (V*yn—l—l)v ) - for k=0
. 1
() V' (rage) ™ i (B +1-1) for k=1 (3.13)

= (Vviﬂrl)m’ 1 ork =0
(V%Q:H) (Vm)"* (L )Wﬁk’ fork 21

VAan+1

From (3.4), (3.5), (3.7) - (3.9) and (3.13), the normalized expected cost U of an LU can

be expressed as

r—3 (;) { Uollo(k) + ULy (k) + UTI* (k) + um(k) + w'x* (k) } P(k).  (3.14)
k=1
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Table 3.1: Comparison between Analytic and Simulation Results (k = 39)
p 0.5 06 | 07 0.8 0.9 1.0
N =1
o(k) (Analytic) | 5.0148 | 3.9794 | 2.4783 | 1.6666 | 1.25 1
Mo (k) (Simulation) | 4.9899 | 3.0488 | 2.473 | 1.6729 | 1.2513 | 1
Error(‘V) 050 | 0.77 | 021 | 038 | 054 0
I, (k) (Analytic) | 4.0148 | 2.9794 | 1.4783 | 0.6666 | 0.25 0
I, (k) (Simulation) | 3.9800 | 2.9488 | 1.473 | 0.6729 | 0.2513 | 0
Error(w ) 0.62 | 1.03 | 036 | 054 | 054 0
IT*(k) (Analytic) 29.9703 | 32.0412 | 35.0434 | 36.6668 | 37.50 38
IT*(k) (Simulation) | 30.0203 | 32.1024 | 35.054 | 36.6541 | 37.4973 | 38
Error(%) 0.16 0.19 0.03 0.03 0.01 0
N=2
IIo(k) (Analytic) 4.5148 | 3.6036 | 2.2599 | 1.5416 | 1.1944 1
I (k) (Simulation) | 4.4939 | 3.5678 | 2.2529 | 1.5452 | 1.1961 1
Error((7) 046 | 099 | 031 | 023 | 014 0
II;(k) (Analytic) 3.6402 | 2.6613 | 1.2645 | 0.5416 | 0.1944 0
II;(k) (Simulation) | 3.6179 | 2.6246 | 1.258 | 0.5452 | 0.1961 0
Error(‘V) 061 | 138 | 051 | 066 | 087 0
IT*(k) (Analytic) 11.345 | 13.2352 | 15.9756 | 17.4168 | 18.1111 | 18.50
[T (k) (Simulation) | 11.3908 | 13.3037 | 15.988 | 17.4095 | 18.1086 | 18.50
Error(%) 0.40 0.52 0.08 0.04 0.01 0
7(k) (Analytic) 45148 | 3.4794 | 1.9783 | 1.1666 | 0.75 | 0.50
7(k) (Simulation) 4.4921 | 3.4449 | 1.9755 | 1.1714 | 0.7517 | 0.50
Error(%) 0.05 0.99 0.14 0.41 0.22 0
N=9
o (k) (Analytic) | 2.312 | 2.1995 | 1.7973 | 1.3815 | 1.1406 | 1
Mo (k) (Simulation) | 2.3131 | 2.1983 | 1.7931 | 1.3810 | 1.1406 | 1
Error((V) 0.05 0.06 0.23 0.03 0.01 0
II;(k) (Analytic) 1.7991 | 1.4715 | 0.8366 | 0.3822 | 0.1406 0
II;(k) (Simulation) | 1.7974 | 1.4678 | 0.8339 0.382 0.1406 0
Error((V) 0.09 0.25 0.32 0.04 0.04 0
(k) (Analytic) | 0.2222 | 0.6623 | 1.6995 | 2.5697 | 3.0521 | 3.3333
IT*(k) (Simulation) | 0.2219 | 0.6675 | 1.7063 | 2.5698 3.052 | 3.3333
Error(%) 0.17 | 0.79 | 0.40 0 0 0
7(k) (Analytic) 23.0427 | 18.8287 | 11.7555 | 7.4215 | 5.2461 4
7(k) (Simulation) 22.9828 | 18.7273 | 11.7141 | 7.4246 | 5.2476 4
Error (%) 026 | 054 | 035 | 004 | 003 0
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We note that equation (3.14) is affected by 1/ (the update rate or the speed to move
out of a PG) and p (the moving direction of a vehicle). An MS with large n/y and p
represents a vehicle moving in highway. An MS with small n/~ and p represents a vehicle

moving in local roads.

3.4 Performance Evaluation

This section studies the performance for both Sk and Sy,. We investigate the effects of
parameters N (the PC size), p (the right move probability), /v (the update rate or the
speed of the vehicle) and V' (the variance of idle period) on the expected signalling cost
of a location update (LU) operation. Let Ug and Uy be the LU costs (the expected
number of messages sent in an LU) for Si and Sy, respectively. We note that the costs
of the paging and idle mode exit procedures for both Sk and Sy, are the same and are
not considered in this chapter.

Figure 3.5 plots Ui and Uy as functions of N, p and 7n/v, where the idle period is
exponentially distributed (V' = 1/42). In this figure, n/y = 1.85, 24, 240, p = 0.5, 0.8,

and N ranges from 1 to 20. We first point out several facts. From Figure 3.5, we have

Fact 1. As N increases, more intra-PC LUs (with lower costs) and less inter-PC LUs

(with higher costs) are exercised.

Fact 2. When 7n/v is very small, few LUs occur in an idle period, and it is more likely
that the MS only makes intra-PC LUs within PC 0. When 7/~ is large, more LUs

outside PC 0 occur.

Fact 3. If an MS makes more inter-PC LUs (with costs U;, Up or U*; see Figure 3.2),

then Ug > Uy .

Fact 4. If an MS makes more intra-PC LUs outside PC 0 (with cost u*; see Figure 3.3),

then Ug < Uy .

47



I B B I ST T T T T T T T
2 4 6 8 10 12 14 16 18 20 12 4 6 8 10 12 14 16 18 20
N N
(a) n/vy=1.875 and p = 0.5 (b) /v =1.875 and p = 0.8
16

I R R R R B ST T T T T T T T 1
2 4 6 8 10 12 14 16 18 20 12 4 6 8 10 12 14 16 18 20
N N
(¢c)n/y=24and p=0.5 (d) n/y =24 and p=10.8
16

2 4 6 8 10 12 14 16 18 20 12 4 6 8 10 12 14 16 18 20
N N
(e) n/y =240 and p = 0.5 (f) n/v =240 and p = 0.8

Figure 3.5: Up and Uy for V = 1/~2
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Effect of p. In practice, a small p (e.g., p = 0.5 in Figures 3.5 (a), (c) and (e)) represents
the movement of a pedestrian or a vehicle in local roads, and a large p (e.g., p = 0.8
in Figures 3.5 (b), (d) and (f)) represents the movement of a vehicle in highways.
When p increases, the MS tends to move to one direction, and more LUs without
involving PC 0 are exercised. That is, Fact 4 becomes more significant as p increases,

and Uy, increases faster than Uy does.

Effects of N and n/v. Figure 3.5 shows an intuitive result that Uz and Uy, decrease
as N increases (Fact 1). This figure also shows that Ur and Uy increase as 1/~
increases. When 7/v is very small (see Figures 3.5 (a) and (b)), the expected LU

cost is small (Fact 2). The increase of 1/ results in more LUs with higher costs.

Figure 3.5 indicates that Sy, outperforms Sg when N or 1/~ are small. Conversely,
Sg is better than Sy, when both N and n/v are large. When N is small, Ug > Uy
(Facts 1 and 3). When 7/~ is small, more LUs around PC 0 are exercised (Fact 3),
and Ug > Uy. When both /v and N are large, more intra-PC LUs outside PC 0
are exercised, and Ug < Uy (Facts 1, 2 and 4). Therefore, for highway traffic (i.e.,
n/~ and p are large) and when the PC size is sufficiently large (e.g., N > 3 in our
examples), Sg is better than Sy,. For local road traffic (i.e., n/v and p are small),

Sw outperforms Sg.

Effect of V. Figure 3.6 shows that Ur and Uy, are decreasing functions of the variance V'
of idle periods. When V' is small, less long and short idle periods are observed, and
Ur/Uw are mainly affected by the parameters N, p and n/v as previously described.
When V' is large, many short idle periods with few LUs are observed (i.e., P(0) is
large in equation (3.14)), and Ugr /Uy significantly decrease as V' increases. In this

case, Ug = Uy .
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Figure 3.6: Ug and Uy for p = 0.8 and n/y = 24
3.5 Summary

This chapter studied the WiMAX-based ITS systems where the base stations serve as
roadside units and the mobile stations installed in vehicles serve as the onboard units.
We investigated the impact of vehicle mobility on location update of two APC relocation
scenarios for WiMAX-based ITS: with APC relocation (Sg) and without APC relocation
(Sw). An analytic model was proposed to model the expected location update cost U
for the one-dimensional WiMAX paging group configuration. The analytic results were

validated against the simulation experiments. Our study indicates the following results:
e For a vehicle or a pedestrian in local roads, Sy, outperforms Sg.
e For a vehicle in highway, Si outperforms Sy, when the PC size is sufficiently large.

These results provide guidelines to activate the APC relocation mechanism for vehicles

with various moving behaviors.
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Chapter 4

Repacking on Demand for the
Hierarchical WiM A X Networks

As described in Section 1.2, radio channels are limited resources that should be care-
fully allocated in mobile telecommunications networks. To increase network capacity for
WiMAX, operators can deploy the Hierarchical WiMAX Networks (HWNs). To further
increase the channel utilization, the repacking mechanism that switches calls between
marcocells and microcells can be applied in the HWNs. Based on the repacking mecha-
nism, our previous work proposed Repacking on Demand (RoD) [33, 68] to improve the
network performance. To support much faster Mobile Stations (MSs), we extend RoD by
considering the moving speeds of MSs. A simulation model is developed to investigate the
performance of RoD and some previously proposed repacking approaches. Our study [69]
quantitatively shows that speed-sensitive RoD is less sensitive to MS moving speeds and

significantly outperforms the previous proposed approaches.

4.1 Channel Repacking for the HWNs

Capacity planning is one of the most important issues in cellular network operation. To

effectively increase network capacity in WiMAX systems, mobile operators can deploy
the HWN (Figure 4.1), the WiMAX network with the hierarchical cell structure. As

shown in Figure 4.1, the HWN consists of two types of Base Stations (BSs): micro BSs
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Figure 4.1: Hierarchical WiMAX Network Architecture

and macro BSs. A micro BS with low power transceivers provides small radio coverage
(referred to as microcell), and a macro BS with high power transceivers provides large
radio coverage (referred to as macrocell). The microcells cover MSs in heavy teletraffic
areas. A macrocell is overlaid with several microcells to cover all MSs in these microcells.
For an HWN, macrocell BSs can be the WiMAX BSs with high transmission power, and
microcell BSs can be the WiMAX BSs with low transmission power or the WiFi Access
Points (APs) [54, 78, 40, 59].

In the HWNs, repacking is the process of switching a connected call from a macrocell to
a microcell and vice versa. With repacking mechanism, operators can increase the number
of idle channels in a macrocell so that more macrocell channels can be shared by the call
attempts where no channels are available in their microcells. Moreover, the performance
of repacking can be enhanced by considering the moving speeds of the MSs [38, 71, 72].
Speed-sensitive channel assignment and repacking (including Macro-to-micro and micro-

to-Macro repacking) are exercised to satisfy the following criteria:

Criterion 1. Calls for slow MSs tend to be assigned with microcell channels so that the
“global resources” of macrocells can be effectively shared by calls in the blocked

microcells (i.e., the microcells without any idle channel).

Criterion 2. Calls for fast MSs tend to be assigned with macrocell channels so that the

number of handoffs can be reduced.
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Following Criterion 1, Macro-to-micro (M-to-m) repacking may be exercised to switch a
call for a slow MS from the macrocell to the microcell. In this case, the “global resources”
of macrocells can be effectively shared by calls in the blocked microcells. Following Cri-
terion 2, the micro-to-Macro (m-to-M) repacking may be exercised to switch a call for a
fast MS from the microcell to the macrocell. In this case, the number of handoffs can be
reduced.

In this study, we consider several speed-sensitive channel assignment with repacking
approaches: Always Repacking (AR; or take-back in [10, 38, 50]) always exercises repacking
as soon as some specific events (e.g., a channel is released at the microcell/macrocell)
occur to reduce the number of handoffs for calls of fast MSs. However, always exercising
repacking may degrade the system performance on call blocking probability and force-
termination probability in some cases (e.g., the number of macrocell channels is small).
In Partial Repacking on Demand (PRoD; or preemption in [71, 72]), only calls with slow
speeds are repacked on demand. When the proportion of fast calls increases, the effect
of slow-call repacking on performance improvement becomes insignificant. Therefore, in
order to further reduce call blocking and force-termination, this study improves the RoD
approach by considering repacking for both slow and fast MSs.

This chapter is organized as follows. In Section 4.2, we describe speed-sensitive channel
assignment approaches including AR, PRoD and RoD. In Section 4.3, input parameters
and output measures for these channel assignment approaches are described. Section 4.4
compares RoD with AR and PRoD. Our study quantitatively shows that RoD outperforms
AR and PRoD.

4.2 Speed-sensitive Channel Assignment for HWNs

Based on the moving speeds of MSs, several speed-sensitive channel assignment ap-
proaches have been proposed. In these approaches, a call for a fast MS is referred to

as a fast call, and a call for a slow MS is referred to as a slow call.
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No Repacking (NR) [62]: This approach does not perform repacking. Based on Criteria

1 and 2, the slow and fast calls are handled differently.

NR for Slow Calls (Figure 4.2). When a slow call attempt is newly generated
at or handed off to the ¢th microcell in HWN, the network first tries to assign
a channel in the ith microcell (following Criterion 1) to the call attempt (Steps
1 and 2 in Figure 4.2). If no idle channel is available in the 7th microcell, the
call attempt overflows to the macrocell that is overlaid with the 7th microcell.
If the macrocell has an idle channel, the HWN accepts the call (Steps 3 and
4). Otherwise, the call attempt is rejected; i.e., the new call is blocked or the
handoff call is forced to terminate (Step 5). Steps 1 - 4 in Figure 4.2 are called
the NR Slow MS Channel Assignment Procedure.

NR for Fast Calls (Figure 4.3). When a new or handoff fast call attempt occurs
in the ¢th microcell, the HWN first tries to assign the call attempt a channel
in the macrocell (following Criterion 2) that is overlaid with the ith microcell
(Steps 1 and 2 in Figure 4.3). If no idle channel is available in the macrocell,
the call attempt overflows to the ith microcell, and the HWN tries to allocate
the call a channel in the ¢th microcell (Steps 3 and 4). If no idle channel is

available in the microcell, the call attempt is rejected (Step 5).

When a call is complete or the MS moves out of a cell, the radio channel is reclaimed

to the idle channel pool of the corresponding micro (macro) cell.

Always Repacking (AR) [10, 38, 50]: Two repacking procedures are exercised in AR
to reduce the force-termination probability of fast calls. In Macro-to-micro (M-
to-m) repacking, a slow call occupying a macrocell channel is switched to an idle
channel in the microcell where the MS resides (following Criterion 1). In micro-to-
Macro (m-to-M) repacking, a fast call occupying a microcell channel is switched to

an idle channel of the overlay macrocell (following Criterion 2). During repacking,
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one or more calls may be available for switching. These calls are referred to as the

repacking candidates.

The AR channel assignment is the same as that for NR (see Figures 4.2 and 4.3).
The AR repacking procedures (Figures 4.4 (a) and (b)) are repeatedly executed to

check if one of the following situations occurs.

M-to-m Repacking (Figure 4.4 (a)): When a channel is released at a micro-
cell (Step 1 in Figure 4.4 (a)), the HWN checks if there is any slow M-to-m
repacking candidate (which is a slow call) in the corresponding macrocell (Step
2). If so, M-to-m repacking is exercised to switch one of the slow repacking
candidates from the macrocell to the microcell (Steps 3 and 4).

When an MS of a slow macrocell call moves across the boundary of two micro-
cells in that macrocell (Step 5 in Figure 4.4 (a)), the HWN checks if the call
can be a slow M-to-m repacking candidate (Step 2 in Figure 4.4 (a)). If so,

Steps 3 and 4 in Figure 4.4 (a) are executed to perform M-to-m repacking.

m-to-M Repacking (Figure 4.4 (b)): When a channel is released in a macrocell
(Step 1 in Figure 4.4 (b)), the HWN checks if there is any m-to-M repacking
candidate (which is a fast call ; Step 2). If so, m-to-M repacking is exercised

(Steps 3 and 4).

Repacking on Demand (RoD): This chapter proposes the RoD, where the HWN may
trigger the M-to-m repacking when a call assignment (for a new call or a handoff call)
occurs (following Criterion 1). Note that Criterion 2 is used in channel assignment

for fast calls, but is not used in repacking.

RoD I: RoD for Slow Calls (Figure 4.5).

Step RoD 1.1: When a slow call attempt C; is newly generated at or handed

off to the ith microcell, the HWN first exercises the NR slow MS channel
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assignment procedure. If the call attempt C is assigned a channel, the

procedure exits.

Step RoD 1.2: If no idle channel is found in Step RoD I.1, then follow-
ing Criterion 1, the HWN checks if there is any slow M-to-m repacking
candidate. If so, Step RoD 1.3 is executed. Otherwise, Step RoD 1.5 is

executed.

Steps RoD 1.3 and 4: The HWN selects one of these calls (i.e., the found
M-to-m repacking candidates) to exercise M-to-m repacking, and the re-
claimed macrocell channel is assigned to the slow call attempt C. The
procedure exits.

Steps RoD 1.5 and 6: If no slow M-to-m repacking candidate is found, the
HWN checks if there is any fast M-to-m repacking candidate. If so, go to

Step RoD 1.3. Otherwise, the call attempt C is rejected.

RoD II: RoD for Fast Calls (Figure 4.6).

Steps RoD II.1 and 2: When a fast call attempt C is newly generated at
or handed off to the ith microcell, the HWN first tries to assign a channel
in the macrocell that is overlaid with the ith microcell (following Criterion
2) to the call attempt. If the call attempt C} is assigned a channel, the
RoD procedure exists.

Step RoD 11.3: If no idle macrocell channel is found in Step RoD II.1,
then following Criterion 1, the HWN checks if there is any slow M-to-
m repacking candidate. If so, the procedure proceeds to Step RoD II1.4.
Otherwise, Step 11.6 is executed.

Steps RoD I1.4 and 5: The HWN performs M-to-m repacking to generate

a free macrocell channel for C'; and the procedure exits.

Steps RoD I1.6 and 7: If no slow M-to-m repacking candidate is found,
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the HWN tries to allocate a channel in the ith microcell to the call.

Steps RoD I1.8 and 9: If no idle channel is available in the microcell, the
HWN checks if there is any fast M-to-m repacking candidate. If so, go to

Step RoD II.4. Otherwise, the call attempt C is rejected.

In RoD, there are two alternatives to select the M-to-m repacking candidate at
Steps RoD 1.3 and RoD I1.4. Random RoD (RoD-R) randomly selects a repacking
candidate with the same probability. Load Balancing RoD (RoD-L) selects the

repacking candidate whose microcell has the least traffic load.

Partial RoD (PRoD; or preemption in [71, 72]) is a special case of RoD, where Steps RoD
L5 (for slow calls) and RoD IL.8 (for fast calls) are not executed. That is, PRoD

only repacks slow calls.

Note that for both PRoD and RoD, Criterion 2 is used in channel assignment, but not
in repacking. Only AR uses Criterion 2 in repacking. The primary purpose is to reduce
the number of force-terminations for fast calls. Our study in Section 4.4 indicates that

AR does not achieve its goal to reduce the force-termination probability as compared with

RoD.

4.3 System Model for HWN Channel Assignment

This section describes the input parameters and output measures for the HWN channel
assignment model. For the demonstration purpose, we consider a wrapped mesh cell
configuration as shown in Figure 4.7. This configuration consists of four macrocells. Each
macrocell covers 4 x 4 microcells. The wrapped topology simulates unbounded HWN so
that the boundary cell effects can be ignored [46]. Without loss of generality, the MS
moves to one of the four neighbor microcells with the same probability (i.e., 0.25). Three

types of input parameters are considered.
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System Parameters: Each macrocell has C' radio channels, and each microcell has ¢

radio channels.

Traffic Parameters: The call arrivals to a microcell (for both incoming and outgoing
calls) form a Poisson stream with rate A\. For fast MSs and slow MSs, the call
arrivals rates are G\ and (1 — )\, respectively, where 0 < 3 < 1. The call holding
times have a Gamma distribution with mean 1/u and variance V. (the typical value

for 1/ is 1 minute).

Mobility Parameters: The microcell residence times of slow (fast) MSs have a Gamma

distribution with mean 1/n, (1/ny) and variance V,,, s (Vin f)-

The Gamma distribution is often used in mobile telecommunications network modeling
(call blocking analysis for PCS networks under general cell residence time [16], teletraf-
fic analysis and mobility modeling for PCS network [22], analytical results for optimal
choice of location update interval for mobility database failure restoration in PCS net-
works [23]). It has been shown that the distribution of any positive random variable can
be approximated by a mixture of Gamma distributions (see Lemma 3.9 in reversibility

and stochastic networks [41]). Several output measures are defined in this study:
Py: the probability that a new call is blocked

Py: the probability that a successfully connected call is forced to terminate because of

handoff failure

Py¢: the probability that a successfully connected fast call is forced to terminate because

of handoff failure
P,.: the probability that a new call is blocked or a connected call is forced to terminate

H: the expected number of handoffs (including repackings) occurred during a call
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Figure 4.8: Handoff Types

Figure 4.8 shows five types of handoffs. Handoff measures for these handoff types are

defined as follows.

H,,»: the expected number of handoffs from a microcell to another microcell during a

call (Figure 4.8 (a))

H,,p: the expected number of handoffs from a microcell to a macrocell during a call

(Figure 4.8 (b))

Hyppm: the expected number of handoffs from a macrocell to a microcell during a call

(Figure 4.8 (c))

H e the expected number of handoffs from a macrocell to another macrocell during a

call (Figure 4.8 (d))

Hp: the expected number of repackings (including m-to-M and M-to-m repackings)

during a call (Figure 4.8 (e))

From the above description, H can be expressed as

H=H,,,+ Hyn + Hyn + Hynr + Hp. (4.1)
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Based on above discussions, a discrete event simulation model for RoD-R is described
in Appendix B. Other strategies (such as NR, AR, PRoD and RoD-L) can be studied by

similar simulation models, and the details are omitted.

4.4 Results and Discussions

We compare NR, AR, PRoD, RoD-R and RoD-L in terms of the output measures de-
scribed above. In our numerical examples, the radio channel number is ¢ = 10 for every
microcell and the expected microcell residence time for slow MSs is 5 times the value for
fast MSs (i.e., 1/ns = 5/n7). In most cases, we have the input parameters with the default
setup: the call holding times are exponentially distributed with mean 1/u = 1 minute
(i.e., V. = 1/u?), the microcell residence times for slow MSs are exponentially distributed
with mean 1/ns = 10/u (i.e., Vips = 100/p* and Vi p = Vins/25 = 4/p?), the number
of macrocell channel is C' = 8, the call arrival rate to a microcell is A = 7/u, and the
proportion of fast calls is § = 9%. The effects of the input parameters are described as

follows.

Effect of the Macrocell Channel Number C. Figures 4.9 (a) - (d) plot P, Py, Py
and P,. as functions of C, where the values for the input parameters except C' follow
the default values listed above. These figures show an intuitive result that for all
approaches, Psr, P, Py and P, decrease as C increases. We also observe that the
Py, Py, Py and P,. are more sensitive to the change of C' for small C' values than
for large C' values. Since the macrocell channels are the bottleneck resources when
C is small, increasing C' significantly reduces Psf, Py, Py and P,.. Figures 4.10 (a)
- (d) plot Hypm, Hmu, Hr and H as functions of C, where the values for the input
parameters except C' follow the default values listed above. Figure 4.10 (a) shows
that for all approaches, H,,,, is a decreasing function of C. This phenomenon is
due to the fact that when C' increases, more calls (especially fast calls) will occupy

macrocell channels, and the number of microcell to microcell handoffs will decrease.
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Figure 4.10 (b) shows that for AR, H,,)s is an increasing function of C'. Increasing
C' results in more idle macrocell channels, and more calls (especially slow calls)
will be handed off from microcells to macrocells. For NR, PRoD and RoD, H,,\
increases and then decreases as C' increases. When C' is small, macrocell channels
are the bottleneck resources and increasing C' results in more calls handed off from
microcells to macrocells (especially fast calls that overflow to microcells). When C
is large (C' > 5 in Figure 4.10 (b)), macrocell channels are no longer the bottleneck
resources and less fast calls overflow to microcells. In this case, increasing C' results
in decreasing of H,,5;. The performance figures for Hys,, and Hy s are similar to
that for H,,ns, and the details are omitted. Figure 4.10 (c) shows that for AR, Hpg
increases as C' increases. Increasing C' results in more slow calls that would overflow
to macrocells, and thus more calls are repacked. On the other hand, for PRoD and
RoD, Hpg increases and then decreases as C' increases. This non-trivial phenomenon
is explained as follows. When C' is small (C' < 5 for RoD and C' < 12 for PRoD
in Figure 4.10 (c)), increasing C' results in more M-to-m repacking candidates, and
more on-demand repackings are exercised. When C' is large, macrocell channels
are no longer the bottleneck resources. Increasing C' results in less blockings as
well as force-terminations, and less on-demand repackings are needed. Therefore
Hp decreases as C increases in this case. Figure 4.10 (d) shows the net effects of
repackings and all types of handoffs. In this figure, as C' increases, H decreases for
NR and increases for AR. For PRoD and RoD, H increases and then decreases as

C increases.

Comparison of NR, AR, PRoD, RoD-R and RoD-L. Figures 4.9 (a) - (d) com-
pare NR, AR, PRoD, RoD-R and RoD-L on Py, F,, Py and P,., respectively.
These figures show that RoD-R and RoD-L have smaller Ps¢, P, Py and P, values
than NR, AR and PRoD. Furthermore, AR has higher P,. than NR when C' is

small, and the opposite result is observed when C' is large (C' > 12.5 in Figure 4.9
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(d)). This non-trivial phenomenon is explained as follows. Consider the case when
C' is much less than the number of fast calls. In AR, m-to-M repacking is always
exercised, and therefore macrocells have less idle channels in AR than in NR. In
this case, the P,. value is higher for AR than for NR. On the other hand, when C'is
large, the effect of M-to-m repacking for slow calls becomes more significant. Thus
macrocells have more idle channels in AR than in NR. Specifically, if the HWN is
engineered at P,. = 2% (see the horizontal dashed line in Figure 4.9 (d)), C' = 5.5
for RoD, C' = 13 for PRoD, C' = 14.5 for AR, and C = 15 for NR. Thus RoD can

save at least 7 macrocell channels over other approaches.

Figure 4.10 (c) shows that Hg rop—r > Hr.gop—1. > Hr.ar > Hrprop > Hrnr =0
when C' is small (C' < 12). When C is large (C > 12), Hrar > Hrpop-r >
Hp rop—1. > Hpprop > Hpnr = 0. Similar phenomena for H are observed in
Figure 4.10 (d). Although NR, AR and PRoD have smaller Hr and H values than
RoD, the increase of Hr and H does not results in the increase of Pyy, B, Py and
P,. in RoD (see Figures 4.9 (a) - (d)).

Effect of the Proportion  of Fast MSs. Figure 4.11 plots P,. as a function of [,
where the values for the input parameters except [ follow the default values listed
above. In the figure, the call arrival rates for fast and slow MSs are S\ and (1 —
B)A, respectively. This figure shows that for all approaches, P,. increases as [
increases. Increasing of fast calls results in the increase of handoffs and hence force-
terminations. This figure also shows that RoD approaches (i.e., RoD-R and RoD-L)
are less sensitive to [ than other approaches. Furthermore, when 3 is large (3 > 8%
for AR and 8 > 18% for PRoD), AR and PRoD have higher P,. values than NR.
The reason is that for AR, when [ is large, the effect of m-to-M repackings is more
significant than that of M-to-m repackings. Thus, less idle channels are available in

macrocells for AR than for NR, and more calls are blocked or forced to terminate in
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AR. For PRoD, when j is large, more fast calls repack slow calls, which occupy more

macrocell channels. Therefore, more slow calls are blocked or forced to terminate.

Effect of the MS Mobility (i.e., Mean Microcell Residence Times). Figure 4.12
plots P,. as a function of the microcell mobility rates (i.e., ns for slow MSs and
ny = 5n, for fast MSs), where the values for the input parameters except 1/7, and
1/ny follow the default values listed above. This figure shows that P, increases as
ns increases. This figure also shows that to keep the same P,. performance, (e.g.,
P,. = 7%), RoD can support much faster MSs (at least 23 times the 7, value) than

other approaches.

Effect of the Arrival Rate \. Figure 4.13 plots P,. as a function of A, where the values
for the input parameters except A follow the default values listed above. This figure
shows that P,. increases as \ increases. It also shows that to keep the same P,.
performance (e.g., P,. = 2%), RoD can support more call arrivals (at least 18%)

than other approaches.

Effect of the Variance V, for the Call Holding Times. Figure 4.14 plots P,. and

H as functions of V., where the values for the input parameters except V. follow
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the default values listed above. Figure 4.14 shows that P,. and H decrease as V,
increases. Note that, for the call holding time distributions with the same mean
value 1/pu, the standard deviation o = /V.. By the Chebyshev’s Inequality, the
probability that the call holding times are out of range [1/u — %, 1/p+ ST*/‘Z] is
smaller than 36% for all V. values. For example, if V. = 100/u2, then 5T\/Vc =50/3u
and the probability that the call holding time exceeds 53/3u is smaller than 36%.
As V, increases, more long and short call holding times are observed. More short call
holding times implies that more calls are completed before next new call attempts
arrive or next handoff attempts are exercised. Thus the numbers of blocked calls,

force-terminated calls and handoffs decrease.

Effect of the Variances for the Microcell Residence Times. Figure 4.15 plots P,

Vm,s
5 for fast

and H as functions of variances (i.e., V,,, s for slow MSs and V,, y =
MSs) for the microcell residence times, where the values for the input parameters

except V,,, s and V, ¢ follow the default values listed above. Figure 4.15 shows that
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Figure 4.15: Effects of Variance V,, s for Microcell Residence Times

P,. and H decrease as V,, ; increases. From the residual life theorem [42], the mean
value of the first microcell residence time increases as V,,, s increases, which implies
that more calls will complete in the first microcell before they are handed off to the

next cells. Therefore, both P,. and H drop as V}, s increases.

4.5 Summary

By considering the moving speeds of MSs, this study proposed the repacking on demand
(RoD) approach for channel assignment in the WiMAX systems with the hierarchical
cell structure (i.e., the Hierarchical WiMAX Network; HWN). We developed simulation
models to investigate the RoD performance on the blocking probability P,, the force-
termination probability Py, the incomplete probability F,. and the expected number
of handoffs H during a call (for both slow and fast calls). We compared RoD with
other repacking channel assignment approaches including No Repacking (NR), Always
Repacking (AR) and Partial RoD (PRoD). Our study indicated that
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If the requests for the macrocell channels can not be satisfied (e.g., when the number
of the macrocell channel is small, the call arrival rate and MS mobility are high,
and so on), macrocell channels are the bottleneck resources. In this case, RoD

significantly reduces B, Ps, and P,. as compared with other approaches.

The Py, Py, and P,. performance for RoD is not sensitive to the proportion of fast
call arrivals as compared with other approaches. That is, the increase of fast calls

does not affect RoD as much as other approaches.

With the same P,. performance, RoD can support much faster MSs and/or more

call arrivals than other approaches.

In RoD, Random RoD (RoD-R) and Load Balancing RoD (RoD-L) have the same
Py, Ps, and P,. performance. Note that in repacking, macrocell is a resource pool
used to adjust traffic load of each microcell. That is, repacking already conducts
the load balancing function to effectively balance the system workload, and the
load-balancing improvement by RoD-L becomes insignificant. Therefore, the per-
formance resulted from random selection for repacking candidates (i.e., RoD-R)
is similar to that for RoD-L. This result is very important for network operators

because RoD-R is much easier to implement than RoD-L.
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Chapter 5

Conclusions and Future Work

This dissertation investigated the mobility management issue for WiMAX in two aspects:
location management and handoff management. For location management issue, we inves-
tigated the performance for the WiMAX location tracking mechanisms with overlapping
Location Area (LA) configuration. For handoff management, we studied the efficient chan-
nel assignment schemes for the Hierarchical WiMAX Networks (HWNs) to support higher
MS mobility. This chapter concludes our work in Section 5.1, and briefly discusses future

direction of our study in Section 5.2.

5.1 Concluding Remarks

Chapters 2 and 3 investigated the performance of location tracking mechanisms for mobile
networks. In Chapter 2, we studied the Location Update (LLU) performance with overlap-
ping Location Area (LA) configuration to reduce the LU traffic caused by the ping-pong
effect. In the overlapping LA configuration, an LA selection policy is required to select the
new LA at an LU when the MS enters a new cell covered by multiple LAs. We described
four LA selection policies and proposed an analytic model to study the performance of
these LA selection policies. Our study provides guidelines to determine appropriate degree
of overlapping among the LAs.

In Chapter 3, we investigated the performance of the WiMAX LU procedure. In

WiIiMAX systems, an Anchor Paging Controller (APC) is assigned to an MS to handle
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location tracking for the MS. During LU procedure, the WiMAX network may or may
not relocate the APC for MS mobility. We proposed an analytic model to study the
performance of the LU procedure with/without APC relocation. The analytic results
provide guidelines to activate the APC relocation mechanism for MSs with various moving
behaviors.

In Chapter 4, we proposed Repacking on Demand (RoD) for the Hierarchical WiMAX
Networks (HWNs) by considering the moving speeds of Mobile Stations (MSs) to im-
prove system performance. A simulation model was proposed to investigate the system
performance on the blocking probability, the force-termination probability, the incom-
plete probability and the expected number of handoffs during a call (for both slow and
fast calls). We compared RoD with other repacking approaches including No Repack-
ing (NR), Always Repacking (AR) and Partial RoD (PRoD). Our study quantitatively
shows that RoD is less sensitive to MS moving speeds and significantly outperforms these

previous proposed approaches.

5.2 Future Work

Based on our study in this dissertation, the following mobility management issues can be

further investigated.

Location Management: We will further study the performance for mobility manage-

ment issue in two aspects.

(1) We will extend our analytic models for two-dimensional network topology. In
this dissertation, we have proposed an analytic model to investigate the LU
performance for one-dimensional overlapping LA configuration. For the two-
dimensional overlapping LA configuration, most entrance cells are covered by
multiple LAs, and the utilization of the LA selection policies dominates the

LU performance. We will extend our study to investigate the performance for
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these selection policies for two-dimensional configuration.

Similarly, we will extend our analytic model to study the LU performance
with/without APC relocation in WiMAX systems for two-dimensional network
topology. Besides the LU cost, we can also take the costs for the other WiMAX
idle mode procedures (i.e., paging procedure, LU procedure with Foreign Agent

relocation and idle mode exit procedure) into our consideration.

(2) There exist several design alternatives for Tracking Area (TA) deployment
in Long Term FEvolution (LTE), including overlapping TAs, hierarchical TAs,
dynamically defined user-specific TAs, etc. We can propose analytic models to
investigate the performance for these TA deployment designs. Besides, we may
propose some adaptive algorithms for these designs, such as to dynamically
define the user-specific TAs, to decide the levels for hierarchical TAs, or to
switch the registration level between hierarchical TAs, etc. Moreover, an LTE
MS can be assigned to multiple TAs. Based on the feature, we can further
study some algorithms such as how to adjust the number of registered TAs,
how to select a group of TAs to register, which previously registered TA should

be replaced, and so on.

Handoff Management: The RoD scheme will be extended for the packet data
transmission. In this dissertation, we have studied the RoD performance for the
normal call service. For the data services, the Quality of Service (QoS) should
be taken into consideration, where the higher QoS levels trivially represent the
higher serving priorities. Moreover, an MS can access multiple data services
at the same time, and multiple channels can even be assigned for an MS or
for a service. These features might imply the different channel allocation and
handoff behaviors. The RoD channel assignment procedure will be modified to

accommodate the packet data services.
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Appendix A

An OSA Application Server for
Mobile Services

Open Service Access (OSA) is a flexible and efficient approach for mobile service deploy-
ment. In OSA, network functionality offered to Application Servers (AS) is defined by
a set of Service Capability Features (SCF). The AS implements services by accessing the
Service Capability (SC) through the standardized OSA Application Programming Inter-
face (API). Before accessing an SC, and the applications should be authenticated and
authorized by the Framework (FW). With this environment, the service developers are
not required to access the details of the underlying mobile network, and thus the service
deployment can be sped up. This chapter proposes an AS common architecture. We show
how the AS provides services by integrating the services supported by the SCFs. Then
we use the Push to Talk over Cellular (PoC) service to illustrate the interaction among

the AS modules and how the AS interacts with the SCF's.

A.1 Open Service Access (OSA)

Traditional telecommunication services built by Intelligent Network (IN) technology are
considered as a part of network operation’s domain. As Internet and mobility are in-
troduced to the telecommunications environment, it is essential to provide more flexible

and efficient approaches for mobile service development and deployment. To meet these
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goals, Open Service Access (OSA) has been defined by the standardization bodies such
as 3GPP CN5, ETSI SPAN12, ITU-T SG11 and the Parlay Group [52]. OSA provides
service creation and execution environment independent from the underlying mobile net-
work technologies through the standardized Application Programming Interfaces (APIs).
With this environment, the service developers are not required to access the details of the
underlying mobile network, and thus the service deployment can be sped up.

The OSA architecture consists of three parts: Application Server (AS; Figure A.1(a)),
Service Capability Servers (SCS; Figure A.1 (b)) and Framework (FW; Figure A.1 (c)).
Through the AS, an application provides services by invoking SCS. Before accessing an
SCS, the application should be authorized by the FW. The SCS contains two components:
Service Capability Feature (SCF; Figure A.1 (d)) and Service Capability (SC; Figure A.1
(e)). An SCF, specified in terms of interface classes and their methods (i.e., OSA API),
are offered by an SC. The SC realizes the service and potentially interacts with the mobile

core network.
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The FW is considered as one of the SCSs, and is always present, one per network.
The FW provides access control functions to authorize the access to SCFs invoked by an
application. Before any application can interact with a network SCF, mutual authentica-
tion would be performed between the application and the FW. Then the application can
be authorized by the FW to access a specific SCF. Finally, the application can use FW
discovery function to obtain information on authorized network SCFs. Note that SCFs
offered by an SCS are typically registered at the FW, and their information is retrieved
when the application invokes the discovery function. The FW allows OSA to go beyond
traditional IN technology through openness, discovery, and integration of new features.

Three classes of OSA APIs are defined among the AS, the FW, and the SCFs.

e Interfaces between the AS and the FW (Figure A.1 (1)) provide authentication,
network functionality discovery, and service agreement establishment mechanisms
that enable the AS to access the SCSs. The FW-side interfaces to be invoked by
the AS are prefixed with “Ip”. The AS-side interfaces to be called back by the FW

are prefixed with “IpApp” or “IpClient”.

e Interfaces between the AS and the SCFs (Figure A.1 (2)) allow the AS to invoke
network functionality for services. The SCF-side interfaces to be invoked by the AS
are prefixed with “Ip”. The AS-side interfaces to be called back by the SCFs are

prefixed with “IpApp”.

e Interfaces between the FW and the SCFs (Figure A.1 (3)) provide the mechanisms
for SCF registration. The FW-side interfaces to be invoked by the SCF's are prefixed
with “IpFw”. The SCF-side interfaces to be called by the FW are prefixed with

“IpSve”.

As mentioned above, the OSA APIs are separated into two parts. The SCSs (and
the FW) implement the OSA server side of the APIs and the applications implement the

OSA client side of the APIs. An application should communicate with an SCS through
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standard IT middleware infrastructure such as Common Object Request Broker Archi-
tecture (CORBA) [60]. Our previous study [17] designs and develops a CORBA-based
OSA platform, through which we also show how OSA API interfaces and functions can
be implemented by CORBA. The readers can refer it for more details.

The SCS provides two methods for processing requests: synchronous and asynchronous
methods. If the AS invokes a synchronous function (e.g., createCall that creates a call
object in the SCS), the results are returned through this function call. If the AS invokes an
asynchronous function (e.g., createMediaNotification that asks for notifications when
specific events occur), the SCS needs to interact with the core network, and therefore can
not produce the results immediately. In this case, the SCS returns an acknowledgement
to the AS. This acknowledgement indicates that the requested action is being processed
by the SCS. When the results are available, the core network issues an event to the SCS.
Then the SCS invokes the corresponding callback function to pass the results to the AS.

This chapter proposes an AS architecture and uses the Push to Talk over Cellular
(PoC) service as an example to illustrate how the AS interacts with the SCFs. The PoC
service is a walkie-talkie like service defined by the OMA PoC working group [58]. A
PoC session consists of connections among the participants defined in a PoC group. The
session is half duplex; that is, at any time, only one participant can speak and all other
participants can only listen. When two or more participants attempt to speak, they are
arbitrated by a centralized floor control mechanism to select a speaker. In current OMA
PoC v2.0 release specification [57], Session Initiation Protocol (SIP) is used for session
management [63] and both Real-Time Transport Protocol (RTP) and Real-Time Transport
Control Protocol (RTCP) are used for media streams transport and control [65].

A PoC group is a predefined set of participative members. The addresses of these
members are maintained in the group member list. The attributes of a PoC group in-
clude the display name (the nickname for the group), PoC address (the identifier of the

PoC group), etc. There are two alternatives to specify a PoC address: a Telephone
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Uniform Resource Identifier (TEL URI, e.g., tel:4-886-3-5131350) or a SIP URI (e.g.,
sip:poc_Lab117@pcsl.csie.nctu.edu.tw). The group member list and the group at-
tributes are maintained in the Group and List Management Server (GLMS) [56]. Note
that, in OMA PoC v2.0 release specification [57], the GLMS server has been replaced by
two components: shared XML Document Management Servers (XDMSs) and aggregation
prozy. The shared XDMSs manage user information (e.g., phone book), the group mem-
ber list and the group attributes. The aggregation proxy is the contact point for the PoC
participants to access the XDMSs, and the PoC participants should be authenticated by
the aggregation proxy.

In this chapter, we first propose the AS common architecture in Section A.2. Then
based on the AS architecture, we describe the PoC session establishment and termination

in Section A.3.

A.2 Application Server Architecture
This section describes the proposed AS architecture with six modules (see Figure A.2).

e An appService module (Figure A.2 (a)) implements services by accessing SCF
through the “Ip” interfaces. Furthermore, it generates the interface objects in the
corresponding appService callback module (to be elaborated at Steps 2, 8, 9 and 22
in Figure A.4, Section A.3) and passes the references of these objects as the callback

references to the SCFs.

e The appService callback module (Figure A.2 (b)) provides the “IpApp” and “Ip-
Client” callback interfaces to the SCFs/FW. Through these interfaces, the AS can
receive specific events from the SCFs/FW. Upon receipt of the events, the appSer-
vice callback module stores them in the AS database and may inform the appService
module to handle the events. For each SCF, there exists one appService module and

one appService callback module in our AS design.

83



Application Server (AS)@

User Interface

\
appLogic Module

T/ |
]

appService @ appServie
Callback Module [T Module T

AS Database

=)

b

@ CORBA Module

— === OSAAP| —==—+

SCF —
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The AS database (Figure A.2 (c)) stores the event information to be accessed by
other modules. The information includes the list of the authorized SCFs, the events

received from the SCFs, the log file of the AS, etc.

The CORBA module (Figure A.2 (d)) is an emerging open distributed object com-
puting infrastructure. It provides the higher layers (i.e., other AS modules) a uni-

form view of underlying heterogeneous network [60, 17].

The appLogic module (Figure A.2 (e)) implements the logic of an AS application.
It integrates services supported by different SCFs and the FW through appService

modules without directly accessing the CORBA module and OSA interfaces.

The user interface module (Figure A.2 (f)) provides interfaces to monitor the AS

operations, obtain the records stored in the AS database, and invoke the services

offered by the SCFss.
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PoC sessions. The GLMS SCF supports methods to retrieve and manage user and group

information stored in the GLMS server. The relationship among the FW, SCFs and the

Figure A.3: Application Server Architecture for PoC Service

AS modules is illustrated in Figure A.3.

e The appLogic module (Figure A.3 (a)) implements the PoC service by integrating

the services supported by the FW, the PoC SCF, and the GLMS SCF.

e The appFW module (Figure A.3 (b)) accesses the FW to execute the authentication,

service discovery, and service agreement establishment procedures.

e The appFW callback module (Figure A.3 (c)) provides interfaces to be called back

by the FW. Details of these callback interfaces can be found in [3].

e The appGLMS module (Figure A.3 (d)) accesses the GLMS server through the

GLMS SCF.

e The appGLMS callback module (Figure A.3 (e)) provides callback interfaces to the
GLMS SCF. Through these interfaces, the GLMS SCF can pass the results to the

AS after accessing the GLMS server.
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e The appPoC module (Figure A.3 (f)) manages and establishes the PoC sessions by
accessing the PoC SCF.

e The appPoC callback module (Figure A.3 (g)) provides callback interfaces. The PoC
SCF uses these interfaces to report specific events to the AS. In our implementation,
three callback interfaces are provided. The IpAppPoCCallControlManager in-
terface provides the management functions for PoC service (see Steps 6, 19, and
30 in Figure A.4). The IpAppPoCCall interface provides the PoC SCF with the
control management functions for PoC sessions (see Step 4 in Figure A.5). The

IpAppPoCCallLeg interface is used to receive specific events of group members

from the PoC SCF (see Step 26 in Figure A.4 and Step 1 in Figure A.5).

PoC session establishment consists of four stages:

Stage 1. The appLogic module accesses the FW to perform mutual authentication, ser-
vice discovery, and service agreement establishment through appFw and appFw
callback modules. The readers can refer to our studies [17, 31] for more details
about the OSA mutual authentication. After this stage, the AS obtains the object

references for the PoC SCF and the GLMS SCF.

Stage 2. The appLogic module requests the appPoC callback module to provide the
callback interface IpAppPoCCallControlManager through the appPoC module.
With this callback interface, the PoC SCF notifies the appLogic module when a PoC

session request occurs. The details are described in Section A.3.

Stage 3. When receiving a request, the appLogic module retrieves the group member
list by accessing the GLMS SCF through the appGLMS and the appGLMS callback

modules or by accessing the AS database.

Stage 4. After the group member list is obtained, the appLogic module establishes the

PoC session for members in the list through the appPoC and the appPoC callback
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modules. The details are described in Section A.3.

A.3 PoC Session Establishment

In our OSA-based PoC design, the AS first sets up the callback interface IpAppPoCCall-
ControlManager (see Steps 1 - 3 in Figure A.4) and subscribes notifications for specific
PoC-related events from the PoC SCF (see Steps 4 and 5 in Figure A.4). With this sub-
scription, when a PoC event (e.g., PoC session establishment request) occurs at the SCS, a
notification will be sent to the AS. When receiving an event notification from the PoC SCF
(see Step 6 in Figure A.4), the AS starts to initiate a PoC session. In the following exam-
ple, a PoC session for PoC group with the display name “Lab117” is requested to be estab-
lished. This group is identified by the SIP URI“sip:poc_Lab117@pcsl.csie.nctu.edu.tw”,
which contains two members: party A and party B. The PoC session establishment pro-

cedure is described in the following steps (see Figure A.4).

Step 1. The AS control logic appLogic invokes appPoC function setCallbackForl-
pAppPoCCallControlManager. This function instructs appPoC to generate
the IpAppPoCCallControlManager interface object and to pass the object ref-
erence to the PoC SCF. The IpAppPoCCallControlManager interface provides
management functions for PoC service (e.g., function reportMediaNotification-
WithGrouplID invoked at Step 6, function initiatePoCCallWithMediaRes in-

voked at Step 19, and function addMemberRes invoked at Step 30).

Step 2. appPoC creates the IpAppPoCCallControlManager object to provide the
callback functions to be called by the PoC SCF.

Step 3. appPoC invokes function setCallback to pass the reference of IpAppPoC-
CallControlManager to the PoC SCF. Through this reference, the PoC SCF

invokes the callback functions at Steps 6, 19, and 30.
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Figure A.4: Message Flow for PoC Session Establishment
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Steps 4 and 5. appLogic invokes the PoC SCF function createMediaNotification
through appPoC to request notifications for specific PoC-related events (e.g., the

PoC SCF receives a session request for a PoC group).

Step 6. Suppose that PoC party A attempts to establish a PoC session with group
Lab117 that has the SIP URI “sip:poc_Lab117@pcsl.csie.nctu.edu.tw”. The
PoC SCF invokes the callback function reportMediaNotificationWithGroupID
to notify the AS of this PoC session request. This notification includes the media
stream information for party A (e.g., codec, the algorithm for compressing and
decompressing voice information, such as G.711, G.723, etc) and the SIP URIs of

both party A and group Lab117.

Step 7. IpAppPoCCallControlManager creates the PoCCall object to store infor-
mation associated with this new PoC session (e.g., SIP URIs of the PoC group and

group members, media stream information, the interface object references related

to this session in both the PoC SCF and the AS, etc).

Steps 8 and 9. PoCCall generates the IpAppPoCCall object and the IpAppPoC-
CallLeg object for party A (i.e., IpAppPoCCallLeg (A) in Figures A.4 and A.5).
IpAppPoCCall provides the PoC SCF with the session control management func-
tions (e.g., function callEnded invoked at Step 4 in Figure A.5). IpAppPoCCal-

ILeg (A) is used to receive specific events of party A from the PoC SCF.

Steps 10 and 11. Both interface object references generated at Steps 8 and 9 are stored
in PoCCall and passed back to the PoC SCF as the return values of function

reportMediaNotificationWithGrouplD invoked at Step 6.

Steps 12 and 13. IpAppPoCCallControlManager invokes function newPoCCall

through appPoC to notify appLogic of the PoC session request.

Step 14. appLogic retrieves the group member list of the requested group Lab117.
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The list can be obtained from the GLMS server through the GLMS SCF or from
the AS database.

Step 15. After the group member list (i.e., SIP URIs of party A and party B) is obtained,

appLogic stores it in PoCCall through function addCallParty.
Step 16. appLogic invokes the PoCCall function start to establish the PoC session.

Steps 17 and 18. PoCCall invokes the PoC SCF function initiatePoCCallWithMe-
diaReq through appPoC. This function asks the PoC SCF to reserve resources for
the PoC session and party A; e.g., reserve a RTP port to transmit media streams

to party A.

Steps 19 - 21. When the resources for the PoC session and party A are reserved, PoC
SCF invokes the callback function initiatePoCCallWithMediaRes through the
IpAppPoCCallControlManager and appPoC to inform PoCCall that the re-

sources are reserved successfully.

Step 22. PoCCall generates the IpAppPoCCallLeg object for party B (i.e., IpApp-
PoCCallLeg (B) in Figures A.4 and A.5). This object is used to receive party B
related events from the PoC SCF (e.g., function callLegEnded invoked at Step 1

in Figure A.5 ).

Step 23. PoCCall invokes function createCallLeg and passes the callback reference of
IpAppPoCCallLeg (B) to the PoC SCF.

Step 24. PoCCall invokes the PoC SCF function mediaStreamMonitorReq. This
function requests the PoC SCF to report the media stream information of party B

to the AS when party B joins in the PoC session (see Steps 26 and 27).

Step 25. To invite party B to join in the session, PoCCall invokes the PoC SCF function

routeReqWithGrouplID. This function requests the PoC SCF to deliver the invite
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message to party B.

Steps 26 and 27. When party B joins in the session, the media stream information of
party B is passed to the PoC SCF. The PoC SCF invokes the callback function
mediaStreamMonitorRes through IpAppPoCCallLeg (B) to notify PoCCall

about the media stream information for party B.

Steps 28 and 29. PoCCall invokes the PoC SCF function addMemberReq through
appPoC to reserve resources for party B; e.g., a RTP port to transmit media

streams to party B.

Steps 30 - 32. The PoC SCF invokes the callback function addMemberRes through
IpAppPoCCallControlManager and appPoC to inform PoCCall that the re-

sources have been reserved for party B.

At this moment, the PoC session is successfully established for parties A and B. To
end a PoC session, the PoC session termination procedure is executed (Figure A.5). The

details are given below.

Steps 1 and 2. When party B leaves the PoC session, the PoC SCF invokes callback
function callLegEnded through IpAppPoCCallLeg (B) to notify PoCCall that

party B has left.

Step 3. PoCCall invokes the function destroy of IpAppPoCCallLeg (B) to destroy

this object.

Steps 4 and 5. When the last party leaves the session (i.e., party A in this example),
the PoC SCF invokes the callback function callEnded through IpAppPoCCall

to notify PoCCall of the leaving for the last party.

Steps 6 and 7. Since all call parties have left, PoCCall invokes functions destroy of
both IpAppPoCCallLeg (A) and IpAppPoCCall to destroy these objects.
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Figure A.5: Message Flow for PoC Session Termination

Step 8. PoCCall invokes the appPoC function callEnded to notify the end of the

PoC session.
Step 9. appPoC invokes the PoCCall function destroy to delete this PoCCall object.

Step 10. appPoC invokes the appLogic function callEnded to notify the end of the

PoC session.

A.4 Summary

This chapter proposed an OSA Application Server (AS) architecture. Based on this
architecture, a new application is created by implementing the appLogic module that
invokes the SCFs through the appService modules and appService callback modules. To
interact with an SCF, the AS implements one appService module and one appService

callback module for that SCF. When the existing SCFs are reused for new services, the
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corresponding appService and appService callback modules for accessing these SCFs can
also be reused. Through this modulized AS design, the service deployment can be sped
up. We used the PoC service to illustrate the interaction within the AS modules and how

the AS interacts with the service SCF.
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Appendix B

Simulation Model For
Speed-Sensitive RoD-R

This appendix describes the discrete event simulation model for RoD-R. In this model,
three types of events are defined to represent call arrival, call completion, and MS move-

ment. The following attributes are defined for an event e:

e The type attribute indicates the event type. An Arrival event represents a new
call arrival. A Move event represents an MS movement from one cell to another.

A Complete event represents a call completion.
e The ts attribute indicates the time when the event occurs.

e The tc attribute indicates the time when the call corresponding to e will complete.

Note that tc > ts.

e The mc attribute indicates the microcell where the MS (corresponding to this event)

resides.

e The ma attribute indicates the macrocell where the MS (corresponding to this

event) resides.

e The speed attribute indicates the moving speed (i.e., Slow or Fast) of the MS

(corresponding to this event).
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e The is_macro attribute indicates whether the call corresponding to this event oc-
cupies a macrocell channel. If a macrocell channel is occupied, is_macro = 1.

Otherwise, is_macro = 0.

In the simulation model, an array mc_ch[i| is used to represent the number of the idle
channels of microcell i. Another array ma_ch[j] is used to represent the number of the
idle channels of macrocell j. Two variables new_mc and new_ma are used to indicate
the target micro and macro cells where the call (corresponding to current event) is newly
generated from or handed off to. The output measures of the simulation are the number
N of total call arrivals during the simulation, the number N, of blocked calls, the number
Ny of force-terminated calls, the number Ng of repackings, the number N, of handoffs, the
number Ny of successfully connected fast calls, and the number Ny of force-terminated

fast calls. From the above output measures, we can compute

Nb Nf Nb+Nf
R\, € 1206 I/ SRR
TN T NZN N

N Ng Ny,

A simulation clock is maintained to indicate the simulation progress, which is the
timestamp of the event being processed. All events are inserted into the event list, and are
deleted /processed from the event list in the non-decreasing timestamp order. Figures B.1
and B.2 show the simulation flow chart for RoD-R. In this flow chart, Step 1.1 initializes
the input parameters. Step 1.2 generates the first Arrival events for each microcell and
inserts these events into the event list. In Steps 1.3 and 1.4, the next event e in the event

list is processed based on its type. There are three cases:

Case 1. e.type=Arrival: At Step 1.5, if N—N, > N* (in our simulation, N* = 6 x 105 x
64), then Step 1.6 computes the output measures using (B.1), and the simulation ter-
minates. Otherwise, Step 1.7 generates the next Arrival event e; for the same mi-

crocell (i.e., e;.mc=e.mc, e;.ma=e.ma, e;.speed= e.speed and e;.is_macro=0),
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Figure B.1: Simulation Flow Chart for RoD-R
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Figure B.2: Flow Chart of Algorithm A

and sets the target cell where the incoming call arrives (new_mc=e.mc and new_ma=e.ma).
The timestamp of e; equals e.ts plus the inter call arrival time generated by a ran-
dom number generator. Then e; is inserted into the event list, and the simulation

proceeds to execute Algorithm A in Figure B.2.

In Algorithm A (see Figure B.2), the HCN tries to allocate a channel for the call.
The steps are described as follows. If e.speed = Slow at Step 2.1, Step 2.2 checks
if microcell new_mec has idle channels (i.e., mc_ch[new_mc] > 0). If so, a channel
is assigned to the incoming call. Then mc_ch[new_mc| is decremented by 1 at Step
2.3 and this algorithm terminates at exit B (i.e., the call is assigned a channel).
At Step 2.2, if microcell new_mec has no idle channel (i.e., mc-chlnew_-mc] = 0),
the call attempt overflows to macrocell new_ma. Then Step 2.4 checks if macrocell
new_ma has idle channels (i.e., ma_ch[new_ma] > 0). If so, a macrocell channel is
assigned to the call at Step 2.5. In this case, ma_ch[new_ma] is decremented by 1,
and e.is_macro is set to 1. Then this algorithm terminates at exit B. If macro-
cell new_ma has no idle channel (i.e., ma_ch[new_ma] = 0) at Step 2.4, then Step

2.6 checks if there is any slow M-to-m repacking candidate in marcrocell new_ma.
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If so, Step 2.7 randomly selects a slow M-to-m repacking candidate (i.e., a call
corresponding to a Complete or Move event ez) to be handed off from macro-
cell new_-ma to microcell eg.mc (i.e., eg.is_macro is set to 0), and the reclaimed
macrocell channel is assigned to the incoming call (i.e., e.is_macro is set to 1).
Step 2.7 also decrements mc_ch[es.mc]| by 1, and increments both Nz and Nj, by 1.
Then this algorithm terminates at exit B. If no slow M-to-m repacking candidate is
found at Step 2.6, Step 2.8 checks if there is any fast M-to-m repacking candidate
in marcrocell new_ma. If so, Step 2.7 is executed to randomly select a fast M-to-m
repacking candidate, and this algorithm terminates at exit B. Otherwise, if no fast
M-to-m repacking candidate is found at Step 2.8, the incoming call is not assigned
any idle channel. In this case, this algorithm terminates at exit C (i.e., no channel

is assigned to the call).

For the case of e.speed = Fast at Step 2.1, Step 2.9 checks if macrocell new_ma
has idle channels (i.e., ma_chlnew_ma] > 0). If so, Step 2.5 is executed, and the
algorithm terminates at exit B. Otherwise, Step 2.10 checks if there is any slow
M-to-m repacking candidate in marcrocell new_ma. If so, Step 2.7 is executed, and
this algorithm terminates at exit B. If no slow M-to-m repacking candidates are
found in marcrocell new_ma, then Step 2.11 checks if microcell new_mc has idle
channels (i.e., me_ch[new_mc|] > 0). If so, Step 2.3 is executed, and this algorithm
terminates at exit B. If microcell new_mc has no idle channel at Step 2.11, Step
2.12 checks if there is any fast M-to-m repacking candidate in marcrocell new_ma.
If so, Step 2.7 is executed, and this algorithm terminates at exit B. Otherwise, the
incoming call is not assigned any idle channel, and the this algorithm terminates at

exit C.

If any channel is assigned to the incoming call in Figure B.2 (i.e., Algorithm A exits
from B), Step 1.8 updates the Ny; value (i.e., if this is a fast call, increment Ny

by 1). Step 1.8 then computes the call completion time e.tc as e.ts plus the call
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holding time. Step 1.8 also determines the MS move time 7}, when the MS moves
out of the microcell. T}, equals e.ts plus the cell residence time. Then Step 1.9
determines the next event (i.e., a Move event or Complete event) for the call
corresponding to e. If the MS will move to another cell after call completion (i.e.,
e.tc < Tj), then Step 1.10 is executed to generate a Complete event e where e,.ts
= e.tc, e;.mc = e.mc, es.ma = e.ma, es.speed = e.speed and es.is_macro =
e.is_macro. Event e, is inserted into the event list. Otherwise, if the MS moves to
another cell before the call completion (i.e., e.tc > T},) at Step 1.9, then Step 1.11
is executed to generate the next Move event es with the timestamp 7T}, for this call
(i.e., ea.ts = T}, ea.tc = e.tc, e3.mc = e.mc, e;.ma = e.ma, e;.speed = e.speed
and ey.is_macro = e.is_macro). Event e is inserted into the event list. On the
other hand, if HCN has no idle channel for the incoming call (i.e., Algorithm A exits

from C), the incoming call is blocked and N, is incremented by 1 at Step 1.12.

Case II. e.type=Move: Step 1.13 selects the next microcell new_mc and its macrocell
new_ma for the MS corresponding to event e. At Step 1.14, if the call of the
MS occupies a microcell channel (i.e., e.is_macro = 0), the occupied channel of
microcell e.mc is released (mc_chle.mc]| is incremented by 1 at Step 1.15). Then
the HCN tries to allocate a channel for the call, and the simulation proceeds to
execute Algorithm A in Figure B.2 as described in Arrival event. If the handoff
call is assigned a channel (i.e., Algorithm A exits from B), N}, is incremented by 1
at Step 1.16. Step 1.17 updates the current cell for the call (i.e., e mc = new_mc
and e.ma = new_ma) and computes the next MS move time 7T}, for the call. Then
the simulation proceeds to execute Steps 1.9 and 1.10 (or 1.11). On the other hand,
if HCN has no idle channel for the call (i.e., Algorithm A exits from C), the call is
forced to terminate. Then Step 1.18 is executed to increment Ny by 1 and update

the Ny; value (i.e., if this is a fast call, increment Ny; by 1).
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If the call occupies a macrocell channel at Step 1.14, then Step 1.19 checks if the
MS is moving out of its macrocell ema. If so (i.e., new_ma # e.ma), the call is
handed off to the new cell. Step 1.20 increments ma_ch[e.ma] by 1; i.e., the occupied
channel of e.ma is released. Then the simulation proceeds to execute Algorithm A.
If the handoff call is assigned a channel (i.e., Algorithm A exits from B), Steps
1.16, 1.17, 1.9 and 1.10 (or 1.11) are then executed. Otherwise, if HCN has no idle
channel for the call (i.e., Algorithm A exits from C), Step 1.18 is then executed. If
the MS does not move out of its macrocell (i.e., e ma = new_-ma) at Step 1.19, the

simulation proceeds to execute Step 1.17 and then Steps 1.9 and 1.10 (or 1.11).

Case III. e.type=Complete: At Step 1.21, if the call occupies a macrocell channel
(i.e., e.is_macro = 1), then Step 1.22 is executed to increment ma_ch[e.ma] by 1.

Otherwise, Step 1.23 is executed to increment mc_ch[e.mc] by 1.

To accommodate RoD-L, we only need to modify Step 2.7 of the flowchart in Fig-
ure B.2. In our simulation experiments, the confidence intervals of the 99% confidence
levels are within 3% of the mean values in most cases. The simulation models are partially

validated by the analytic model in [33] for the no mobility case. The details are omitted.
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