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摘    要 

 

近年來，無線寬頻存取越來越受歡迎，在所有的無線數據存取技術裡，IEEE 

802.11 無線區域網路提供一個簡單而且省錢的方式讓使用者可以自己建立他們的區

域網路，而 IEEE 802.16e 無線都會網路則提供一個無線存取方案來替代目前以有線

電纜作為最後一哩存取網際網路的方式。對於行動無線用戶而言，高速寬頻、服務

品質保證、連續而無縫的網路存取、與無線終端設備的續航力一直都是在無線網路

上的重要議題，本篇論文專注於行動寬頻網路之省電與資源管理，主要包括三項議

題：第一項議題中，我們提出一個行動寬頻網路的架構，這個架構上的行動閘道器

可以同時備配多個無線介面同時連上網際網路，藉著這樣的設計，可以提供一群行

動用戶無線寬頻的存取服務；第二項議題中，我們討論在行動寬頻網路上的資源管

理議題，思考如何分配無線資源以及如何管理使用者的移動使得正在進行中的資料

流可以獲得品質服務保證並且連線不會中斷；最後，在第三項議題中，我們討論行

動寬頻網路上省電管理的問題，針對行動閘道器和行動用戶裝備 IEEE 802.16e 無線

介面的情況下，我們研究其省電類別管理問題。 

在第一項議題中，我們發展了一個行動寬頻網路的架構以提供一群在行動網路

中的行動用戶寬頻的無線存取以及網路的行動管理，這個行動寬頻網路的網路行動

管理是藉由 SIP (session initiation protocol)來達成的，而行動網路內的使用者則以行

動隨意網路的方式在內部組成一個連結的網路，這個行動隨意網路透過一個網路內

的行動閘道器存取網際網路，而行動閘道器上對內裝備了數個 IEEE 802.11 介面來

與內部網路連結，對外則同時裝備了多個無線介面來存取網際網路，這些對外介面
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可以是 IEEE 802.11、WiMAX、PHS、或者三代或三‧五代的無線介面，藉著同時

整合多種不同的無線介面來連結外部網路，內部行動用戶得以享有寬頻無線存取的

服務。 

在第二項議題中，我們首先利用 SIP 信令所夾帶的通話描述資訊設計通話允許

控制以及資源管理機制，接著，考慮因為移動和無線頻道的多變性所產生的換手以

及無線網路的多重速率調變，我們進一步對資源管理機制提出改善，觀察到現在的

無線媒體控制層均支援服務品質機制和通話允許控制，對我們而言，整合應用層的

服務品質資訊和媒體控制層的服務品質機制來設計一個跨層的資源管理機制是十分

有吸引力的，所以我們設計了一考量換手和多重速率調變的跨層資源管理機制，在

此機制中，當無線資源很擁擠的時候，我們可以藉由改變已存在的通話的編解碼和

訊框速率動態的調整它們的資源的分配，這麼一來，不只是遭遇無線頻道品質劣化

的通話其通話品質得以舒解，網路也可以接受更多的連線，除此之外，為了確保行

動用戶的服務連續性，我們並且提出一個適用於包含認證加密機制的無線網路的無

縫式換手機制。 

在第三項議題中，我們針對的是 IEEE 802.16e 無線介面的省電類別管理問題，

這個問題當行動用戶裝備的是 IEEE 802.16e 無線介面而且透過作為中繼傳播的行動

閘道器連到網際網路時會發生，針對 IEEE 802.16e，我們設計了四個省電類別管理

演算法，四個演算法中，三個針對單一行動裝置的省電類別管理機制，一個則針對

同時多個行動裝置的省電類別管理機制；對於單一行動裝置，IEEE 802.16e 定義省

電類別來管理它的睡眠，但是標準並沒有描述如何為資料流定義和管理省電類別，

而現存的研究僅考慮所有的資料流中最小的延遲限制來規劃單一或多個行動裝置的

睡眠。針對單一行動裝置，我們提出同時使用多個省電類別來規劃行動裝置的睡眠，

每一個省電類別均考慮到資料流的特性，這麼一來，我們可以為行動裝置預備更準

確的資源減少浪費並且使得行動裝置可以睡得更多；同樣的動機，對於多個行動裝

置的情況，我們亦設計針對每個行動裝置的服務品質特性來安排他們的睡眠，如此

一來可以節省更多的能源以及更有效率的運用頻寬。 
  

關鍵字：通話允許控制、換手、IEEE 802.11、IEEE 802.16e、行動通訊、行動
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計算、行動管理、省電管理、省電類別、推播機制、服務品質、資源管理、無線寬

頻存取、無線網路。 
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ABSTRACT

In the recent years, wireless broadband access is gaining more popularity. Among all

wireless data access technologies, the IEEE 802.11 WLANs (wireless local area networks)

provide an easy and low cost solution for users to build their own local area networks

while the IEEE 802.16 WMANs (wireless metropolitan area networks) provide a wireless

solution to substitute the wire line last-mile Internet access. For mobile wireless users,

high data rate, QoS (quality of service) guaranteed and continuous access, and long device

operation time are always important issues for wireless networks. In this dissertation,

we study the power and resource management in mobile broadband networks, which is

composed of three major works. In the first work, we propose a mobile broadband network

architecture which provides a group of mobile users broadband wireless access by attaching

multiple wireless interfaces on the mobile gateway. In the second work, we discuss the

resource management issue over the mobile broadband networks which considers how to

manage wireless resource distribution and user mobility such that an on-going call can

have guaranteed QoS and continuous connectivity. Finally, in the third work, we discuss

the power management issue over the mobile broadband networks which studies the power

saving class (PSC) management problem for the mobile gateway and mobile users which

are equipped with IEEE 802.16e interfaces.

In the first work, we develop a mobile broadband network architecture to provide

broadband wireless access and support network mobility for a group of mobile users inside

the network, where the mobility management is maintained by SIP (session initiation

protocol). We propose to form a mobile ad hoc network (MANET) by a group of mobile

stations (MSs). The MANET is connected to the outside world via a mobile gateway,

which connects to the intra MANET by some IEEE 802.11 interfaces and attaches to the

Internet through more external wireless interfaces (such as IEEE 802.11, WiMAX, PHS,

and 3/3.5G interfaces). By aggregating multiple external interfaces of different wireless

technologies in the gateway, mobile users are allowed to have a broadband wireless access.

iv



In the second work, we propose to design resource management mechanism by ex-

ploiting the session information carried by the SIP messages. Then, considering handoff

and physical rate adaptation issues caused by mobility and wireless channel variation, we

further enhance the resource management mechanism. Observing that current wireless

MAC protocols all support QoS and CAC (call admission control), it is attractive to us to

design a cross-layer resource management mechanism by integrating the QoS information

from the application layer and the QoS mechanisms supported by the MAC layer. The

proposed cross-layer scheme takes handoff and multi-rate environment into consideration.

When wireless resource is stringent, we can dynamically adjust the resource distribution

among existing calls by controlling their supporting codecs and frame rates. This not only

takes care of calls in bad channel conditions, but also can accept more calls. In addition,

to maintain continuous network continuity during handoff, we also develop a seamless

post-handoff mechanism for secured wireless networks.

In the last work, we focus on the PSC management problem for IEEE 802.16e inter-

faces. This issue happens to the mobile broadband networks when the mobile gateway acts

as an IEEE 802.16 relay and the mobile users are equipped with IEEE 802.16e interfaces

to access the Internet via the gateway. In this part, we propose four PSC management

algorithms for IEEE 802.16e wireless networks. In the four schemes, three consider a base

station (BS)-MS pair, one refers to multiple MSs under a BS. For each individual MS,

IEEE 802.16e defines PSCs to manage its sleep. However, the standard does not describe

how to define and manage PSCs for flows. Existing works all consider only the strictest

delay bound among flows to control the sleep of single or multiple MSs. Therefore, for

single MS, we propose to use multiple PSCs to schedule the sleep of the MS such that

the sleep schedule can more accurately capture the QoS of flows and make the MS sleep

more. Based on the same motivation, for multiple MSs, we also propose to schedule

each MS’s sleep according to each of their QoS characteristics. These lead to less energy

consumption, more efficient use of bandwidth, and more compact listening windows.

Keywords: call admission control (CAC), handoff, IEEE 802.11, IEEE 802.16, mobile

communication, mobile computing, mobility management, power management, power

saving class (PSC), push mechanism, quality of service (QoS), resource management,

wireless broadband access, wireless network.
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Chapter 1

Introduction

In the recent years, wireless broadband access is gaining more popularity. Among all

wireless data access technologies, the IEEE 802.11 WLANs (wireless local area networks)

[1, 4] provide an easy and low cost solution for users to build their own local area networks

while the IEEE 802.16 WMANs (wireless metropolitan area networks) [25, 26] provide a

wireless solution to substitute the wire line last-mile Internet access. For mobile wireless

users, broadband access [16, 33, 22], QoS (quality of service) guaranteed [72, 68, 45, 11, 8]

and continuous connectivity [71, 57, 46, 63, 18], and long device life time [62, 9, 61, 64, 24]

are always three of the most important issues for wireless networks. In this dissertation,

we study the power and resource management in mobile broadband networks, which is

composed of three major issues: mobile and broadband access, resource management for

mobile broadband networks, and power management for mobile broadband networks. For

the first issue, we propose a mobile broadband network architecture which can provide a

group of mobile users broadband wireless access by attaching multiple wireless interfaces

on the mobile gateway. In the resource management issue, we first consider how to manage

the wireless resource distribution for the mobile broadband networks. Then, we further

study the problem by considering user handoff and rate adaptation. To solve the problem,

we propose a cross-layer resource management mechanism by integrating the application

layer information and the wireless MAC QoS mechanisms. At the same time, to maintain

continuous connectivity for the QoS of real-time applications, we also study the seamless

mobility problem in the resource management issue. Finally, in the last issue, we study

the power saving class (PSC) management problem for IEEE 802.16e protocols in the

mobile broadband networks.

In the first issue, we discuss how to provide broadband wireless access to a group of

mobile users. Traditionally, wireless networks manage mobility and connectivity of mobile

devices in an individual manner, called host mobility [43, 27, 52]. However, for a group
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of mobile users who roam together, tracking users in an individual manner consumes

lots of signaling cost, computation cost, and radio power consumption. Instead of the

host mobility, a concept called network mobility [16, 33] is proposed recently. Network

mobility packs all users in a group as a network unit and conducts mobility manage-

ment through a gateway/router in the network. Supporting network mobility provides

following advantages: 1) there is less power consumption for a mobile device to connect

to the local gateway/router than to a base stations (BS) far away; 2) the complexity

of mobility management is lower or even transparent for a user when connecting to a

local gateway/router; and 3) there are fewer handoffs since the MAC layer handoff only

occurs on the central gateway/router rather than on all mobile users and the mobility

management of a single gateway/router can ensure the reachability of the whole group of

users inside the gateway/router [42]. Also based on the network mobility concept, this

work proposes to combine the innate mobility and scalability of MANET (mobile ad hoc

network) with a session initiation protocol (SIP)-based mobile network architecture to

support a group of mobile users networking services. To connect to the Internet, in the

system, we introduce a SIP-based Mobile Network Gateway (SIP-MNG), which follows

the SIP standard [52] and is compatible with the existing SIP framework, in each mobile

network. No extra servers are needed in foreign networks except the existing SIP servers.

In our design, the SIP-MNG connects to the intra MANET by some IEEE 802.11 inter-

faces configured at the ad hoc mode and attaches to the Internet through several external

wireless interfaces (such as WiMAX, IEEE 802.11, GPRS, PHS, and 3/3.5G interfaces).

Combining the bandwidths provided by these external interfaces, SIP-MNG is allowed to

provide broadband bandwidths to the Internet.

For real-time and multimedia sessions, QoS always has to be guaranteed. So in the

second issue, we investigate the resource management problem for the mobile broadband

networks and propose two solutions. Recall that SIP is used in the mobile broadband

network to manage network mobility. Therefore, we can estimate the required bandwidth

of each connection by the SDP (Session Description Protocol) [20] carried by SIP signal-

ing. So, in the first solution, we design resource management mechanism in the SIP-MNG

by exploiting the session information carried by SIP signaling. By such a way, the QoS

of real-time and multimedia applications can be directly guaranteed from the applica-

tion layer. Then, considering rate adaptation and connection handoff can both vary the

required resource in the mobile broadband network, we further design a resource manage-

ment scheme by integrating SIP and the QoS mechanisms of wireless networks. It is known

that typical multimedia applications can tolerate some degree of temporary bandwidth

fluctuation with no or little perceived degradation in quality by using a rate-adaptive

codec or hierarchical encoding [39, 11, 8]. For VoIP (voice over IP) applications, this
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is also applicable by varying the codecs and PIs (packetization intervals). In this work,

as an example, we focus on VoIP and QoS mechanisms in IEEE 802.11e [4] to design

a cross-layer resource management mechanism to support handoff and multi-grade QoS

for VoIP over multi-rate WLANs. (For other types of real-time applications and wireless

network protocols, similar technology can be applied.) When handoff calls are accepted

to an IEEE 802.11e QAP (Quality of Service Access Point) or when physical transmission

rates of calls drop, we will see increasing competition among mobile stations (MSs) and

thus decreasing bandwidth shares of existing calls. Our main idea in the proposed scheme

is to change the codecs and/or PIs of some existing calls to degrade their QoS levels when

resources are too stringent. We show that the overall capacity of a wireless network,

the new call blocking rate, and the handoff call dropping rate can all benefit from such

dynamics. We will also show that changing PIs of calls is more effective than changing

codecs. This is at the cost of increased end-to-end latency for voice packets but is worthy

in a very mobile environment. We will also adopt the ITU-T-recommended 150 ms as

the bound for one-way end-to-end delay [28]. In the end of resource management work,

we investigate how to reduce handoff latency to provide seamless and continuous network

connectivity for mobile users and mobile broadband networks. Experiments show that in

an IEEE 802.11 wireless network with 802.1x [5] wireless security, a traditional handoff

takes 1-2 sec for intra-subnet handoff and 2-4 sec for inter-subnet handoff [6], which is

intolerable for real-time applications. So we present a seamless post-handoff mechanism

for wireless networks with 802.1x wireless security, which is dedicated to the DHCP-based

IP networks but can be easily tailored to Mobile IP-supported networks. Moreover, this

seamless post-handoff mechanism is extensible for all kinds of wireless networks with

802.1x wireless security.

In the last issue, we investigate the PSC management issue for IEEE 802.16e standard

in the mobile broadband networks. This issue happens to the mobile broadband networks

when the mobile gateway accesses the Internet by IEEE 802.16e interfaces or the mobile

gateway acts as an IEEE 802.16e relay and the mobile users are equipped with IEEE

802.16e interfaces to access the Internet via the gateway. In wireless networks, power

saving is always an important issue. For IEEE 802.11, intensive works have been devoted

to the power saving issues [60, 32, 34, 70, 19]. However, for IEEE 802.16e, related studies

are limited. So, we skip the IEEE 802.11 and put our attention on the IEEE 802.16e.

In IEEE 802.16e, three types of PSCs are defined to meet different traffic characteristics.

Each PSC consists of a sequence of interleaved listening and sleep windows, and can

support one or multiple traffic flows in an MS with similar characteristics. Type I is

designed for non-real-time traffic flows; it has exponentially increasing sleep windows if

no packet comes. Type II is designed for real-time traffic flows; it has a fixed size of sleep
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windows. Type III is designed for multicast connections or management operations. An

MS can turn off its radio interface when all its PSCs are in their sleep windows, but has

to wake up when any PSC is in a listening window. However, from an MS’s point of view,

the standard does not define how multiple flows should be put into one PSC and how

multiple PSCs of an MS should cooperate with each other for better energy efficiency. At

the same time, it needs to answer how to determine the parameters of each PSC, such

as start frame, listening window size, and sleep window size, and how to guarantee QoS

of traffic flows when multiple PSCs coexist. In our work, we address both single BS-MS

pair and single BS to multiple MSs at the same time. For single MS, we propose to use

multiple PSCs to schedule the sleep of the MS such that the sleep schedule can more

accurately capture the QoS of flows and make the MS sleep more. Based on the same

motivation, for multiple MSs, we also propose to schedule each MS’s sleep according to

each of their QoS characteristics. These lead to less energy consumption, more efficient

use of bandwidth, and more compact listening windows.

The rest of this dissertation is organized as follows. In Chapter 2, we overview mo-

bility management protocols, QoS mechanisms in wireless networks, and IEEE 802.16e

sleep mode. In Chapter 3, we first present the proposed mobile broadband network and

then investigate the resource management issue of the mobile broadband networks. In

Chapter 4, we discuss the PSC management problem for an IEEE 802.16e BS-MS pair. In

Chapter 5, the PSC management problem for multiple IEEE 802.16e MSs under a BS is

investigated. We conclude the dissertation and give some future directions in Chapter 6.
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Chapter 2

Preliminaries

In this chapter, we give overviews of wireless mobility management protocols, QoS mech-

anisms in wireless networks, and IEEE 802.16e sleep mode.

2.1 Mobility Management Protocols

Mobile IP

In recent years, Internet Engineering Task Force (IETF) has developed protocols such as

Mobile IPv4 (MIP) [43] and Mobile IPv6 (MIPv6) [27] to support continuous connectivity

for mobile stations (MSs). This is known as the host mobility. To be transparent to the

network handoff in MIP, an MS keeps its address when it moves from one network to

another. To maintain the reachability of the MS, a node called Home Agent (HA), which

is located in the MS’s home network, will track the foreign network, where the MS visits.

In each foreign network, there is a node called Foreign Agent (FA), which periodically

broadcasts advertisement message in its network. Each FA has a unique address called

care-of address (COA), which can identify a foreign network, so when a roaming MS

receives an advertisement message with new COA, it detects the network change and

updates to its HA with the new COA. Consequently, the HA tunnels the packets destined

for the MS to the new FA. Then, the FA can forward them to the inside MS. Fig. 2.1 shows

the MIP system architecture proposed by IETF. The MS is initially in its home network

and connects to a corresponding node (CN). Then, it moves to the visited network, which

is managed by the FA with COA as 210.66.83.16. The MS will register to the FA and

update its location to the HA. After this, all incoming calls will be forward to the visited

network by the HA. Next let’s see how the datagrams are addressed and forwarded to

the MS in detail. As shown in Fig. 2.2, the HA first receives incoming datagrams which

addressed to the MS from CN (1). It intercepts these datagrams and tunnels them to the
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Wide Area Network

FA

MS

HA

CN

Permanent address:

140.113.216.215

Care-of address:

210.66.83.16

Home network

140.113.216/24

Visited network

210.66.83/24

Permanent address

140.113.216.215

Move

Figure 2.1: Mobile IP architecture

FA with source address as HA’s address and destination address as FA’s COA (2). On

receiving these datagrams, the FA decapsulates them and forwards the inside datagrams,

i.e., original datagrams from CN, to the MS (3). Following this procedure, MIP manages

hosts’ mobility and maintains their continuous connectivity.

Network Mobility

However, host mobility is insufficient due to two reasons. Firstly, not all devices can

support such complex protocols, such as sensors on an aircraft. Secondly, once a device

attaches to a MR (mobile router) in a mobile network, it cannot see any link-level handoff

even as the mobile network moves. Therefore, the mobility management protocols need

to be extended from host mobility to network mobility. Network mobility is namely a

set of hosts that move collectively as a unit. This scenario can usually be seen on buses,

ships, and aircrafts. There are tens/hundreds of passengers in a transportation carriage

and move together. Fig. 2.3 illustrates the difference between host mobility and network

mobility. In CarA, even though the inside devices move together, each handles its mobility

by itself. In CarB, inside devices connect to the Internet through a MR. Since the MR

and the inside devices move together, the latter does not need to pay cost for mobility

management. All handoffs are handled by the MR. This also significantly reduces the

handoff signaling cost.

The IETF has created a working group called Network Mobility (NEMO) [13, 14, 15]
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Figure 2.2: Indirect route for a mobile station

Figure 2.3: Host mobility vs. network mobility
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that proposed a MIPv6-based NEMO (MIPv6-NEMO) protocol. MIPv6-NEMO allows

session continuity for every station in the mobile network as the network moves. It also

maintains the reachability of every station in the mobile network while moving around.

A mobile network is a network segment or subnet that can move and attach to arbitrary

points in the network infrastructure. It can only be accessed via the MR which manages

the mobile network’s mobility. MR and its HA run the MIPv6-NEMO protocol, which is

a similar mechanism to the MIPv6 protocol. The MR takes care of all the stations within

the mobile network irrespective of their capabilities. Following, we will briefly introduce

the MIPv6-NEMO protocol.

Firstly, the MR is assigned to one or more mobile network prefixes by its HA. The MR

has to update its latest location to its HA. Once the HA intercepts packets addressed to

the mobile network prefixes, since the latest location information of the MR is maintained,

it will tunnel them to the MR (by its care-of address). On the receipt of these packets, the

MR decapsulates and forwards them to the inside MSs. Packets in the reverse direction

are also tunneled via the HA in order to overcome ingress filtering restrictions [17]. In

this case, the HA decapsulates the packets and forwards them to the CNs. This tunneling

of packets is very similar to MIP and MIPv6. However, NEMO differs from them in that

the MR updates the HA with the location of the entire mobile network, not just itself.

SIP

SIP (Session Initiation Protocol) [52] is a protocol for establishing an IP multimedia

session. It’s an application-layer control protocol to setup, modify, and terminate multi-

media sessions. In [49], SIP has also been extended to provide presence, event notification,

and instant message services. While SIP is not used to transport media traffic, it often

chooses RTP (Real-time Transport Protocol) [55] as its transportation protocol and uses

SDP (Session Description Protocol) [20] to specify its session characteristics. SIP end-

points are addressed by SIP URLs (Uniform Resource Locators), which have the form of

email address, for example, 7002@csie.nctu.edu.tw. SIP defines several logical entities,

such as user agent (UA), redirect server, proxy server and registrar. A UA originates and

terminates requests. A redirect server is responsible to respond the requesters where they

should sent their request messages to. A proxy server is to route SIP messages. A Reg-

istrar is a database which records the location(s) of a UA. Typically, a proxy or redirect

server is implemented with a built-in registrar, and we call it a SIP server.

Fig. 2.4 shows an example of call setup and tear-down in SIP. When the caller, with

SIP URL George@station1.nctu.edu.tw, wants to set up a call with the callee, with SIP

URL Mary@station2.nctu.edu.tw, it sends the callee an INVITE request which includes

session information in a SDP message body such as its supported codecs, received ip
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Caller Callee

George@station1.nctu.edu.tw Mary@station2.nctu.edu.tw

INVITE

180 Ringing

200 OK

ACK

Communication

BYE

200 OK

Figure 2.4: An example of SIP call setup and tear-down.

address and port number. Fig. 2.5(a) shows an example, where G.726 (format 2), and

G.723 (format 4) are the offered codecs, with 4400 as its receiving port. If the callee

decides to accept the request, it replies a 180 Ringing and a 200 OK responses. The 200

OK response will contain the final codec chosen by the callee. In Fig. 2.5(b), the selected

codec is G.723, and the receiving port of the callee is 888. If the port number is 0, it

means a rejection. On receiving the 200 OK response, the caller will response an ACK

message to the callee. Then the call is established.

In addition to the MIPv6-NEMO, reference [22] proposes SIP-based NEMO (SIP-

NEMO) to support network mobility. In SIP-NEMO, central to the mobile network is a

SIP Network Mobility Server (SIPNMS), which is responsible for the mobility management

of the mobile network. Each SIP-NMS has a SIP Home Server (SIP-HS), which records

the current location of the SIPNMS and forwards requests to the SIP-NMS. By using

SIP as the mobility management protocol, SIP clients can communicate with each other

directly without tunneling.

NAT Traversal Problem for SIP

NAT is defined by RFC 3022 [59]. It is being used by many service providers and private

individuals as a way to solve the problem of lacking public IP addresses. NAT solves this

problem by mapping internal addresses to limited external or public addresses. There

are three mapping technologies, static NAT, dynamic NAT, and Network Address Port

Translation (NAPT). Both of static NAT and dynamic NAT use the one-to-one address

mapping. For static NAT, a private IP (IPa) always maps to a fixed public IP (IPx).

In contrast with the static NAT, the dynamic NAT only generates the mapping when
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INVITE sip: Mary@station2.nctu.edu.tw SIP/2.0 

From: Caller <sip: George@station1.nctu.edu.tw>; tag=abc123 

To: Callee <sip: Mary@station2.nctu.edu.tw > 

CSeq: 1 INVITE 

Content-Type: application/sdp 

Content-Disposition: session 

v=0

o= George 123 001 IN IP4 station1.nctu.edu.tw 

s=

c=IN IP4 station1.nctu.edu.tw 

t=0 0 

m=audio 4400 RTP/AVP 2 4 

a=rtpmap 2 G726-32/8000 

a=rtpmap 4 G723/8000 

(a)

(b)

SIP/2.0 200 OK 

From: Caller <sip: George@station1.nctu.edu.tw>; tag=abc123 

To: Callee <sip: Mary@station2.nctu.edu.tw > 

CSeq: 1 INVITE 

Content-Type: application/sdp 

Content-Disposition: session 

v=0

o= callee 456 001 IN IP4 station2.nctu.edu.tw 

s=

c=IN IP4 station2.nctu.edu.tw 

t=0 0 

m=audio 888 RTP/AVP 4 

a=rtpmap 4 G723/8000 

Figure 2.5: An example of SIP with SDP message bodies: (a) INVITE siganl and (b) OK

signal.

necessary. In this scheme, a router with dynamic NAT will maintain an external IP

pool. A free external IP is mapped to an inside private IP only when the latter wants

to communicate to an external node. So, the dynamic NAT is a suitable scheme when

the number of inside PC is greater than the number of public IPs. In NAPT, many

private hosts can share single public address at the same time. For a router with NAPT,

it identifies each session using different port number. One port is used for a translation

between a private IP address and port number. Fig. 2.6 illustrates the NAPT scheme.

The NAT router’s external IP is 202.123.211.25. The inside IP address and port number

172.16.71.120:80 is mapped to the external port number 10080 while 172.16.71.121:80 is

mapped to the external port number 20080. It’s useful when a router/gateway connects

to the Internet by single DSL connection and is only assigned one external IP address. In

most of the cases, NAPT scheme is used in NAT router.

However, SIP has some inherent problems with NAT traversal. The first problem is

that the SIP contact header of an internal host is its private IP address, so a SIP request

message from an external node can not reach the internal host. The second problem is

that, even a session is initiated by an internal host, the SIP response messages still cannot

reach the internal host by an private address in the via header. The third problem is that
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Figure 2.6: The NAPT scheme.

the private media IP address and port number of an internal host in SDP message body

is not known to the NAT router, so the incoming media packets can not be routed to the

internal host by the NAT router. To solve these problems, an Application Layer Gateway

(ALG) [51], which performs address and port translation in the application layer, for

SIP is required. For outgoing SIP messages and the embedded SDP message body, ALG

searches the internal host address in the application layer context and replaces them by the

translated external address and port. On the contrary, for incoming SIP messages, ALG

will translate the public address and port back to the destined private address and port

and then forward these messages to the destined internal host. To solve the SIP signaling

NAT traversal problem, we can choose to implement a SIP ALG in the application layer.

Handoff Procedure in IEEE 802.11

An ideal WLAN should provide successive radio signal coverage for MSs in its service

area. Due to mobility, an MS may move out the coverage of its current AP. In this case,

the received signal strength (RSS) and the signal-to-noise ratio (SNR) seen by the MS

will degrade significantly and the MS will loss its connectivity with its current AP. Thus,

the MS needs to initiate a handoff. The handoff procedure of IEEE 802.11 can be divided

into three phases: discovery, reauthentication, and reassociation.

a. Discovery: In order to find a new AP, an MS scans all channels either passively or

actively. In passive scanning, the MS listens to APs’ periodic beacon messages to

know their existence and parameters, such as beacon interval, capability informa-

tion, BSSID, supported rate, etc. The period of beacon frames is normally set to 100

ms in most implementations. In active scanning, for every channel, the MS broad-

casts a probe request and the expects probe responses from APs. In most cases,

MSs adopt active scanning rather than passive scanning to shorten their handoff

latencies.
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In the active scanning, the scanning delay can be calculated as:

Nch × Tb ≤ t ≤ Nch × Tt, (2.1)

where Nch is the total number of channels, (for example, Nch = 11 for 802.11b/g),

Tb = MinChannelT ime is the minimum time that an MS has to wait on a channel if

the channel is idle (i.e., there is neither probe responses nor traffics in the channel),

and Tt = MaxChannelT ime is the maximum time that a MS has to wait on a

channel if there is any response. It is reported that, in most implementation, a full

active scanning requires 300-400 ms for IEEE 802.11b/g [38, 29]. After scanning, the

MS selects a new AP based on metrics such as Received Signal Strength Indication

(RSSI) and loading information.

b. Reauthentication: The new AP must authenticate the MS before the MS can re-

associate with the new AP. The IEEE 802.11 standard defines two types of authen-

tication: 1) Open System, which is a null authentication algorithm and 2) Shared

Key, which is a four-way authentication mechanism. If the Inter Access Point Pro-

tocol (IAPP) [2] is used, only null authentication frames need to be exchanged in

the reauthentication phase. Using IAPP, the new AP and the old AP can exchange

context information of the MS and update the forwarding table at layer 2 devices.

In this chapter, we assume that IAPP is adopted. In our experience, exchanging

null authentication frames takes about 1-2 ms.

c. Reassociation: The reassociation process involves exchanging reassociation re-

quest and reassociation response frames between an MS and its new AP. In an

IEEE 802.11 with IAPP network, additional IAPP messages between the old and

the new APs will be exchanged before the new AP replies a reassociation response

to the MS. IAPP is proposed to reduce the opportunity of transmitting security

information of MSs in the air during the handoff period to reduce the chance of

the system being attacked. By IAPP, an AP is allowed to communicate with other

APs to exchange relevant information of associated MSs on a common distribution

system (DS).

An IEEE 802.11 with IAPP network typically comprises APs, MSs, and Remote

Authentication Dial In User Services (RADIUS) servers [48]. The RADIUS servers

provide two functions: 1) mapping of the BSSID of an AP to its IP address on

the distribution system medium (DSM) and 2) distribution of keys to APs to allow

secure communications between APs [2]. The message flow of a reassociation is

shown as Fig. 2.7. When a new AP is located, the MS sends a reassociation request

frame to the new AP. The request frame contains the MS’s MAC address and the
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Figure 2.7: IEEE 802.11 handoff procedure.

BSSID of the old AP. Upon receiving the reassociation request frame, the new AP

sends a RADIUS Access-Request packet to the RADIUS server to verify the old

BSSID. If the old AP is valid, the RADIUS server will reply to the new AP a

RADIUS Access-Accept packet which contains a security block for communication

between the old AP and the new AP. Then the new AP will send an encrypted

IAPP MOVE-notify packet to the old AP, which will reply an encrypted IAPP

MOVE-response packet with the context information pertaining to the MS. Upon

receiving the IAPP MOVE-response packet, the new AP will broadcast a layer-2

update frame to the DS to inform all layer-2 devices to update their forwarding

information about this MS. Finally, the new AP will send the MS a reassociation

response frame. This completes the handoff procedure. To conclude, IAPP can

avoid transferring the MS’s security information in the air but does not reduce the

handoff latency effectively. According to [6], the reassociation in IEEE 802.11 with

IAPP requires about 40 ms.

Fig. 2.7 summarizes the handoff procedure. The overall latency is more than 300 ms

(including a full scanning of 300–400 ms and IAPP overhead of 40 ms). Previous work

[65] indicates that it is preferred to bound the handoff latency within 50 ms. Reference [7]
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also shows that handoff delay significantly affects TCP performance because TCP cannot

distinguish a handoff from a network congestion.

Inter-IP Subnet Handoff Procedure in a Secured Wireless Network

Handoff refers to an MS moving from one AP’s coverage to another. Generally, when

an MS detects that its RSS from its current AP has dropped below some certain thresh-

old, it starts carrying out a wireless handoff. A wireless handoff is composed of 4 main

phases: Probe-and-Decision, Execution, DHCP (Dynamic Host Configuration Protocol),

and Upper Layer Adjustment. In the Probe-and-Decision phase, the MS scans channels

to find potential APs around it. After scanning, it will decide a target AP as its new AP

according to some matrices such as RSS and loading. Then, the MS starts the Execution

phase to attach to the target AP. In an IEEE 802.11i network [5], the Execution phase

involves 3 steps: reassociation, 802.1x authentication, and four-way handshake. During

802.1x authentication, the MS is authenticated to a backend authentication (AAA) server,

such as RADIUS (Remote Authentication Dial-In User Service) server [48], via the new

AP. If the authentication succeeds, both the MS and authentication server will derive the

same PMK (Pairwise Master Key). The PMK is then transmitted to the new AP by

the authentication server, which triggers the new AP to initiate the four-way handshake.

In the four-way handshake, the MS and the new AP will derive several temporal keys,

including a data encryption key and a data message integrity code (MIC) key, to protect

data between the MS and the new AP. At this point, the link layer handoff is complete.

That is, if the handoff occurs within the same IP subnet (an intra-subnet handoff), the

handoff is finished after the Probe-and-Decision and Execution phases. The DHCP and

Upper Layer Adjustment phases are needed when an MS moves from one IP subnet to

another (an inter-subnet handoff). In this case, after the link layer handoff, the MS has

to renew its IP address and reconfigure its network parameters with the DHCP server of

the new IP subnet. Afterward, the MS executes the Upper Layer Adjustment phase to

adjust its TCP/IP layer or applications in order to continue its original sessions. This

completes the inter-subnet handoff.

Each phase mentioned above causes considerable delay. Experiments show latencies

of 300-400 ms for the Probe-and-Decision phase, 800 ms for the 802.1x authentication, 40

ms for the four-way handshake, and 1-2 sec for the DHCP procedure [6]. Obviously, the

total handoff delay is intolerable for real-time applications.
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Figure 2.8: Structure of the IEEE 802.11e EDCA Parameter Set information element.

2.2 QoS Mechanisms in Wireless Networks

IEEE 802.11e QoS MAC

The IEEE 802.11e Working Group defines a supplement to the existing legacy 802.11

MAC sublayer to support QoS. It introduces a new HCF (Hybrid Coordination Function),

which includes two access mechanisms, EDCA (Enhanced Distributed Channel Access) and

HCCA (HCF Controlled Channel Access), corresponding to the existing DCF (Distribute

Coordination Function) and PCF (Point Coordination Function), respectively, in 802.11.

Two new features, AC (Access Category) and TXOP (Transmission Opportunity), are

introduced in HCF. A TXOP is a bounded time interval during which a QSTA (Quality

of Service Station) can hold the medium and transmit multiple frames consecutively

with SIFS (Short interframe spacing) spacing. A station can obtain a TXOP by either

contention or scheduled access assigned by polling messages.

EDCA of IEEE 802.11e

To differentiate services, the eight user priorities in 802.1D are mapped to four IEEE

802.11e ACs. Each AC has its own transmit queue with an independent EDCA function

to contend the medium. These four ACs are background (AC BK), best effort (AC BE),

video (AC VI), and voice (AC VO), and are prioritized by different AIFS (Arbitration

Inter-Frame Space) and contention window sizes. If a collision occurs among ACs within

a QSTA, the highest priority AC wins the contention and the other AC(s) will backoff.

The EDCA Parameter Set information elements (Fig. 2.8), which are sent in beacon

frames, specify the parameters of ACs.
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type III:

Figure 2.10: Definitions of PSCs in IEEE 802.16e.

Admission Control in EDCA

IEEE 802.11e allows a QSTA to request to add a new traffic stream by sending an ADDTS

Request to its QAP (Quality of Service Access Point). The information carried in an

ADDTS Request includes the direction of the stream and a TSPEC (Traffic Specification)

information element (Fig. 2.9). Admission control is conducted by the QAP by calculating

the needed MT (Medium Time) as opposed to its remaining MT. Then, an ADDTS

Response can be replied.

2.3 IEEE 802.16e Sleep Mode

In IEEE 802.16e [26] sleep mode, three types of Power Saving Classes (PSCs) are defined

to meet different traffic characteristics. Each PSC consists of a sequence of interleaved

listening and sleep windows, and can support one or multiple traffic flows in an MS with

similar characteristics. Type I is designed for BE (Best Effort) and NRT-VR (Non-Real-

Time Variable Rate) traffic flows; it has exponentially increasing sleep windows if no

packet comes. Type II is designed for UGS (Unsolicited Grant Service), RT-VR (Real-

Time Variable Rate), and ERT-VR (Extended-Real-Time Variable Rate) traffic flows;

it has fixed size of sleep windows. Type III is designed for multicast connections or
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Figure 2.11: Bandwidth allocation examples of UGS, rtPS, and ertPS in IEEE 802.16e.

management operations. During a sleep window, the corresponding connections cannot

send or receive packets. So, when all PSCs of an MS are in their sleep windows, the MS

can turn off its air interface to save energy. This period is called an unavailability interval

of the MS.

By Fig. 2.10, we illustrates the operation of three types of PSCs in more detail. A type

I PSC’s sleep windows are interleaved by fixed-length listening windows of size TL. Its

initial sleep window size is TS init, and is doubled each time, until reaching the maximum

size, TS max, after which it remains the same. During a listening window, the MS will

check if there are incoming packets for the type I PSC. If not, P I will enter another sleep

window; otherwise, it will deactivate the PSC and return to normal operation. For a PSC

of type II, both its sleep windows and listening windows are of fixed lengths TS and TL,

respectively. However, if there is any transmission/reception during a listening window,

it will not return to normal operation unless being instructed. A PSC of type III has only

one sleep window, after which it will return to normal operation immediately. The unit

of these window sizes is the frame length, which is normally 5 ms [30]. A frame can be

divided into a downlink subframe and an uplink subframe.

Uplink Scheduling Schemes in IEEE 802.16e

The BS needs to allocate bandwidths to flows according to their service types. For BE

and NRT-VR, this is relatively easier because they have no real-time constraints. For

UGS, RT-VR, and ERT-VR, we review three uplink scheduling schemes in the standard.

UGS is designed for real-time services with periodical fixed-size packets, such as VoIP.

So periodical fixed-size grants will be allocated to a UGS connection. For RT-VR, such

as MPEG videos, rtPS (real-time Polling Service) can be used, where periodical fixed

uplink resources are allocated to a connection. This allows the connection to ask for more

resources when it has burst traffics. For ERT-VR, a connection may have periodical fixed-

size packets interleaved by intermittent silence, such as VoIP connections with silence
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suppression. Then ertPS (extended real-time Polling Service) can be used. Initially, a

connection has periodical fixed-size grants. Once it has nothing to send, it will inform the

BS to reduce each grant size to the minimal one. When the connection becomes active

again, it can inform the BS to restore its original allocation. These are controlled by the

QoS parameters: Minimum Reserved Traffic Rate (MRTR), Maximum Sustained Traffic

Rate (MSTR), Maximum Latency, Unsolicited Grant Interval (UGI), and Unsolicited

Polling Interval (UPI). Fig. 2.11 illustrates some examples.
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Chapter 3

Resource Management Mechanisms for Mo-

bile Broadband Networks

Broadband access and QoS guaranteed continuous connectivity are always important is-

sues in wireless networks. Focusing on a group of moving mobile users, we combine the

innate mobility and scalability of MANET (mobile ad hoc network) with a session ini-

tiation protocol (SIP)-based mobile network architecture to propose a SIP-based mobile

broadband network, where the MANET is connected to the Internet via a SIP-based mo-

bile network gateway, which is equipped with multiple external wireless interfaces and

some internal IEEE 802.11 interfaces. Such an architecture can provide users broadband

wireless access and is suitable for a group of tens/hundreds of users who roam together,

such as in a car, bus, train, or for a travel group. Our system only needs an additional

SIP-based Mobile Network Gateway (SIP-MNG), which follows the SIP standard and is

compatible with the existing SIP framework, in each mobile network. No extra servers are

needed in foreign networks. Then, to maintain the QoS and continuous connectivity of

mobile users and the mobile broadband networks, we propose two resource management

mechanisms and a seamless handoff mechanism. In the first resource management mech-

anism, we exploit the session information carried in SIP signaling to design the scheme in

the application layer. In the second resource management mechanism, we further consider

the user handoff and physical rate adaptation to design a cross-layer resource management

scheme, which integrate the session information and signaling in the application layer and

the QoS mechanism supported by the MAC layer. Here, as an example, we focus on VoIP

and QoS mechanisms in IEEE 802.11e to design the mechanism to support multi-grade

QoS for VoIP over multi-rate WLANs. (For other types of real-time applications and

wireless network protocols, similar technology can be applied.) To maintain continuous

network connectivity of MSs for QoS guarantee, we study the mobility management prob-
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Figure 3.1: System architecture.

lem as the last issue of this chapter and present a seamless post-handoff mechanism for

wireless networks with IEEE 802.1x security.

3.1 Design of a Mobile Broadband Network and Its Resource

Management Mechanism

3.1.1 System Architecture and Motivation

Fig. 3.1 shows our SIP-based mobile broadband network architecture, which contains

a mobile network subsystem and a SIP subsystem. The former is a SIP-based mobile

network connecting to the Internet. The latter includes some servers to support SIP-

based networking services.

Central to the mobile network subsystem is a SIP-based mobile network gateway

(SIP-MNG). It is equipped with one or multiple wireless interfaces (such as GSM, GPRS,

PHS, 3G, WLAN, and WiMAX interfaces) that can dial up to the Internet and some IEEE

802.11 interfaces to connect to the internal MANET. In real applications, cellular inter-

faces may be applied in freeways, country areas, and trains, while WLAN and WiMAX

interfaces may be applied in hot-spot and metropolitan areas. The MANET consists of

a set of mobile stations (MSs), each equipped with an 802.11 interface configured at the

ad hoc mode. Because real-time services are stringent in responsiveness, routing in the

MANET is supported by a proactive protocol, such as DSDV [44] and CGSR [10], which
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Table 3.1: Charge plans of different types of wireless networks.

Charge plans

Type of Interfaces By time Flat rate By packet

GPRS
√

3G
√ √

PHS
√ √

IEEE 802.11
√ √

WiMAX
√ √

will attempt to maintain consistent, up-to-date routing information at each host.

The SIP subsystem has four components: SIP registrar, SIP proxy, PSTN (Public

Switched Telephone Network) gateway, and push server. The SIP registrar is a database

containing users’ subscription and status information. Users need to send their SIP reg-

istrar SIP REGISTER request messages to update their current locations periodically

or when IP changes. The SIP proxy is responsible for routing SIP messages. The SIP

registrar and SIP proxy are logical entities and are commonly implemented in a single

host, called a SIP server. The PSTN gateway interconnects the Internet and the PSTN.

So, with the PSTN gateway, SIP servers can set up/receive calls to/from the PSTN, re-

spectively. The push server is to support our push mechanism and can “wake up” the

SIP-MNG when its wireless interfaces are disconnected from the Internet. This can pre-

vent incoming requests to the mobile network subsystem from loss. The detail of the push

mechanism will be illustrated in the next chapter.

Before presenting the detail system operations of our system, we first introduce our

design motivations.

• Broadband wireless access: By attaching multiple wireless interfaces on the SIP-

MNG, the proposed mobile broadband network can provide the mobile users inside

the network broadband access.

• Saving charges of Internet access: Table 3.1 shows the charge plans of different

types of wireless interfaces. There are 3 types: 1) charge by time, 2) flat rate, and

3) charge by packet. Clearly, for charge plans 1) and 2), accessing the Internet for

a group of users in a vehicle through a few wireless interfaces can save a great deal

of charges for individuals. For plan 3), operators can save wireless resources.

• QoS guarantee: For real-time and multimedia sessions, QoS has to be guaranteed.

Exploiting session information carried by SIP signaling, our SIP-MNG is designed

with CAC (call admission control) and RM (resource management) mechanisms to

guarantee the QoS of real-time or multimedia applications.
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• Push mechanism to save charges, power consumption, and wireless re-

sources: Considering that the current battery technology for cell phones can op-

erate 2∼5 hours in the active mode, and 5∼14 days in the standby mode, it is

desirable to disconnect the cellular interfaces of SIP-MNG (by putting them to the

standby mode) to save power consumption when no Internet activity exists (this is

needed when the SIP-MNG is powered by batteries). Also, this can save charges

for plans 1) and 3), too. Moreover, the SIP-MNG does not need to collect network

advertisements to maintain global reachability. Via SIP session control and SMS

(short message service), we design a push mechanism to allow the wireless interfaces

to stay off-line when there is no Internet connection and to be “woken up” when

necessary.

• An added service for public transportation operators: The public trans-

portation operators can use our system as an added service to attract customers.

In addition, adding management functions (such as accounting) becomes easy via

SIP-MNG.

• Backward compatibility: Our goal is to serve existing SIP clients without mod-

ification. So we design our system by adding some new servers that can work

transparent to existing SIP clients.

• Reducing handoffs: When a vehicle moves from one BS to another, BSs have

to handle a large number of handoff events if host mobility is used. With our

architecture, BSs (base stations) only have to handle the mobility of the SIP-MNG,

thus significantly reducing BSs’ load.

• Saving the power consumption of MSs: Since an MS connects to the Internet

via the local SIP-MNG, its power consumption is significantly reduced.

• Decreasing the complexity of MSs: Since handoff events are handled by the

SIP-MNG, MSs do not have to do movement detection and location update. The

design of MSs is simplified. This is also known as movement transparency.

3.1.2 Basic Operations of the Mobile Broadband Network

In this section, we discuss the basic network operations in our system. Since the MANET

is considered a private network, to provide Internet access, the SIP-MNG serves as a NAT

(Network Address Translation) server for MSs and is responsible for the translation of SIP

messages. To achieve the NAT traversal for SIP, techniques such as ALG (Application
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Figure 3.2: The SIP registration procedure in our SIP-based mobile broadband network.

Layer Gateway) [59], STUN (Simple Traversal of UDP Through NATs) [53], and ICE (In-

teractive Connectivity Establishment) [50] have been proposed. Here we adopt the ALG

scheme in our SIP-MNG. Below, we will discuss the entrance and session establishment

procedures and CAC, RM, and handoff mechanisms.

MS Joining the Mobile Network

When a mobile device moves into a vehicle with the proposed SIP-based mobile broadband

networking services, its IEEE 802.11 interface will detect the existence of the network.

After attaching to the mobile network, the MS will get a new IP address from the SIP-

MNG. With this address, the MS can actively send a SIP REGISTER message to its

SIP server to update its contact information. The REGISTER message will trigger the

SIP-MNG to serve as a representative of the MS. Fig. 3.2 shows the detail procedure

of the SIP registration. In this scenario, we assume the MS UA-A gets an IP address

192.168.0.1 from the SIP-MNG, and its SIP URL is sip:UA-A@SIPsvr-A.mobile.com.

Addresses of the SIP-MNG and UA-A’s SIP server are SIP-MNG.NEMO.com and SIPsvr-

A.mobile.com, respectively. In the registration procedure, UA-A first sends a SIP REG-

ISTER message to its SIP server with Via and Contact fields equal to 192.168.0.1 and

sip:UA-A@192.168.0.1, respectively. Since the SIP-MNG monitors and translates all SIP

messages to/from the Internet, it will capture the REGISTER message. On intercepting

the message, the SIP-MNG will record UA-A’s affiliation by adding UA-A’s information

into a SIP client table and relay the message by translating the Via and Contact fields into

SIP-MNG.NEMO.com and sip:UA-A@SIP-MNG.NEMO.com, respectively. On receiving
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the SIP REGISTER message, the UA-A’s SIP server will update UA-A’s information

and then reply a SIP 200 OK message. Since the Via field in the REGISTER request

is translated into the SIP-MNG’s address, the 200 OK message will be forwarded to the

SIP-MNG. Also, with the SIP-MNG’s address as the contact address, UA-A’s SIP server

can later forward SIP request messages destined for UA-A to the SIP-MNG, which will

then relay them to UA-A. Upon the receipt of the 200 OK message from UA-A’s SIP

server, the SIP-MNG will translate the Via and Contact fields back to UA-A’s address

and relay the SIP response to UA-A. Then, the SIP registration procedure is completed.

Session Setup Procedure and CAC and RM Mechanisms

In this subsection, we present how a session is established between an MS in the MANET

and an external CN (Corresponding Node). We also discuss how our SIP-MNG supports

CAC and RM. Recall that a SIP-MNG has one or more external interfaces. An interface

is active if it has been dialed up to the Internet; otherwise, it is idle. RM is responsible for

evaluating the required bandwidth of a requested session and assigning a serving external

interface for the session. The required bandwidth can be estimated by the SDP (Session

Description Protocol) [20] provided in the SIP signal. If any active wireless interface has

sufficient spare resource, RM will assign it to the session . Otherwise, RM will activate

a new wireless interface to serve the session. If all wireless interfaces are full, CAC will

drop the SIP signal and reject the request.

Here we use a voice call request as an example to describe the detail message flow

of session setup, CAC, and RM. Fig. 3.3 depicts the message flow, with some SIP

headers omitted for simplicity. We assume that UA-A’s IP address and SIP URL are

192.168.0.1 and sip:UA-A@SIPsvr.mobile.com, respectively. CN’s IP address and SIP

URL are 140.113.216.112 and sip:CN@SIPsvr.mobile.com, respectively. For simplicity,

UA-A and CN use the same SIP server, whose address is SIPsvr.mobile.com. The SIP-

MNG’s address is SIP-MNG.NEMO.com. The corresponding call setup steps when UA-A

calls CN are as follows.

1. UA-A sends a SIP INVITE to the SIP server to invite CN. Fields c (connection

information) and m (media description) in the SDP are set to the connection address

(192.168.0.1) and port number (9000), respectively (by which UA-A can receive data

from CN). Field m also describes that the requested session is audio, so RM can tell

that this is an real-time/multimedia session.

2. When intercepting the SIP INVITE message, the SIP-MNG will initiate the CAC

and RM procedures. CAC will accept the requested session if RM returns ok, and
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Figure 3.3: The message flow to set up a session.

reject the session otherwise. RM includes 3 steps: 1) evaluate the required band-

width; 2) allocate a wireless interface for the session if there is enough bandwidth;

and 3) return the status ok/failure to CAC. Since the codec information can be de-

rived from field m (18 = G.729, 3 = GSM, and 0 = G.711 mu-law) and the default

packetization interval (PI) is 20 ms, the required bandwidth can be predicted. If

there is no resource, the SIP-MNG will drop the SIP INVITE message and respond

a SIP ”480 Temporarily not available” message to UA-A. Otherwise, the session

will be recorded into a session table and the SIP INVITE will be relayed to the SIP

server after translation. Since the SDP may provide multiple candidate codecs for

the session, RM will reserve the maximum required bandwidth for the session. For

non-audio/video sessions (which will be described in field m), the SIP-MNG may

reserve one or few wireless interfaces dedicated to these types of sessions. For such

best-effort sessions, RM will skip the resource evaluation step and directly allocate

an interface for it.

3. Then fields Via, Contact, c, and m of the SIP INVITE message are translated. In

this example, the (connection address):(port) is translated from 192.168.0.1:9000 to

140.113.24.210:45678.
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4. On receiving the SIP INVITE message, the SIP server forwards it to the CN, which

will register the caller’s address as 140.113.216.112.

5. The CN then replies with a SIP 200 OK message, where it chooses G.729 as the

codec to communicate with UA-A. According to the Via header in the received

SIP INVITE message, this 200 OK message will be sent back to the SIP server at

SIPsvr.mobile.com.

6. Upon the receipt of the 200 OK message, the SIP server forwards it to address

SIP-MNG.NEMO.com.

7. When the SIP-MNG receives the 200 OK message, RM will update the session table

according to the final media information. Then, the SIP-MNG translates the 200

OK message and relays it to UA-A.

8. UA-A feedbacks SIP ACK message to the CN directly according to the Contact

information in the received 200 OK message.

9. The SIP-MNG relays the SIP ACK message to CN after translating the Via header.

Then the call is established.

Handoff Procedure

As the vehicle moves, an external interface may change its network domain and the SIP-

MNG may change its active interface. In both cases, a handoff happens. The SIP-MNG

must recover sessions on these handoff interfaces by sending re-INVITE messages and

maintain the global reachability of all MSs in the MANET by sending re-REGISTER

messages. Since recovering on-going sessions is more urgent, it will be done first. Below,

we outline the detail steps (refer to Fig. 3.4).

1. According to the SIP client table and the session table, the SIP-MNG retrieves the

endpoint MSs and CNs of the on-going sessions on each handoff interface.

2. The SIP-MNG then sends each CN a SIP INVITE message to re-invite it.

3. A CN, on receiving the SIP INVITE message, will register the new contact address

and port of the MS. Then the CN replies a SIP 200 OK message.

4. On receiving the 200 OK messages, the SIP-MNG will update the session table and

reply the corresponding CN a SIP ACK message. Then, the session between the

CN and the MS can be continued.
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Figure 3.4: The message flow of handoff.

5. After recovering all handoff sessions, the SIP-MNG will send a SIP REGISTER

message for each MS that has changed to a new external interface to update its

contact address.

6. When a SIP server receives the above SIP REGISTER message, it will update the

corresponding MS’s data and reply a SIP 200 OK message. After this, all MSs are

guaranteed to be reachable from outside.

MS Leaving the Mobile Network

When an MS leaves the mobile broadband network, it may detect other network and up-

date its contact information by sending a SIP REGISTER message. If there is an on-going

session, it can be resumed by SIP re-INVITE. However, since the MS does not deregister

with the SIP-MNG, the SIP-MNG will keep its information in the SIP client table. If the

MS has an on-going session before it leaves, the SIP-MNG will still reserve resource for

the session. Fortunately, if a SIP request arrives, because the MS does not exist in the

network, a new session will not be set up. However, the allocated resource will never be

released. To solve this problem, we suggest to set a timer for each session and integrate

the SIP-MNG with the underlying routing protocol in the MANET. If the SIP-MNG finds

that the MS does not exist after the timer times out, the corresponding resource will be

recycled. Noted that the SIP-MNG can determine whether a specific MS exists or not by

searching the corresponding entry in the routing table. Alternatively, the SIP OPTIONS
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message can be used to query the capability of a SIP client or server. The message should

be responded with a SIP 200 OK response with the supported capabilities. This can be

used to determine an MS’s existence.

3.1.3 Proposed Push Mechanism

Our system allows the external interfaces of SIP-MNGs to be disconnected when there

is no Internet connection. When any interface is connected, the mobile network becomes

a part of the Internet, so all sessions can be handled as usual. When all interfaces are

disconnected, if an outgoing SIP request is sent by a user in the mobile network, the SIP-

MNG can buffer the invitation, dial up to the Internet, register this user with the SIP

registrar, and then send the invitation to the callee. However, when the mobile network

is out of reach from the Internet, an incoming SIP request can not be completed. To solve

this problem, we propose a push mechanism.

In our push mechanism, the SIP-MNG will carry out a sleep procedure when it decides

to disconnect from the Internet. Recall that there is a push server in the SIP subsystem

(refer to Fig. 3.1). The SIP-MNG will solicit the push server as its agent during the

disconnection period. When an incoming SIP request arrives, the push server will be

notified first and will trigger a wake-up procedure, which includes a wake-up process and

a session transfer process. In the wake-up process, the push server will activate the SIP-

MNG via SMS (Short Message Service) and establish a connection with the caller to hold

the session. After the SIP-MNG reconnects to the Internet, the transfer process will help

build the link between the caller and the internal callee. In this way, the SIP-MNG can

stay off-line but remain reachable from the Internet.

The push mechanism has also been used in other applications. In GPRS networks, an

MS must activate a PDP context before the corresponding service can be used. However,

maintaining a PDP context without actually using it will consume network resources.

So, short messages are used in [36] to activate a PDP context on-the-fly. For a dual-

mode handset (with a cellular and a WLAN interfaces, for instance), to reduce energy

consumption, it is desirable to disable the handset’s WLAN module when it is not used.

However, this will prevent the handset from receiving incoming VoIP calls from the WLAN

interface. To solve this problem, reference [35] uses a paging mechanism via the cellular

interface to inform the handset to activate its WLAN module. Then the VoIP call can

be connected via the relatively inexpensive WLAN. However, both [36, 35] involve some

modifications on SIP components and end devices to support such functions, which is

undesirable. In addition, because of the overhead to go through the push procedure, both

approaches may suffer from the timeout problem if the callee’s response time exceeds a

predefined threshold. In our architecture, the standard protocols in SIP servers and SIP
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Figure 3.5: Sleep procedure.

clients are unchanged. Also, with an external server and SIP call control feature, our

approach can effectively relieve the timeout problem.

Sleep Procedure

To avoid modifying the existing SIP standard, the push server works as an agent for users

inside the mobile network when the SIP-MNG is disconnected from the Internet. The

sleep procedure is to inform the SIP server to redirect all SIP messages destined to mobile

network users to the push server.

Fig. 3.5 shows the message flow of the sleep procedure. When there is no Internet

connection, the SIP-MNG may initiate the sleep procedure by sending a sleep request to

the push server (H1). The sleep request includes the SIP URIs of MSs inside the mobile

network and the MSISDN (Mobile Station International ISDN Number) of one of the

cellular interfaces of the SIP-MNG. The MSISDN will later be used by the push server to

notify the SIP-MNG of new incoming SIP requests via short messages.

The push server maintains a gateway table and a SIP client table. Each entry in the

gateway table is to track the status of one SIP-MNG and includes four fields: gateway id,

status, MSISDN, and IP address. Each entry in the SIP client table is to track one MS

and includes three fields: SIP URI, SIP-MNG id, and registration expiration time. On

receiving the sleep request from the SIP-MNG, the push server updates these two tables

and marks the status of the SIP-MNG as off-line. The push server then replies an OK

to the SIP-MNG (H2). Upon receipt of the OK message, the SIP-MNG will generate

REGISTER messages for all internal SIP clients to their corresponding SIP servers (H3)

with an EXPIRE value of 0 (which means unregister). In return, the SIP server will reply

SIP 200 OK messages (H4). On the other hand, as soon as the push server replies an OK

message to the SIP-MNG (H2), it also sends REGISTER messages for all MSs served by
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Figure 3.6: Wake-up process.

the sleeping SIP-MNG to their SIP servers with a non-zero EXPIRE value (H5). These

REGISTER requests should contain the push server’s IP address in the CONTACT field,

so that all future SIP INVITE requests to these MSs will be forwarded to the push server.

Upon receipt of a REGISTER message, a SIP server will update its record and reply a SIP

200 OK message to the push server (H6). After step H4, the SIP-MNG can disconnect

all its wireless interfaces, and after step H6 the push server will become the agent of the

mobile network subsystem and send periodic REGISTER messages for it.

Wake-Up Procedure

Consider a SIP request from a SIP client UA1 in the Internet to a client UA2 in the

mobile network. To complete this session, there are two parts in the wake-up procedure:

wake-up process and session transfer process.

• Wake-Up Process

Fig. 3.6 illustrates the message flow of the wake-up process. To set up a session to

UA2, UA1 first sends a SIP INVITE message to UA2’s SIP server containing the

session information, connection address, and port number of UA1 in the SDP (F1).

The SIP server will identify that the contact of UA2 is the push server and forward

the INVITE to the push server (F2). The push server then checks its SIP client

table and gateway table and retrieves UA2’s SIP-MNG information. Because the

status of the SIP-MNG is off-line, the push server will send a short message to the

MSISDN registered by the SIP-MNG (F3). This short message carries the event

type and IP address of the push server to inform the SIP-MNG to reconnect to the
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Figure 3.7: Session transfer process.

Internet. In the meantime, the push server will temporarily set up the session with

UA1 to keep the session alive (F4–F7). This can prevent the SIP signaling from

timeout. If this is a voice call request, to be more friendly, an option is to have

the push server prepare a pre-recorded voice to tell UA1 to wait for the call to be

transferred. On the other hand, when the SIP-MNG receives the short message, it

will reconnect to the Internet and re-register for all MSs inside the mobile network

(F8, F9) using the IP address of any active external interface of the SIP-MNG in

the CONTACT field. Also, the SIP-MNG will reply an OK message to the push

server via its Internet connection to update its status with the push server (F10).

• Session Transfer Process

Next, the session needs to be transferred from the push server to UA2. Fig. 3.7

depicts the message flow. The process is based on the REFER method [58] proposed

by IETF to support session mobility. We comment that IETF also proposes an

alternative third-party call control (3pcc) [54]. Requiring no special servers, both

REFER and 3pcc are standard SIP solutions to support session mobility and fit our

needs well. We adopt the REFER method because it requires less efforts for the

push server.

After accomplishing the wake-up process, the push server will send UA1 a REFER

request containing the contact information of UA2 in the Refer-To field (F11). This
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message triggers UA1 to invite UA2 using the contact in the Refer-To field. UA1

then replies a SIP 202 Accepted response to the push server to indicate its approval

(F12). To inform the push server that it is establishing a session with UA2, UA1 will

also send a SIP NOTIFY message to the push server with an indication of “SIP/2.0

100 Trying” in the message body (F13). On receiving the NOTIFY message, the

push server will respond a SIP 200 OK response (F14). The push server then sends

a SIP BYE request to UA1 to terminate their session (F15). UA1 will reply a

SIP 200 OK (F16). However, the dialog between the push server and UA1 will be

maintained until the subscription created by the REFER is terminated.

To set up a session with UA2, UA1 sends a SIP INVITE request to UA2 containing

the SDP that describes the session information of UA1. Then the rest of the SIP sig-

nalings follows the normal session setup flow (F17–F20). After the session between

UA1 and UA2 is connected, UA1 will report to the push server the success of the

session setup and terminate the Refer-To subscription by sending the push server

a SIP NOTIFY message (F21) containing a Subscription-State header field with

content of “terminated; reason=noresource”. Then, the push server will respond a

SIP 200 OK message (F19). The dialog between the push server and UA1 will then

be terminated. To stop acting as an agent of the mobile network subsystem, the

push server may send REGISTER messages for all SIP clients inside the SIP-MNG

to their SIP servers with an EXPIRE value of 0 (F23). In response, the SIP servers

will sent 200 OKs (F24).

Note that a MS may simply leave the network without giving any notification. We

have discussed some timeout mechanisms to determine a MS’s existence. If the SIP-

MNG knows that the callee has left the network, it will not activate any external

interface. Otherwise, an interface will be activated, but no MS will accept the

INVITE message. So our system still works correctly.

To summarize, in our push mechanism, no change is made on the behavior of the SIP

registrar and SIP proxy. SIP clients still use the standard SIP signaling. A push server

can serve multiple SIP-MNGs at the same time. The REFER method is also a standard.

So the system is fully compatible with existing SIP standards. Short messages and new

signaling are supported by our proprietary SIP-MNG and push server. Each SIP client

inside the mobile network subsystem can still use its original SIP server, SIP URI, and

configuration.
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3.2 A Cross-Layer Resource Management Mechanism for Mo-

bile Broadband Networks

User mobility and physical rate adaptation are two important factors concerning real-time

application-over-wireless network services. With user mobility, handoff between BSs/APs

is inevitable. Failure to reserve sufficient bandwidths for handoff sessions may force them

being dropped. Dropping on-going sessions has a very negative impact from users’ per-

spective. While resource reservation for handoff calls is necessary, maintaining fairness

among handoff calls and existing calls within a wireless network is also important. On the

other hand, today’s wireless transmission support multiple transmission rates to adapt to

physical channel conditions. However, to keep the same level of QoS, using a lower trans-

mission rate means that more wireless resource has to be allocated to that mobile station.

Failure to reserve the required resources for roaming stations would degrade their QoS.

It is a challenge to guarantee the QoS of real-time applications over a multi-rate wireless

networks concerning user mobility and rate adaptation. Fortunately, today’s wireless net-

work protocols all support QoS mechanisms in the MAC layer. In this part, we show how

to design a cross-layer resource management mechanism by integrating the application

layer and the QoS mechanisms of wireless networks to support handoff and multi-grade

QoS for real-time applications over multi-rate wireless networks. In the following, we

focus on VoIP (voice over IP) and QoS mechanisms in IEEE 802.11e to design such a

cross-layer mechanism. For other types of real-time applications and wireless network

protocols, we believe similar technology can be applied.

We consider an IEEE 802.11e wireless network operating in the infrastructure mode to

support VoIP applications. Although IEEE 802.11e supports QoS, the resource reserva-

tion and handoff handling issues for particular applications are left open to designers. In

this work, we consider using SIP signaling to support VoIP over IEEE 802.11e networks.

We propose a cross-layer resource management mechanism to solve the problems

caused by handoff and rate adaptation, which includes a call admission control (CAC)

algorithm and a resource adjustment (RA) algorithm. The CAC algorithm is performed

whenever a new call or a handoff call arrives at a QAP (Quality of Service Access Point).

The CAC algorithm accepts or rejects an arriving call according to the amount of available

resources versus the QoS requirements of the call. The purpose of the RA algorithmis to

dynamically change bandwidth allocation among on-going calls in a QAP for better re-

source utilization and fairness. This is feasible because multimedia services can typically

operate under different bandwidths.

In order to dynamically adjust resource allocation, we assume that VoIP calls can be

supported by multiple levels of QoS. Each QoS level corresponds to a voice codec and a
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PI, where PI is the period that voice data is encapsulated into packets for transmission.

For most current systems, the default PI is 20 ms. Larger PIs would introduce less header

overhead, but may suffer from higher delays and are more sensitive to packet loss. Given

a PI and a data generation rate of λ, the amount of data to be transmitted per PI is

(λ × PI + h), where h is the header overhead. Therefore, the bandwidth required per

time unit is (λ× PI + h)/PI = λ + h/PI. Clearly, a larger PI will incur less traffic.

Suppose that for each codec there are k QoS levels and each QoS level corresponds

to a PI. Note when a call changes from a PI to another PI ′, the difference of resource

usage is (λ − h/PI ′) − (λ − h/PI) = h(1/PI ′ − 1/PI). This value is only dependent

of PI and PI ′, but is independent of λ (and thus independent of which codec is used).

Therefore, the system state of a QAP can be denoted as s = (s1, s2, s3, ..., sk), where si

is the number of calls served at the ith level (these calls may use different codecs). The

following terminologies will be used in our CAC and RA algorithms.

• Btotal: the total bandwidth of a QAP.

• Bth: the threshold of occupied bandwidth (below which new calls can be accepted).

• Bfree: the current free bandwidth of the QAP.

• Bdeg: the maximum available free bandwidth of the QAP after degrading all existing

calls to the lowest QoS level.

• PIdef : the default PI for all new calls.

• Walloc: the bandwidth allocated to the request call.

3.2.1 The Call Admission Control Algorithm

The CAC algorithm is to determine whether a new call or a handoff call can be accepted

depending on the available bandwidth in the network. Fig. 3.8 shows the proposed CAC

procedure. The caller under QAP1 first establishes a VoIP call with the callee by a SIP

INVITE signal containing necessary codec and PI information. QAP1, on receiving this

INVITE signal, will estimate its current available resource and possibly filter out some

codecs that it cannot support due to bandwidth constraints (refer to box A in Fig. 3.8).

If the callee can successfully choose a codec, QAP1 will reserve sufficient resources for

the call (refer to boxes C, D and, E in Fig. 3.8). Then, the voice communication can

be started. When the caller is moving away from QAP1, due to degraded signal qual-

ity, the caller will actively look for the next serving QAP by sending IEEE 802.11 Probe

Requests. When a QAP receives a Probe Request, it will estimate whether it has enough

available bandwidth and reply a proper IEEE 802.11 Probe Response (refer to box A in
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Figure 3.8: The proposed message flows of the CAC procedure in IEEE 802.11e networks.

Fig. 3.8). The caller will collect all Probe Responses and select a new QAP (refer to box

B in Fig. 3.8). Suppose that the caller selects QAP3. It will send QAP3 an IEEE 802.11

Re-Association Request to trigger QAP3 to execute resource reservation (refer to box C

in Fig. 3.8). In the meanwhile, QAP3 and QAP1 will exchange the caller’s context by

Inter Access Point Protocol (IAPP [3]). Via IAPP, QAP1 is informed of the departure

of the caller and may execute the RA algorithm. Finally, the caller will exchange IEEE

802.11e ADDTS Request and Response with QAP3 (refer to boxes D and E in Fig. 3.8)

to actually reserve the bandwidth. If these steps go through successfully, the caller and

the callee can resume their voice communication. In the following, we will explain the

detail actions to be taken in boxes A, B, C, D, and E.

A. Resource Estimation at the QAP

When a new call or a handoff call arrives at a QAP, the QAP will evaluate its available

resource and the required resource of the call. In the new call event, the INVITE signal
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from the caller will carry all codec and PI information to the callee. In the handoff call

event, we propose that the caller utilizes its Probe Requests to convey the codec and

PI information with two new IEEE 802.11 information elements : codec and PI. Fig.

3.9 shows the proposed orders of the information elements in Probe Request and Probe

Response.

With these information, the QAP can estimate if it has sufficient resource to serve

this call. To compute the required resource, we propose that each QAP keeps a Packet

Size Table (PST) as in Table 3.2. For example, using G.726 with a sampling rate of

32 kbps and PI=20 ms, each packet is of size 154 bytes (80 bytes of voice payload, 40

bytes of IPv4/UDP/RTP/error-checking overhead, and 34 bytes of MAC/error-checking

overhead). Therefore, given a call’s codec, PI, and current physical rate r, we can compute

the required Medium Time (MT ) that should be reserved for the call per beacon interval

(BI ):
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Packetization Interval (ms)

Codec Data Rate (kbps)

5 10 20 30 40

G.711 64 113 154 234 314 394

G.726 16 84 94 114 134 154

32 94 114 154 194 234

G.728 16 84 94 114 134 154

G.723.1 5.3 94

6.3 98

Table 3.2: The Packet Size Table, which contains the packet sizes (in bytes) when different

codecs and packetization intervals are used.

MT (codec, PI, r) = (total time needed per BI)

= (time to send one packet)× (BI/PI)

×(surplus bandwidth allowance)

= {[(HRTP + HUDP + HIP + HMAC) + L(c, p)]/r

+(DIFS + averageCW + PHY header) + (SIFS + ACK)}
×(BI/PI)× (surplus bandwidth allowance), (3.1)

where L(c, p) is the payload per packet when codec c and PI p are used, averageCW is

the average contention window size seen by the QAP, and HRTP , HUDP , HIP , and HMAC

are header sizes of RTP, UDP, IP, and MAC packets, respectively. The basic operation of

802.11e is shown in Fig. 3.10. Note that assuming 802.11b, the ACK and the PHY header

must be transmitted at 1 Mbps. For an overview, relevant parameters of 802.11e EDCA

are listed in Table 3.3. The surplus bandwidth allowance is to take the extra medium

access overhead (contention, collision, etc.) into account; in this work, we assume its

value to be 1.1. This is consistent with the optimal channel utilization 0.9 found in [72]

when RTS/CTS is disabled. For example, when BI is 1 sec and min PHY rate is 11 Mbps,

if we use G.726 with rate of 32 kbps and PI of 20 msec, then MT = [154/11(bytes/Mbps)+

(50 + 70 + 192) + (10 + 248)]× (1000/20)× 1.1 = 37.51 ms.

Each QAP will keep its maximum available free bandwidth Bdeg, which is equal to

Bfree plus the releasable resource after moving all existing calls to the lowest QoS level.

That is, Bdeg = Bfree +
∑k−1

i=1 h(1/PIi − 1/PIk). If a codec’s required MT is larger than

the QAP’s Bdeg, the QAP will drop the INVITE or the Probe Request silently or reply

a SIP response to the caller with a status code of 480, which means “temporarily not
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Figure 3.10: Basic operations of 802.11e EDCF.

RTP + UDP + IP header 40 bytes

MAC header for DATA 34 bytes

PHY header 192 µsec

ACK 248 µsec

DIFS 50 µsec

SIFS 10 µsec

Slot Time 20 µsec

CWmin(for voice) 7

CWmax(for voice) 15

Table 3.3: Parameters of IEEE 802.11e EDCA.

available”.

B. QAP Selection at the Caller

After scanning all channels, the caller will choose a target QAP based on various criteria,

such as signal strength, codec, PI, etc. For example, we may prefer a lighter loaded QAP.

Alternatively, we may choose the one with better signal quality. This is outside the scope

of this work.

C. Resource Reservation at QAP

First, we will determine the codec c, PI p, and physical rate r to be used by the call.

The value of r can be measured from signal quality. In the new call event, the OK signal

will contain the value of c, and we will assume p = PIdef . In the handoff event, the

Re-association Request will contain the current c and p used by the caller. Then the QAP

will decide to accept or reject the call based on the following rules:

• If this is a handoff call, it will be accepted if the requested MT is no more than

Bdeg; otherwise, the call is rejected.
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degrade(c, p, r)

1: t PI = p ;

2: while (not all calls are served by PImax) do

3: let X be the call with the smallest PI in the system;

in case of tie, the one with the lowest physical rate is selected;

4: change X ’s PI to next(X.PI);

5: Bfree = Bfree + MT (X.codec, X.PI, X.rate)

−MT (X.codec, next(X.PI), X.rate);

6: if (Bfree ≥ MT (c, t PI, r)) then

7: return(t PI);

8: else if (there is no call with PI smaller than or equal to t PI) then

9: t PI = next(t PI);

10: end if ;

11: end while;

12: return(PImax);

Figure 3.11: The bandwidth degrade algorithm.

• If this is a new call, there are two cases:

– If MT (c, PImax, r) ≤ Bdeg and Bdeg > (Btotal − Bth), the call is accepted

directly.

– If MT (c, PImax, r) ≤ Bdeg but Bdeg ≤ (Btotal − Bth), the call is accepted with

a probability Pr.

Note that the selection of Pr can be based on the DCRS (Dynamic Channel Reservation

Scheme) proposed in [31]. In this work, we will only consider adjusting PI for handoff

calls, although adjusting codec is also possible.

If the call cannot be accepted, the QAP will drop the OK silently (for new call) or

reply the Re-Association Response to the caller with a status code of 37, which means

“The request has been declined.” (for handoff call). If the call can be accepted, we will

check if MT (c, p, r) ≤ Bfree. If so, the selected codec and PI will be relayed to the caller

via an OK (for new call) or a Re-association Response (for handoff call). Otherwise, the

current available resource is not able to support the request and we will call function

degrade(c, p, r) in Fig. 3.11. The function will repeatedly select an existing call to reduce

its QoS level. The call with the best QoS level will be degraded first. If there are multiple

candidates, the one with the lowest physical rate will be degraded first. Function next()

will return the next QoS level. This is repeated until sufficient resources are released.
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Figure 3.12: An example of bandwidth degrade.

Fig. 3.12 shows an example. Suppose that there are k = 4 QoS levels, and the current

system state is (3,2,0,2). Also suppose that the required resources for these QoS levels are

(8, 7.5, 7, 6.5), (6, 5.5, 5, 4.5), (4, 3.5, 3, 2.5), and (2, 1.5, 1, 0.5), respectively (the four num-

bers map to four physical rates in an ascending order). The total capacity is equal to 35.

So, there is no resource remaining. Suppose that an incoming call requests a QoS level of

2 (physical rate = 1 Mbps). As the resource required is 6, we need to degrade three calls

from QoS level 1 to level 2. The next incoming call also requests a QoS level of 2 (physical

rate = 1 Mbps). The resource required is 6, too. We need to degrade three of level-2 calls.

The calls with lower transmission rates should be degraded first, so we move two calls with

1 Mbps and one with 2 Mbps to level 3. Then the system state will change to (0, 4, 3, 2).

The last incoming call requests a QoS level of 2 (physical rate = 5.5 Mbps). According

to the algorithm, we move three level-2 calls to level 3. The final system state is (0, 2, 6, 2).

D. ADDTS Request by the Caller

After determining the codec and PI, the caller will send a bidirectional ADDTS Request

to the QAP by including a TSPEC element to request for resources. We suggest to convey

VoIP service requirements by the following fields in TSPEC:

• Minimum Data Rate = the acceptable longest PI of the corresponding codec.

• Mean Data Rate = the PI selected by the callee.

• Maximum Data Rate = the acceptable shortest PI.

• Medium Time = the codec selected by the callee.
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E. ADDTS Response by the QAP

According to the caller’s ADDTS Request and the Packet Size Table, QAP can compute

the required MT following Eq.(3.1). Each QAP keeps the following variables:

• TXOPBudget[ACi] = The remaining bandwidth that can be allocated to ACi, i =

0..3.

• TxAdDn[ACi][TSID] = The admitted MT for stream TSID of ACi in the downlink

direction.

• TxAdUp[ACi][TSID] = The admitted MT for stream TSID of ACi in the uplink

direction.

• TxAdDn[ACi] = This value is set to
∑

∀TSID TxAdDn[ACi][TSID], to record the

overall resource allocated to ACi in the downlink direction.

• TxUsedDn[ACi] = The summation of used MT of all downlink streams of ACi.

Initially, TXOPBudget[ACi] contains all the bandwidth (in terms of MT) that is

reserved for ACi. Whenever a new stream is added, the corresponding resource is subtract

from TXOPBudget[ACi], and the resource is assigned to TxAdDn[ACi][TSID] and/or

TxAdUp[ACi][TSID]. Also, each QSTA (Quality of Service Station) should keep the

following variables:

• TxAdUp[ACi][TSID] = The admitted MT for stream TSID of ACi in the uplink

direction in this QSTA per BI.

• TxAdUp[ACi] = This value is set to
∑

∀TSID TxAdUp[ACi][TSID], to record the

overall resource allocated to ACi in the uplink direction.

• TxUsedUp[ACi] = The summation of used MT of all uplink streams of ACi.

Resource reservation at QAP is done as follows. First, we compute the value of

TXOPBudget[ACi] − 2 × MT (c, p, r). If the value is non-negative, there is sufficient

resource to support this call and we can set variables as follows:

TXOPBudget[ACi] = TXOPBudget[ACi]− 2×MT (c, p, r);

TxAdDn[ACi][TSID] = MT (codec, PI, PHY );

TxAdUp[ACi][TSID] = MT (codec, PI, PHY );

TxAdDn[ACi] = TxAdDn[ACi] + TxAdDn[ACi][TSID];
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Resource Adjustment()

1: On a call X moving to a lower rate r :

Bfree = Bfree + MT (X.codec,X.PI, X.rate);

if(Bfree < MT (X.codec,X.PI, r))

degrade(X.codec,X.PI,r);

2: On a call X leaving:

Bfree = Bfree + MT (X.codec,X.PI, X.rate);

upgrade();

3: On a call X moving to a higher rate r :

Bfree = Bfree + MT (X.codec,X.PI, X.rate)−MT (X.codec, X.PI, r);

upgrade();

Figure 3.13: The RA algorithm.

Up to this point, the admitted resources have been guaranteed. The QAP will reply an

ADDTS Response to the caller with the Mean Data Rate=PI and Medium Time=MT(c,p,r)

in TSPEC. If there is no sufficient resource, then an ADDTS Response is replied with

Medium Time=0.

At the caller’s side, if an ADDTS response with a positive Medium Time is received,

the QSTA will set its TxAdUp[ACi][TSID]= Medium Time, retrieves the PI in the

Mean Data Rate field, and passes it to the upper layer VoIP application program. Oth-

erwise, the call is considered rejected. In both cases, the caller should reply a response

signal with the proper status code to the callee.

3.2.2 The Resource Adjustment Algorithm

Fairness among existing users and handoff users is an important issue. The goal of resource

adjustment is to re-allocate bandwidth to calls for fairness. The RA algorithm may be

triggered by the following two events: departure of calls and transmission rate change

of existing calls (refer to Fig. 3.13). On events that a call moves to a lower rate, the

function degrade(c,p,r) will be called if there is no sufficient resource. On events that a

call departs or moves to a higher rate, the value of Bfree will be updated, and then the

function upgrade() in Fig. 3.14 will be invoked. This function will repeatedly select an

existing call to upgrade its QoS level. The call with the worst QoS level will be upgraded

first. If there are multiple candidates, the one with the highest physical rate will be

upgraded first. Function prev() will return the previous QoS level. This is repeated until

Bfree is not enough to upgrade any existing call.
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upgrade()

1: while (TRUE) do

2: let X be the call with the largest PI in the system;

in case of tie, the one with the highest physical rate is selected;

3: if Bfree ≥ MT (X.codec, prev(X.PI), X.rate)−MT (M.codec,X.PI, X.rate) then

4: change X ’s PI to prev(X.PI);

5: Bfree = Bfree−MT (X.codec, prev(X.PI), X.rate)+MT (M.codec,X.PI, X.rate);

6: else

7: return;

8: end if ;

9: end while;

Figure 3.14: The bandwidth upgrade algorithm.

Fig. 3.15 shows an example. Suppose that there are k = 4 QoS levels, and the current

system state is (4, 1, 1, 3). The resource requirement is the same as the example in Fig.

3.12. Let the total capacity be 41. Suppose that a level 1 call leaves the network (physical

rate = 1 Mbps), releasing a bandwidth of 2. The released bandwidth can upgrade the call

at QoS level 4 with rate 11 Mbps to level 3. The system state after upgrade is (4, 1, 2, 1).

Next, a level-2 call with rate 2Mbps leaves, releasing a bandwidth of 5.5. This can upgrade

the only call at level 4 to level 3, resulting a system state of (4, 1, 2, 0).

3.2.3 Analysis

In this section, we derive an analytical model to evaluate the performance of our QoS

mechanisms. Our goal is to analyze the blocking probability of new calls, the dropping

probability of handoff calls, and the call dropping probability due to change of transmis-

sion rates. Without loss of generality, we assume all calls use the same G.726 codec at the

default rate 32 kbps. Thus, during a degrade or upgrade process, calls will only change

their PIs, but not codec. Suppose that there are m PIs, PI1, P I2, ..., P Im (in an ascending

order), and y transmission rates, R1, R2, ..., Ry (in a descending order).

Due to mobility, the rate change of a QSTA is modeled by the state diagram in Fig.

3.16. From each state, a QSTA can transit to a higher or a lower rate with a rate ν

following a Poisson distribution. In each QAP, new and handoff calls arrive by Poisson

distributions with rates y · λn and y · λh, respectively. These rates are evenly distributed

to calls of all physical rates R1, R2, ..., Ry. Call holding time and cell residence time are

exponentially distributed with means of 1/µh and 1/µr, respectively. Thus, the channel

occupancy time of a call is exponentially distributed with mean 1/µ = 1/(µh + µr). The
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Figure 3.15: An example of bandwidth upgrade.

R1 R2 Ry

Figure 3.16: The state transition diagram of a QSTA’s rate change.

required bandwidth of a call with PImax at the transmission rate Ri is denoted by Φi.

According to our CAC algorithm, computation of accepting or rejecting a call is all

based on the assumption that all calls can be degraded to the lowest QoS level. In other

words, a QAP drops or blocks a call when all existing calls use PImax and the sum of

their used bandwidth meets some conditions. Therefore, to obtain blocking and dropping

probabilities, we can assume that all calls use PImax.

For simplicity, we assume that a QAP can support y = 4 physical rates, 11, 5.5, 2

and 1 Mbps. For a bi-direction voice stream, assuming BI = 1sec, surplus = 1.1, and

PImax = 40ms, the required MT per BI of a call under each rate is listed in Table 3.4.

Our system can be modeled by a y = 4 dimensional Markov process. Each system

Transmission rate (Mbps) 11 5.5 2 1

Occupied MT (sec)/per session 0.041 0.050 0.083 0.134

Table 3.4: The required MT of a bi-directional voice call under different physical rates

under our analytical model.
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Figure 3.17: Generic state transitions under our analytical model.

state is written as (n1, n2, n3, n4), where ni is the number of calls at rate Ri, i = 1...4.

For each state (n1, n2, n3, n4), there 14 possible state transitions, as shown as Fig. 3.17,

where n1 = a, n2 = b, n3 = c, n4 = d. Horizontal transitions are caused by call arrival or

departure events. The arrival rates are all modeled by λh + Prλn. The departure rate for

rate Ri is niµ. For ease of presentation, we let Pr = 1 when n1Φ1 +n2Φ2 +n3Φ3 +n4Φ4 <

Bth; otherwise, new calls are accepted with a probability Pr as defined in Sec. 3.1. Vertical

transitions are caused by transmission rate change.

A simplified two-dimension Markov process is shown in Fig. 3.18 for the case of y = 2.

The states marked by gray are those with Pr = 1, where all new calls can be accepted.

Under other states, a new call will be dropped with a fixed probability (1− Pr).

Based on above state transition diagram, we can derive the steady-state probability

Pn1,n2,...,ny of each state. There are four cases:

Case I: For the state such that n1 = n2 = ... = ny = 0,

y (λh + λn) Pn1,n2,...,ny = µ

y∑
i=1

Pn1,n2,...,ni+1,...,ny . (3.2)
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Figure 3.18: A state transition example with y = 2 (q1 and q2 are the maximum numbers

of calls that can be accommodated with PImax at rates R1 and R2, respectively).

Case II: For states such that
∑y

i=1 (niΦi) < Bth,

[
y (λh + λn) +

(
y∑

i=1

ni

)
µ +

(
y−1∑
i=1

ni +

y∑
i=2

ni

)
ν

]
Pn1,n2,...,ny

=

y∑
i=1

[
(ni + 1) µPn1,n2,...,ni+1,...,ny + (λh + λn) Pn1,n2,...,ni−1,...,ny

]

+

y∑
i=2

[
(ni + 1) νPn1,n2,...,ni−1−1,ni+1,...,ny

]

+

y−1∑
i=1

[
(ni + 1) νPn1,n2,...,ni+1,ni+1−1,...,ny

]
. (3.3)
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Case III: For states such that
∑y

i=1 (niΦi) >= Bth and
∑y

i=1 (niΦi) + Φy < Btotal,

[
y (λh + Prλn) +

(
y∑

i=1

ni

)
µ +

(
y−1∑
i=1

ni +

y∑
i=2

ni

)
ν

]
Pn1,n2,...,ny

=

y∑
i=1

[
(ni + 1) µPn1,n2,...,ni+1,...,ny

]

+

y∑
i=1

[(
λh +

(
Ii + ĪiPr

)
λn

)
Pn1,n2,...,ni−1,...,ny

]

+

y∑
i=2

[
(ni + 1) νPn1,n2,...,ni−1−1,ni+1,...,ny

]

+

y−1∑
i=1

[
(ni + 1) νPn1,n2,...,ni+1,ni+1−1,...,ny

]
, (3.4)

where for z ∈ {1, ..., y}

Iz =

{
1,

∑y
i=1(niΦi)− Φz < Bth

0, otherwise
.

Case IV: For states such that
∑y

i=1 (niΦi) <= Btotal and
∑y

i=1 (niΦi)− Φy >= Bth,

[(
y∑

i=1

Ii

)
(λh + Prλn) +

(
y∑

i=1

ni

)
µ +

(
y−1∑
i=1

ni +

y∑
i=2

ni

)
ν

]
Pn1,n2,...,ny

=

y−1∑
i=1

[
Ii (ni + 1)

(
µ + Īi+1ν

)
Pn1,n2,...,ni+1,...,ny

]

+Iy (ny + 1) µPn1,n2,...,ny−1,ny+1

+ (λh + Prλn)

y∑
i=1

Pn1,n2,...,ni−1,...,ny

+

y∑
i=2

[
Ii−1,i (ni + 1) νPn1,n2,...,ni−1−1,ni+1,...,ny

]

+

y−1∑
i=1

[
(ni + 1) νPn1,n2,...,ni+1,ni+1−1,...,ny

]
, (3.5)

where for z ∈ {1, ..., y}

Iz =

{
1,

∑y
i=1 (niΦi) + Φz <= Btotal

0, otherwise

and for (m,n) ∈ {(1, 2) , (2, 3) , ..., (y − 1, y)}

Im,n =

{
1,

∑y
i=1 (niΦi)− Φm + Φn <= Btotal

0, otherwise
.
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Let Pb be the blocking probability of new calls, Pd be the dropping probability of

handoff calls, and Ptd be the call dropping probability due to change of transmission

rates. Given any system state n̄ = (n1, n2, ..., ny), let the bandwidth requirement τ(n̄) =∑y
i=1(niΦi). We can derive:

Pb =
∑

τ(n̄)≥Bth

Pn1,n2,...,ny (3.6)

Pd =
1

y

y∑
i=1


 ∑

τ(n̄)+Φi>Btotal

Pn1,n2,...,ny


 (3.7)

Ptd =

y−1∑
i=1


 ∑

τ(n̄)−Φi+Φi+1>Btotal

(
ni∑y−1

i=1 ni +
∑y

i=2 ni

Pn1,n2,...,ny

)
 . (3.8)

To compute Pb, Pd, and Ptd, we have to solve the steady-state probabilities Pn1,n2,...,ny .

This can be done by the recursive technique proposed by Herzog et al. [21], which states

that there exists a subset of the state probabilities, called boundaries, such that all other

states can be expressed as linear combinations of the boundary states. Therefore, we

can determine the boundaries first and then derive the expressions for all remaining state

probabilities as functions of the boundary values. This can significantly reduce the com-

plexity of solving of Pn1,n2,...,ny as compared to traditional matrix inversion techniques. It

has been shown to be suitable to solve a wide class of queuing problems.

First, we choose all states (n1, n2, ..., ny) such that ny = 0 as boundaries. According

to [21], we can rewrite the state probabilities as:

Pn1,n2,...,ny

=

�
Btotal
Φy−1

�

∑
αy−1=0

...

j
Btotal

Φ2

k
∑
α2=0

j
Btotal

Φ1

k
∑
α1=0

Cα1,α2,...,αy−1
n1,n2,...,ny

Pα1,α2,...,αy−1,αy=0 (3.9)

C
α1,α2,...,αy−1

n1,n2,...,ny−1,ny=0 =

{
1, if n1 = α1, n2 = α2, ..., and ny−1 = αy−1

0, otherwise
.

The coefficients C
α1,α2,...,αy−1
n1,n2,...,ny for ny 6= 0 can be solved recursively. Next, we rewrite Eq.s

(3.2)–(3.5) by:
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Bn1,n2,...,nyPn1,n2,...,ny =

y∑
i=1

Ari
n1,n2,...,ny

Pn1,n2,...,ni+1,...,ny

+

y∑
i=1

Ali
n1,n2,...,ny

Pn1,n2,...,ni−1,...,ny

+

y∑
i=2

Aui
n1,n2,...,ny

Pn1,n2,...,ni−1−1,ni+1,...,ny

+

y−1∑
i=1

Adi
n1,n2,...,ny

Pn1,n2,...,ni+1,ni+1−1,...,ny , (3.10)

where the coefficients Ari
n1,n2,...,ny

, Ali
n1,n2,...,ny

, Aui
n1,n2,...,ny

, Adi
n1,n2,...,ny

, and Bn1,n2,...,ny are

abbreviations of those in Eq.s (3.2)–(3.5). Then we rewrite Eq. (3.10) as:

Pn1,n2,...,ny−1,ny+1 =
Bn1,n2,...,nyPn1,n2,...,ny −

∑y−1
i=1 Ari

n1,n2,...,ny
Pn1,n2,...,ni+1,...,ny

A
ry
n1,n2,...,ny

−
∑y

i=1 Ali
n1,n2,...,ny

Pn1,n2,...,ni−1,...,ny

A
ry
n1,n2,...,ny

−
∑y

i=2 Aui
n1,n2,...,ny

Pn1,n2,...,ni−1−1,ni+1,...,ny

A
ry
n1,n2,...,ny

−
∑y−1

i=1 Adi
n1,n2,...,ny

Pn1,n2,...,ni+1,ni+1−1,...,ny

A
ry
n1,n2,...,ny

. (3.11)

After some manipulation, Eq. (3.11) can be further rewritten as:

Pn1,n2,...,ny−1,ny =
Bn1,n2,...,ny−1Pn1,n2,...,ny−1 −

∑y−1
i=1 Ari

n1,n2,...,ny−1Pn1,n2,...,ni+1,...,ny−1

A
ry

n1,n2,...,ny−1

−
∑y

i=1 Ali
n1,n2,...,ny−1Pn1,n2,...,ni−1,...,ny−1

A
ry

n1,n2,...,ny−1

−
∑y

i=2 Aui
n1,n2,...,ny−1Pn1,n2,...,ni−1−1,ni+1,...,ny−1

A
ry

n1,n2,...,ny−1

−
∑y−1

i=1 Adi
n1,n2,...,ny−1Pn1,n2,...,ni+1,ni+1−1,...,ny−1

A
ry

n1,n2,...,ny−1

. (3.12)

For each fixed state (α1, α2, ..., αy−1, 0), if we let Pn̄ = 1 and Pn̄′ = 0 for all n̄′ 6= n̄, from

Eq.s (3.9) and (3.12), we can obtain:
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Cα1,α2,...,αy−1
n1,n2,...,ny

=
Bn1,n2,...,ny−1C

α1,α2,...,αy−1

n1,n2,...,ny−1 −
∑y−1

i=1 Ari
n1,n2,...,ny−1C

α1,α2,...,αy−1

n1,n2,...,ni+1,...,ny−1

A
ry

n1,n2,...,ny−1

−
∑y

i=1 Ali
n1,n2,...,ny−1C

α1,α2,...,αy−1

n1,n2,...,ni−1,...,ny−1

A
ry

n1,n2,...,ny−1

−
∑y

i=2 Aui
n1,n2,...,ny−1C

α1,α2,...,αy−1

n1,n2,...,ni−1−1,ni+1,...,ny−1

A
ry

n1,n2,...,ny−1

−
∑y−1

i=1 Adi
n1,n2,...,ny−1C

α1,α2,...,αy−1

n1,n2,...,ni+1,ni+1−1,...,ny−1

A
ry

n1,n2,...,ny−1

(3.13)

for all combinations of n1, n2, ..., ny.

After obtaining all coefficients C
α1,α2,...,αy−1
n1,n2,...,ny , the probabilities of boundaries can be

derived by solving the remaining unused bBtotal

Φ1
c × bBtotal

Φ2
c × ... × bBtotal

Φy−1
c independent

equations in Eq. (3.10) as well as the normalizing condition:

∑
n1

∑
n2

...
∑
ny

Pn1,n2,...,ny = 1. (3.14)

Having solved the boundaries, all steady-state probabilities Pn1,n2,...,ny can be determined

from (3.9). Thus, Pb, Pd, and Ptd can then be derived.

3.3 Mobility Management for Mobile Broadband Networks

Supporting user and device mobilities is a critical issue for wireless networks since con-

tinuous network connectivity is highly desirable for most services. However, supporting

voice and multimedia with mobility implies that the total handoff latency must be small

to guarantee their QoS. The latency for VoIP should not exceed 50 ms to prevent exces-

sive jitter [65], while streaming video/audio applications cannot tolerate a latency more

than 150 ms [71]. So, in this part, to guarantee the QoS of services, we propose a novel

seamless post-handoff mechanism for IEEE 802.11 wireless networks which support IEEE

802.11i security standard. Our approach consists of a Dynamic Tunnel Establishing pro-

cedure and a seamless handoff mechanism. Both intra- and inter-subnet handoff cases

are considered in our approach. Similar concept can be applied in other types of wireless

networks with security support to provide wireless users continuous connectivity.

In the existing 802.1x authentication, users are not allowed to transmit/receive normal

data via the new AP before the authentication succeeds. Considering that blocking normal

data access can be done later on, we propose to allow a roaming MS to execute the 802.1x

authentication and normal data access simultaneously for a short period of time. However,
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b ca

Figure 3.19: System architecture.

this may cause a security loophole. Hence, we enforce the MS to access the Internet via its

previous AP before handoff completes. Since the previous AP has authenticated the MS,

it can check if the MS is a legal user and provide the MS secure wireless access by using

its prior data encryption key. Our approach consists of a Dynamic Tunnel Establishing

procedure and a seamless handoff method. Dynamic Tunnel Establishing is for each AP

to construct trusted tunnels with its neighbor APs. In the seamless handoff method, we

propose to allow the roaming MS to access the Internet via its previous AP by the tunnel

between the new AP and the previous one during the Execution, DHCP, and Upper

Layer Adjustment phases of a handoff. Fig. 3.19 shows our proposed seamless handoff

architecture, where an MS is moving from APa to APb. When the MS is authenticating

with the RADIUS server via the new AP, APb, it also continues to access the Internet

via its previous AP, APa. Therefore, we can achieve a seamless handoff for roaming

MSs. Below, we will give an overview of our Dynamic Tunnel Establishing procedure and

seamless handoff method.

Fig. 3.20 shows the Dynamic Tunnel Establishing procedure, which is triggered by the

receipt of IEEE 802.11 reassociation request or IAPP Move-Notify message of APb. On

receiving one of these two messages, APb finds that APa is its neighbor and then tries

to establish a tunnel with APa. Before sending the request to APa, APb first verifies if

APa is a trusted AP by querying its RADIUS server. If the verification succeeds, APb

then sends APa a tunlestb-request. This tunlestb-request message asks APa to construct a

layer-two tunnel if both APs are in the same subnet; otherwise, it asks APa to construct a

layer-three tunnel. ARP (Address Resolution Protocol) can be used to determine whether

both APs are in the same subnet or not. On the receipt of the tunlestab-request message,

51



��� ������

����	
�����

�
��

��
��
��

�
�

�
�

�
��

��
��
��
�
�

�
�

���������������

��� �������!

"����!���������

#��
��
���
��

�
��

$��
��
���
��
�
��

%��������������

��� �������!

&����!���������

Figure 3.20: Proposed Dynamic Tunnel Establishing procedure.

APa will also verify if APb is a trusted AP. If yes, APa will agree to establish the tunnel

with APb.

Since the Dynamic Tunnel Establishing procedure is executed after the very first

roaming MS handoffs from one AP to another, the first MS can not benefit from the

seamless handoff method. However, later roaming MSs can all enjoy such tunneling

services.

Next, let’s see how the seamless handoff method works. Fig. 3.21 shows our seamless

handoff mechanism, in which MSi has a data connection with a corresponding node (CN)

and it is moving from its old AP to a new AP. Here we assume that the SIP (Session

Initiation Protocol) mobility [66] is used in the Upper Layer Adjustment phase. In our

method, we do not propose an enhancement to the Probe-and-Decision phase because

existing schemes already do well (such as the NG-based selective scanning [57, 23] and

the SyncScan [46]). We can adopt one of them in the Probe-and-Decision phase (H1).

After deciding the new AP, MSi will send it a reassociation request message (H2). Upon

the receipt of the reassociation request from MSi, the new AP will be ready to relay data

between the old AP and MSi using the existing tunnel between it and the old AP. Here

both the new AP and the old AP will set a timer T1 as the threshold time to provide

MSi Internet access. Then, the new AP will reply MSi a reassociation response and

the 802.1x authentication starts (H6). Once T1 times out, if the 802.1x authentication

does not complete, the relay will be prohibited by the new AP and the old AP. Notice

that, before MSi and the new AP derives a new data encryption key, MSi will use the

old key to encrypt data sent to the old AP. The new AP only tunnels the data to the

old AP or forwards the encrypted data to MSi. Once the 802.1x authentication and

the four-way handshake complete, the new AP will close T1 (H7) and inform the old

AP that the authentication has succeeded (H8). If this is an intra-subnet handoff, the
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Figure 3.21: Proposed seamless handoff mechanism.

seamless handoff procedure finishes; otherwise, this is an inter-subnet handoff and the

new AP and the old AP will set a timer T2 (in H7 and H9, respectively) to continue data

relay for MSi to maintain continuous network connectivity during executing remaining

handoff procedures. The tunnel type between the old AP and the new AP can be used to

determine whether the handoff is an intra- or inter-subnet handoff. Once T2 times out,

the relay will be prohibited by the new AP and the old AP. Here we assume that some

extension to DHCP for mobility support is implemented [18, 37], where the DHCP client

in MSi can detect the change of subnets. So, MSi will actively execute the DHCP. After

the link layer handoff, data is encrypted between MSi and the new AP because a new

data encryption key has been derived after the four-way handshake. On receiving the

DHCP ACK message from the DHCP server of the new subnet (H11), the DHCP client

will reconfigure MSi’s IP address and network parameters. Moreover, this will trigger the

new AP to stop relaying uplink data to the old AP and start directly relaying uplink data

from MSi to the Internet because a new IP is used (H12). For the old AP, the downlink

data forwarding from CN to the new AP is continued until T2 times out. Because CN

will still transmit data to the old subnet before the SIP mobility competes, this can help

MSi to continue to receive downlink data. After the DHCP, MSi will execute the SIP
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mobility procedure (H13). When the SIP mobility completes, CN will start to transmit

data to the new subnet of MSi. Then, the handoff procedure completes.

3.4 Experimental Results

In this section, we present some experimental results to verify the effectiveness of our

proposed system and schemes. The evaluation includes two parts. First, we introduce our

prototype of the proposed mobile broadband network, analyze its performance, compare

its signaling cost to the MIPv6-NEMO scheme with routing optimization, and use voice

calls applications to test the performance. Second, we estimate the performances of our

proposed Cross-Layer Resource Management Mechanisms.

3.4.1 Evaluation of the Proposed Mobile Broadband Network

Our Prototype

We have implemented a prototype of the proposed system. In our prototype, the SIP-

MNG is implemented over the Linux Fedora Core Release IV. The command iptables and

the library libipq [40] are used to carry out the NAT traversal and SIP-Application Layer

Gateway (ALG) (an application layer program to monitor and translate SIP messages).

As to the external interfaces of SIP-MNG, we adopt the PHS WiWi Card MC-P300/P-

Card MC-6550 and the Huawei E612 WCDMA PCMCIA card to connect to the PHS

and WCDMA cellular networks, respectively. Our current push server is implemented by

C++ over the Microsoft Windows XP. The push server contains a simple SIP stack and

can support the SIP REFER method [58]. Both the SIP-MNG and the push server run

a SMS agent to transmit/receive short messages. The communication protocol between

the GSM interface and the SMS agent is achieved by the SMS AT commands [47]. To

support multi-hop ad hoc routing, MSs in the MANET all run the Destination-Sequenced

Distance-Vector (DSDV) protocol.

The testing environment is shown in Fig. 3.22. MSs are IBM X23 notebooks equipped

with ASUS WL-167G USB2.0 WLAN adapters configured at the ad hoc mode. They run

the Microsoft Windows XP with Windows messenger 5.1 as their SIP client software. The

SIP-MNG is an IBM T42 notebook running the Linux Fedora Core Release IV; a Nokia

card phone 2.0 is equipped to access GSM SMS. To access the Internet, the SIP-MNG is

equipped with an embedded 802.11 WLAN chipset and a cellular interface (Huawei E612

WCDMA PCMCIA card/PHS J88 cellular phone). The PHS phone interface is driven

by the SIP-MNG via a P-Card MC-6550 PCMCIA adaptor. The push server is an ASUS

centrino notebook running the Microsoft Windows XP. It is also equipped with a Nokia

54



PSTN

Cellular

NetworkMS2

MS1

PHS/WCDMA

interface

Internet

PSTN Gateway

SIP Server

1 2 3

4 5 6

7 8 9

* 8 #

IP phone

GSM

Short Message 

Service

SIP-MNG

GSM phone card
GSM phone card

push server

WiFi phone

Figure 3.22: A testing environment of our SIP-based mobile broadband network system.

Table 3.5: Measurement of call setup time and capacities of different interfaces.

external interface

Item PHS WCDMA GPRS 802.11b

call setup time 1.58 sec 1.44 sec —— 1.11 sec

maximum number of

calls (with G.729) 2 5 0 12

card phone 2.0 to transmit short messages. An iptel SIP server [56] is used to serve as

a server. In the Internet side, we have several SIP client terminals including D-Link IP

phone and WiFi phone. All SIP clients inside the MANET or in the Internet use the SIP

server as their home SIP server.

Call Setup Time and Maximum Number of Supported Calls

Based on the above environment, we have measured the call setup time and the maximum

number of supported calls for different wireless interfaces. Some testing results are shown

in Table 3.5. Each experiment here and in the following subsections was repeated 10

times. It shows that, to set up a call via a PHS J88 phone interface, it takes 1.58

seconds in average for MS2 to receive the ringing tone of a call from an IP phone in

the Internet. If via the WCDMA PCMCIA card/embedded IEEE 802.11b interface, it

requires 1.44/1.11 seconds in average, respectively. We do not provide results of the GPRS

interface because in our experience a GPRS interface cannot provide enough bandwidth

to support even one single voice call (GPRS downlink bandwidth is only 28.8kbps, uplink

bandwidth is even less). The call setup time by cellular interfaces is longer than that by

802.11 interfaces because connecting MS2 and the IP phone via a cellular interface has

to go through four networks: the Internet, PSTN, cellular network, and our MANET.

55



0

30

60

90

120

150

180

210

240

270

300

uplink traffic
load (kbps)

0 2 4 6 8 10 12 14

number of calls (with G.729)

� : PHS

� : WCDMA

• : 802.11b

.

.

.

.

..

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

..

.

.

..

.

.

..

.

.

.

..

.

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

.

..

.

.

.

..

..

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

...

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

.

..

.

..

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

..

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

...

.

.

..

.

.

.

..

.

.

.

..

.

.

.

..

.

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

.

...

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

..

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

...

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

...

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

..

.

.

...

.

..

.

..

.

..

.

..

.

.

..

.

..

.

..

.

..

.

..

.

..

.

.

..

.

..

.

...
...
...
...
...
...
...
...
...
.....
........................

•

•

•

•

•

•

•

•

•

•

•

•

•
• •

.

.

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

..

.

.

..

.

.

.

.

.

..

.

.

.

.

.

.

..

.

..

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

...

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

..

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

...

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

.....
...
...
...
...
...
....
...........
..................

�

�

�

�

�

�
� �

.

.

.

.

..

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

..

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

.

..

.

.

..

.

.

..

.

.

.

..

.

.

...
...
...
...
...
....
...
...
...
...........................

�

�

� � �

Figure 3.23: Uplink traffic load against the number of concurrent calls using one

PHS/WCDMA/802.11b interface.

However, connecting them via a wireless interface only goes though two networks: the

Internet and our MANET. The proposed system allows multiple calls to be supported

by a single interface. With a PHS interface, the SIP-MNG can support two concurrent

voice calls with acceptable quality (< 1% packet dropping rate), while with one WCDMA

interface, it can support up to five concurrent voice calls. Interestingly, with an IEEE

802.11b wireless interface, the SIP-MNG can support up to 12 concurrent voice calls with

G.729 as the codec.

We have also measured the uplink traffic load at the core network side for a PHS/

WCDMA/802.11b interface. In this experiment, all calls from the mobile broadband

network are destined to the same corresponding node in the Internet. Then, we monitor

the traffic load on the corresponding node. We did not measure downlink load because the

uplink bandwidth is lower than the downlink bandwidth in all existing cellular interfaces.

Fig. 3.23 plots the uplink traffic load against the number of concurrent calls using a

PHS/WCDMA/802.11b interface. As shown in Fig. 3.23, in the beginning, the uplink

traffic load increases linearly as the number of calls increases. As the number of calls

keeps increasing, the PHS’s curve will saturate after there are more than two calls, the

WCDMA’s curve will saturate after there are more than five calls, and the IEEE 802.11b’s

curve will saturate after there are more than 12 calls. This gives the maximum number

of calls that can be supported in Table 3.5. Our measured capacity for the 802.11b

wireless interface is close to the analysis in [69], which claims that 11.4 G.729 calls can

be supported in average. Note that, since we measure the traffic load at the core network

side, the per call required bandwidth for any of the PHS/WCDMA/802.11b interfaces is

the same (voice payload plus the TCP/IP/Ethernet overhead).
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Figure 3.24: The handoff procedure when an IEEE 802.11 interface is used.

Table 3.6: Measurement of handoff latencies.
external interface

Item Cellular (PHS) Wireless (802.11b)

T3 742.87 ms 268.26 ms

T4 967.37 ms 279.54 ms

T5 267.69 ms 42.34 ms

Handoff Delay

Fig. 3.24 illustrates the handoff procedure when an IEEE 802.11 interface is used. The

handoff delay can be divided into five parts: T1 (the delay of layer 2 handoff for an MS

switching from one AP to another), T2 (the delay of layer 3 handoff for an MS getting a

new IP in a new subnet), T3 (the delay of SIP mobility), T4 (the delay from the SIP-MNG

activating the SIP mobility procedure to the media session being resumed), and T5 (the

re-registration latency for the SIP-MNG to update MSs’ contact information).

T1 and T2 are not the focus in our experiments because handoff rarely happens for

cellular interfaces. In addition, lots of previous work [38, 6] have already provided empir-

ical results of WLAN layer 2 and layer 3 handoff latencies. Therefore, we only evaluate

T3, T4, and T5 for cellular and 802.11 interfaces. Table 3.6 shows the values of T3, T4,

and T5 for different interfaces. For cellular interfaces, T4 consumes 967.37 ms in aver-

age, which is somewhat long. Fortunately, for cellular interfaces, handoff seldom happens

because an operator’s network normally covers quite a large area. For cellular interfaces,

T5 is 267.69 ms in average. This is why we do re-invitation before re-registration when
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Table 3.7: Latencies of the push mechanism.

external interface

PHS WCDMA 802.11b

Item (PHS J88) (Huawei E612) (Centrino)

call setup time

(with push mechanism) 23.03 sec 18.77 sec 23.11 sec

short message

transmission time 5.31 sec 5.31 sec 5.31 sec

wireless interface

reconnection time 13.05 sec 8.47 sec 14.05 sec

a handoff occurs, or the SIP mobility latency will be further increased by 270 ms. For

802.11 interfaces, T3 and T4 are 268.26 ms and 279.54 ms, respectively, in average. This

is much shorter than the cellular interface case. The re-registration delay T5 for such

interfaces is only 42.34 ms in average.

Performance of the Push Mechanism

By the proposed push mechanism, our system allows the external interfaces of the SIP-

MNG to be disconnected when there is no Internet connection. In this part, we evaluate

the call setup latency when the SIP-MNG is disconnected from the Internet with our push

mechanism. Table 3.7 shows our testing results with different interfaces. If the interface

is a PHS J88 phone (in the countryside areas), with our push mechanism, it costs 23.03

seconds in average for MH2 to receive the ringing tone from the IP phone. This latency

consists of two major components: short message transmission time and wireless interface

reconnection time (switch from the standby mode to the active mode). We found that

the short message transmission time is 5.31 seconds in average and the wireless interface

reconnection time takes 13.05 seconds in average. Replacing the PHS interface with a

Huawei E612 WCDMA PCMCIA card, it shows that the call setup time can be reduced

to 18.77 seconds in the disconnected case. To further divide the cost, Table 3.7 shows

that the short message transmission time is also 5.31 seconds and the wireless interface

reconnection time is 8.47 seconds in average. If the wireless interface is an IEEE 802.11

interface, with our push mechanism, it shows that the average call setup time is 23.11

seconds, within which the wireless interface reconnection time requires 14.05 seconds in

average. The call setup time in the 802.11 case is longer than the cellular interfaces because

reconnecting an 802.11 interface involves scanning for wireless networks and attaching to

one of them, but the cellular interfaces are already in the standby mode. However, no

matter which type of interfaces is used, the call setup time is not short. This is why we
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design our push server to temporarily answer an incoming call to keep the session alive,

or the caller may hang up the call before the call is established.

Comparison of Signaling Cost

Next, we compare the signaling cost of our proposed approach and the MIPv6-NEMO

scheme with routing optimization. We consider two cases. One is the offline case, where

SIP-MNG is disconnected from the Internet; the other is the online case, where SIP-MNG

is connected to the Internet. In the offline case, for SIP-MNG, there is no SIP signaling

cost when it moves from one network domain to another. The external push server

would be SIP-MNG’s representative, which answers and transfers incoming sessions for

the mobile network. On the other hand, since the MIPv6-NEMO scheme does not support

the disconnected feature, the MR still has to track network signaling and update with its

HA when handoff. Suppose that the HA binding update cost is costHABU . In the online

case, the SIP signaling cost of SIP-MNG when handoff will be N × costSIP -reregistration +

S × costSIP -reINV ITE, where N is the number of MSs in the mobile network, S is the

number of sessions between the mobile network and the Internet. On the other hand,

the MIPv6-NEMO scheme with routing optimization will require a cost of costHABU +

M × costBU when handoff, here we assume that the routing optimization approach based

on binding update for network prefixes is used, and M is the number of CNs that are

communicating with the mobile network. To summarize, in the online case, the SIP has

its disadvantage in terms of signaling cost as compared to the MIPv6-NEMO scheme with

routing optimization. However, in the offline case, our approach incurs lower cost than the

MIPv6-NEMO scheme, which may compensate some of the signaling cost in the on-line

case.

3.4.2 Effectiveness of the Proposed Cross-Layer Resource Management

Scheme

To verify the correctness and applicability of the proposed algorithm, an event-driven

C++ simulator is developed. Unless otherwise stated, the following assumptions are made

in our simulation. (1) The same call arrival model, call holding time, and call residence

time as specified in Section 4 are used in the simulation. (2) Parameters of IEEE 802.11b

and 802.11e are used. (3) We set TXOP limit to zero for four ACs, which means that a

QSTA can only transmit one packet in each successful contention. (4) The communication

channel is assumed to be error-free. (5) No RTS/CTS is used. (6) The BI=500 ms. (7)

For AC VO traffics, we set CWmin to 7, CWmax to 15, and AIFSN[AC VO] to 2. For

AC BE traffics, we set CWmin=31, CWmax=1023, and AIFSN[AC BE]=3. (8) Since
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Figure 3.25: Comparison of simulation and analytical results on blocking rate and drop-

ping rate (λh = 0.8, λn = 1.2).

QAP is more likely to be the performance bottleneck, we give it a higher priority by

setting its TXOP[AC VO] to N packets where N is the expected number of voice QSTAs

in the QAP. (9) In QSTAs, each AC has a queue of size 50. (10) A voice packet will

be dropped when it is buffered in a queue for more than 100 ms. (11) A packet can be

re-transmitted at most 3 times. (12) G.726 with 32 kbps is used as the voice source.

The offered network load is defined as ρ = (λn + λh)/(µr + µh). To reach steady states,

each simulation case is run with one million arrivals. The performance metrics are new

call blocking rate, handoff call dropping rate, channel utilization, and the average voice

packet dropping rate, Pd, where the channel utilization is defined as
1−Bfree

Btotal
× 100%, not

the same as the channel utilization in [72]. The quality of a voice call is considered to be

acceptable if its Pd < 2%; otherwise, it is considered unacceptable.

Validation of Analytical Results

In this experiment, we assume that 40% of arrival calls are handoff calls. The channel

occupancy time is 2 second. Pr is set to 0.8 when Bdeg ≤ (Btotal − Bth). Fig. 3.25

shows the blocking rate and dropping rate of both analytical and simulation results. The

maximal difference of blocking rate between simulation and analytical results is about

0.44%, which appears when ρ = 20. It can be seen that analytical results match well

with simulation results. So, both our analytical and simulation results are correct and

believable.

60



 0

 20

 40

 60

 80

 100

32282420161284

C
ha

nn
el

 U
til

iz
at

io
n 

(%
)

ρ
(a)

CAC+RA
CAC-only (PI=10)
CAC only (PI=20)
CAC only (PI=40)

no-CAC-no-RA (PI=20)
 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

322824201612840

M
ed

iu
m

 ti
m

e 
pe

r 
se

ss
io

n 
(s

ec
)

ρ
(b)

CAC+RA
CAC-only (PI=5)

CAC-only (PI=10)
CAC only (PI=20)
CAC only (PI=40)

no-CAC-no-RA (PI=20)

Figure 3.26: Comparisons of different schemes on: (a) channel utilization and (b) goodput.

Influence of CAC and RA

In this experiment, we want to evaluate the impact of CAC and RA. Pr is set to 0.8

when Bdeg ≤(Btotal−Bth). We compare our scheme against the CAC-only and “no-CAC-

no-RA” cases. For the CAC-only case, the PIs of calls are fixed. Fig. 3.26(a) shows

the channel utilization under different offered loads. Clearly, our scheme has very good

utilization because calls can always be upgraded when there are extra resources. The

no-CAC-no-RA (PI=20) case outperforms the CAC-only (PI=20) case because it accepts

every incoming request in all network situations. Fig. 3.26(b) shows the medium time

per session receives (which is approximated by the total used medium time divided by

the total number of ongoing calls). With call admission control, the medium time of

our scheme is better than that of the no-CAC-no-RA case. Even when the work load is

high, our scheme can still guarantee the minimum bandwidth requirement of all calls. As

ρ ≥ 32, the minimum time of the no-CAC-no-RA case will drop to an unacceptable level.

This shows that our scheme can well utilize network resources while guarantee the quality

of calls.

Fig. 3.27 shows the average voice packet dropping rate, Pd, against different ρ for both

CAC+RA and no-CAC-no-RA cases. Without CAC, the no-CAC-no-RA curve rapidly

exceeds the 2% threshold, which means an unacceptable voice quality. With CAC, our

algorithm has a very small Pd because the resource usage is well under control. This

result shows that CAC is definitely necessary, or the quality of real-time services will

easily become unacceptable.

Fig. 3.28 shows the new call blocking rate and handoff call dropping rate versus

different offered loads. The rates of the no-CAC-no-RA case are all zero because every

incoming request is accepted. From Fig. 3.28(a), we see that our scheme is only slightly

worse than the CAC-only (PI=40) case after ρ ≥ 12 because of our call acceptance policy.

However, the benefit is our lower handoff call dropping rate, as shown in Fig. 3.28(b).
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Figure 3.27: Comparison of different schemes on their average voice packet dropping rates

(Pd).
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Figure 3.28: Comparisons of: (a) call blocking rate and (b) call dropping rate.

Influence of Pr

The value of Pr reflects the possibility that a QAP permits new calls to start. Clearly, a

larger Pr will benefit new calls but hurt handoff calls. Fig. 3.29 shows the impact of Pr

on call blocking and dropping probabilities. From these curves, a suggested value of Pr

could range from 0.2 to 0.6.

Influence of Traffic Characteristic

Next, we evaluate the influence of traffic characteristic. We change the percentage of

handoff calls while keep the offered load unchanged. Fig. 3.30 shows this impact on call

blocking and call dropping rates. We can see that our scheme is quite insensitive to this
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Figure 3.29: The impact of Pr on: (a) call blocking rate and (b) call dropping rate.
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Figure 3.30: The impact of the percentage of handoff calls on: (a) call blocking rate and

(b) call dropping rate.

change, unless the offered load is very high. This concludes that our scheme can provide

good QoS to handoff calls.

Influence of Additional BE Flows

The above experiments all assume that VoIP is the only traffic in the network. In this ex-

periment, we add some additional static QSTAs, each generating best-effort data (AC BE)

with a rate of 480kbps to compete with VoIP traffics. As we can see in Fig. 3.31, if

AIFSN[AC BE] is too small (such as 3), the AC BE traffics will significantly affect the

performance of VoIP traffics. When the voice load is high (such as ρ = 32), the value of Pd

is much too high. Even in the light load case (ρ = 4), we see Pd > 2% when there are more

than 20 BE streams. The effect can be reduced by enlarging the value of AIFSN[AC BE].

As shown in Fig. 3.31, with a slightly larger AIFSN for AC BE, the dropping rates for

voice packets are significantly reduced. When ρ = 32 and AIFSN[AC BE]=15, Pd = 0.50%

and 0.53% for BE QSTA=2 and 8, respectively, which are improved by 89.46% and 97%,

respectively, as opposed to AIFSN[AC BE]=3. This also implies that AIFSN can effec-
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Figure 3.31: Impact of interference from AC BE traffics with various AIFSNs for AC BE

traffics.

tively help differentiate the priorities of voice and best-effort packets.
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Chapter 4

Power Saving Class Management for Single

MS in Mobile Broadband Networks

IEEE 802.16/WiMAX [25] has been considered as a promising approach for supporting

broadband wireless access. The IEEE 802.16e standard [26] defines the mobility support

for mobile stations (MSs). Similar to most wireless systems, conserving energy is a critical

issue for MSs. In IEEE 802.16e, three types of Power Saving Classes (PSCs) are defined

to meet different traffic characteristics. Each PSC consists of a sequence of interleaved

listening and sleep windows, and can support one or multiple traffic flows in an MS with

similar characteristics. An MS can turn off its radio interface when all its PSCs are in

their sleep windows, but has to wake up when any PSC is in a listening window. However,

from MSs’ point of view, the standard does not define how multiple flows should be put

into one PSC and how multiple PSCs of an MS should cooperate with each other for better

energy efficiency. At the same time, it needs to answer how to determine the parameters

of each PSC, such as start frame, listening window size, and sleep window size, and how

to guarantee QoS of traffic flows when multiple PSCs coexist. There have been some

works focusing on the PSC management problem over IEEE 802.16e wireless networks.

For single MS case, [61, 64] propose to apply one single PSC to serve all connections.

However, these schemes only consider the strictest delay bound of connections. This

could incur waste of bandwidth and extra listening windows. In this chapter, focusing on

single MS (a BS-MS pair), we propose to assign PSCs to connections according to their

QoS characteristics. Then, simulation results of our proposed schemes are shown in the

end of the chapter.
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4.1 Motivation and Problem Definition

We first motivate our work and then present our problem definition. For PSCs of type

II, previous works [61, 64] try to form one single PSC to serve all connections in an

MS. While this is simpler, there are several drawbacks. First, the strictest delay bound

among all connections must be followed to avoid missing any deadline. Second, in each

listening window, the BS needs to reserve the maximum bandwidth to accommodate the

maximum possible load. This leads to waste of bandwidth and extra awake frames. If

each connection has its own PSC according to its packet inter-arrival time and delay

bound, the MS only needs to stay awake at proper times, thus incurring less resource

waste. Fig. 4.1 shows an example with two connections C1 and C2, which have packet

inter-arrival time of PI1 = 3F and PI2 = 6F , delay bounds of D1 = 6F and D2 = 18F ,

and expected packet sizes of S1 = 2
5
B and S2 = 2

5
B, respectively, where F is the frame

duration and B is the maximum available resource per frame for the MS. As Fig. 4.1(a)

shows, if the periodic on-off scheme (PS) [61] is applied, there is only one PSC of type

II, which has a sleeping cycle of 6 frames (i.e., the strictest delay bound 6F by C1) and

a listening window is 2 frames per cycle (i.e., the traffic demand of C1 and C2 per 6F ,⌈
6F
3F

⌉
S1 +

⌈
6F
6F

⌉
S2 = 6

5
B, after taking the ceiling function). As Fig. 4.1(b) shows, by using

two PSCs, we can construct a PSC P1 of period T1 = 6 frames for C1 and a PSC P2

of period T2 = 18 frames for C2. P1 and P2 need 1 and 2 frames of listening windows

per cycle, respectively (note that two PSCs can share some active frames as long as their

traffics can be consumed). Compared to Fig. 4.1(a), which needs 2 listening frames per 6

frames, Fig. 4.1(b) needs 4 listening frames per 18 frames, thus reducing the energy cost

by 33.3%.

We consider the problem of sleep scheduling for single MS as follows. We are given n

real-time connections Ci, i = 1..n between an MS and a BS. Each connection Ci has an

expected packet inter-arrival time PIi (ms), a delay bound for packets Di (ms), and an

expected packet size Si (bits). Assuming that the BS can allocate to the MS at most B

(bits) per frame, the goal is to assign PSCs to connections, where each PSC Pi is with

sleeping cycle Ti (frames), listening window TL
i (frames), sleep window T S

i (frame), and

starting frame of the first listening window T f
i , such that the ratio of active frames for

the MS is minimized and the QoS of each connection can be guaranteed.
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Figure 4.1: Sleep scheduling for two connections C1 and C2 using (a) one PSC and (b)

two PSCs.

4.2 Fold-and-Demultiplex (FD) Method with QoS-Guaranteed

Packet Scheduler

We consider an MS with M real-time uplink connections, N real-time downlink connec-

tions, and U non-real-time connections, where each real-time connection has a minimum

reserved traffic rate Ci.MRTR (bits/sec). The method consists of four steps. First, only

real-time connections are considered and one tentative PSC of type II per connection is

created. Each of such PSCs has a wake-up period that is an integer multiple of that with

the shortest period. Second, we fold all these PSCs into one so as to calculate the overall

bandwidth requirement. Third, we demultiplex the above result into multiple real PSCs.

The last step will include non-real-time connections.

4.2.1 Creating Tentative PSCs

In this step, only real-time connections are considered. It will compute one tentative

PSC for each connection and send the result to the BS via a MOB SLP-REQ message.

It includes three steps: 1) For each Ci, i = 1..M + N , create a tentative PSC of type

II according to its QoS parameters. 2) To increase the overlapping of listening windows,

adjust these PSCs such that their wake-up periods are integer multiples of the smallest

one. 3) Adjust these connections’ QoS parameters to adapt to their sleep behaviors.

1. For each Ci, i = 1..M + N , we define a tentative PSC P II
i as follows:
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Figure 4.2: A mismatch example between the packet arrival time of a flow and its wake-up

period.

P II
i .TL =

{
2, if Ci is of type uplink RT-VR

1, otherwise
, (4.1)

P II
i .Ti =

⌊
Ci.Di

2× F

⌋
. (4.2)

Here F is the length of a frame. For an uplink RT-VR connection, since it requires

an additional frame to send its bandwidth request to the BS, its listening window

should be two frames. For other types, we assume that one frame is sufficient (later

on, we will relax this). We regard Ti as the wake-up period of a PSC. Eq. (4.2)

ensures that Ci’s wake-up period is no more than 1
2

of its maximum delay Ci.Di.

Such setting guarantees bounded delay for each packet of Ci (to be explained later).

2. We further adjust these PSCs to increase their overlapping. Let pmin = min
{
P II

i .Ti|
i = 1..M + N}, i.e., the smallest wake-up period. We adjust each Ci’s wake-up

period as follows:

P II
i .Ti =

⌊
P II

i .Ti

pmin

⌋
× pmin. (4.3)

This makes Ci’s wake-up period an integer multiple of pmin. For example, if there

are three PSCs with P II
1 .TL = 1, P II

1 .Ti = 4, P II
2 .TL = 1, P II

2 .Ti = 5, P II
3 .TL = 1,

and P II
3 .Ti = 9, then pmin = 4. After adjustment, P II

2 .Ti = 4 and P II
3 .Ti = 8. Before

the adjustment, there are 84 listening frames per 180 frames. After the adjustment,

there is 1 listening frame per 4 frames.

3. Because of the MS’s sleeping behavior, a flow may need to deliver more traffic during

a listening window. So changing its QoS parameters may be needed. Consider the

connection in Fig. 4.2, where the packet inter-arrival time is 4 frames but its wake-

up period is 6 frames. A listening window needs to serve one or two packets each
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time. We need to reserve sufficient bandwidth in each listening window to serve the

demand (in this example, it is the size of two packets). Therefore, we suggest to

change the MRTR of each Ci as follows:

Ci.MRTR = [(max. no. of arrivals per wake-up period)× (expected size per arrival)]

×(no. of wake-up periods per second)

=

[⌈
P II

i .Ti × F

Ci.P Ii

⌉
×

(
Ci.MRTR× Ci.P Ii

1000

)]
×

(
1000

P II
i .Ti × F

)

=

⌈
P II

i .Ti × F

Ci.P Ii

⌉
× Ci.MRTR× Ci.P Ii

P II
i .Ti × F

. (4.4)

Since P II
i .TS has changed, Ci’s grant interval/polling interval should be changed to

P II
i .Ti × F . These changes can be updated by DSC-REQ messages. The effect is a

slight increase of bandwidth demand with reduction the buffering delay. In Fig. 4.2,

we will allocate space to deliver
⌈

6
4

⌉
= 2 packets per listening window, so that the

new MRTR = 2 × Ci.MRTR×20
6F

= 4
3
× Ci.MRTR and the new grant interval/polling

interval is 6F.

4.2.2 Folding PSCs into a State Series

Next, we will fold the above PSCs into an infinite periodical series of real numbers standing

for bandwidth requirements. Then depending on the available bandwidth per frame, the

real series is converted into a binary series, standing for the active or sleeping state of

each frame. Note that the series does not meet the definition of PSC. Later on, we will

demultiplex it into actual PSCs. For ease of presentation, we define Ti as Ci’s wake-up

period and plcm = lcm {Ti | i = 1..M + N } (the least common multiplier of Tis).

We first define a series for each Ci. For Ci of type UGS/ERT-VR, due to its sleeping

behavior, the amount of data bi that it has to transmit during a listening window is

bi = Ci.MRTR× P II
i .Ti × F. (4.5)

Assuming frame 0 to be a listening window, Ci’s bandwidth requirement in each frame

can be represented by a periodical series Si(t), t = 0..∞, where k ∈ N :

Si (k × Ti + t) =

{
bi, t = 0

0, otherwise
.

For Ci of type RT-VR, in each listening window, it requires a fixed bandwidth ∆b (to

submit its request) in the first frame and, if needed, a bandwidth of bi in the second

frame. So, its bandwidth requirement can be represented by
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Si (k × Ti + t) =





∆b, t = 0

bi, t = 1

0, otherwise

.

Putting all these together, the bandwidth requirement of the MS in each frame can

be written as a series:

Ŝ (t) =
∑
t≥0

Si (t) .

Note that the above discussion does not distinguish uplink from downlink communications.

In fact, Ŝ(t) should be separated into two series, one for uplink and one for downlink. With

this understanding, we will still use Ŝ(t) for simplicity. Since each Si(t), i = 1..M + N ,

has a period of Ti, it also has a period of plcm. It follows that the summation of them also

has a period of plcm.

Lemma 4.2.1. Ŝ (t) is a periodical series with period plcm.

Next, we convert the real series Ŝ(t) to a binary state series S̃(t), where 1 and 0 mean

active and sleeping states, respectively:

S̃ (t) =

{
1, if a (t) > 0

0, otherwise
, (4.6)

where a (t) = min
{∑t

k=0 Ŝ (k)−∑t−1
k=0 a (k) , B

}
is the bandwidth to be allocated to the

MS in the t-th frame and B is the maximum bandwidth that can be allocated to the

MS in a frame (this is decided by the BS). Intuitively,
∑t

k=0 Ŝ (k) is the total bandwidth

required up to the t-th frame and
∑t−1

k=0 a (k) is the actual bandwidth consumed by the

MS up to the (t−1)-th frame. So the first term in min() is the actual bandwidth required

in the t-th frame; however, the actual allocation should be bounded by B. If a(t) > 0, the

MS should be active in the t-th frame, enforcing S̃(t) = 1; otherwise, it can go to sleep,

making S̃(t) = 0.

Figure 4.3 is an example. Fig. 4.3(a) shows the total bandwidth requirement per frame

from three connections (i.e., Ŝ(t)). Fig. 4.3(b) shows the actual resource allocation in each

frame (i.e., a(t)). Fig. 4.3(c) is the state series S̃(t) of the MS.

Lemma 4.2.2. S̃ (t) is a periodical binary series with period plcm.
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(a) Resource requirement series Ŝ(t).

B
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lcm

(c) State series S̃(t).

Figure 4.3: Example of the state series construction.

Proof. S̃(t) is a binary series which alternates between continuous 1s and continuous 0s

infinitely. Consider each group of continuous 1s in S̃(t); let it start from position tst and

end at position tend. Let us define C as the set of connections, each of which has a non-zero

bandwidth requirement during the interval [tst : tend], i.e., C =
{

Ci

∣∣∣ ∑tend

j=tst
Si(j) > 0

}
.

Intuitively, each connection in C contributes to the wake-up behavior (continuous 1s)

during the interval [tst : tend]. Since each Si(j) corresponding to Ci ∈ Sc is periodical,

the same bandwidth requirements from C occurring during the interval [tst : tend] must

occur again in interval [tst + i× plcm : tend + i× plcm], where i ∈ Z. Therefore, S̃(t) must

contain all 1s in interval [tst + i× plcm, tend + i× plcm] for each i ∈ Z. It follows that the

theorem is true.

4.2.3 Demultiplexing the State Series into PSCs

Although S̃(t) is periodical (Lemma 4.2.2), if we look at any subsequence of length plcm in

S̃(t), it may contain multiple groups of continuous 1s interleaved by 0s and thus does not

fit into the definition of PSC. Below, we show how to demultiplex S̃(t) into multiple state

series, each meeting the definition of PSC. By Lemma 4.2.2, a straightforward approach

is to pick the first plcm bits of S̃(t) and let each group of continuous 1s be a PSC (this

is in fact how the proof of Lemma 4.2.2 works). However, this may generate too many

PSCs. Still, using the first plcm bits of S̃(t), we propose a scheme based on folding S̃(t)

to put duplicate continuous 1s together. This may result in less PSCs.

1. Denote the first plcm bits of S̃(t) by S̃[0 : plcm− 1]. Our goal is to construct a set C

of PSCs. Initially, let C = ∅.

2. For i = 1 to plcm

pmin
do

(a) If plcm is not divisible by i × pmin, skip this i and go back to step 2. Other-

wise, cut S̃ [0 : plcm − 1] into plcm

i×pmin
segments, each of length i× pmin and then
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fold them together by the bitwise-AND operator into a (i × pmin)-bit string

T [0 : i× pmin − 1], i.e.,

T [j] = S̃(j) ∧ S̃ (j + i× pmin) ∧ S̃ (j + 2i× pmin) ∧ · · · ,

for j = 0..i× pmin − 1.

(b) Scan string T [0 : i× pmin − 1] from left to right and consider each group of 1s

in the string. Suppose that there is a group of 1s starting from the x-th bit to

the y-th bit. Let T ′ [0 : i× pmin − 1] be a binary string which has all 1s from

the x-th bit to the y-th bit and all 0s in the other places. We try to form a

PSC from T ′ [0 : i× pmin − 1] as follows.

i. Check if T ′ [0 : i× pmin − 1] is redundant by calling the procedure

Check Redundancy(C, T ′ [0 : i× pmin − 1]).

ii. If the response is negative (i.e., not redundant), then add the string

T ′ [0 : i× pmin − 1] to C.

3. For each string str in C, we generate a PSC of type II. Let str have 1s from the

x-th bit to the y-th bit. The PSC can be defined by setting TL = y − x + 1 and

TS = |str|−TL, where TL and TS are the sizes of listening window and sleep window,

respectively.

Procedure Check Redundancy() is shown below. The binary string Tested Str, which

stands for a potential PSC, is redundant if each of its 1s already appears in a PSC in C.

The PSCs in C are converted to a string W [0 : plcm − 1] by “bitwise-OR” the strings of

all PSCs. Similarly, string Tested Str is converted to a string W ′ [0 : plcm − 1]. Then we

compare W [ ] and W ′ [ ] to see if Tested Str is redundant.

Procedure Check Redundancy(C, Tested Str):

1. Let W [0 : plcm − 1] and W ′ [0 : plcm − 1] be two binary arrays. For j = 0 to plcm−1,

we define

lClW [j] = ∨Str∈CStr[j mod |Str|]

W ′[j] =

{
1, if Tested Str [j mod |Tested Str|] = 1

0, otherwise
.

2. If W ′[j] = 1 implies W [j] = 1 for all j = 0..plcm − 1, then a “positive” response is

returned; otherwise, a “negative” response is returned.
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plcm = lcm

(a)

i=1: T[0:2] = 100

T'[0:2]=100

Iteration

W=000000000000000000
W'=100100100100100100

C={100}

added to

C

i=2: T[0:5] = 100100

T'[0:5]=100000

T'[0:5]=000100

W=100100100100100100
W'=100000100000100000

C={100}

W=100100100100100100
W'=000100000100000100

C={100}

i=3: T[0:8] = 111110100

T'[0:8]=111110000

W=100100100100100100
W'=111110000111110000

C={100,  111110000}

added to

C

T'[0:8]=000000100

W=111110100111110100
W'=000000100000000100

C={100,  111110000}

i=4: T[0:17] = 111110100111110100

T'[0:17]=111110000000000000

T'[0:17]=000000100000000000

T'[0:17]=000000000111110000

T'[0:17]=000000000000000100

W=111110100111110100
W'=111110000000000000

C={100,  111110000}

W=111110100111110100
W'=000000100000000000

C={100,  111110000}

W=111110100111110100
W'=000000000111110000

C={100,  111110000}

W=111110100111110100
W'=000000000000000100

C={100,  111110000}

(b)

P1

II

P2

II

C

(c)

Figure 4.4: Example of the PSC demultiplexing procedure.

The new definitions of PSCs can be notified to the MS by MOB SLP-REQs. For

example, Fig. 4.4(a) shows a state series S̃(t) with plcm = 18 and pmin = 3. In Fig. 4.4(b),

S̃(t) is cut into segments, each of 3 bits. By “bitwise-AND” these segments, we get a

string T [0 : 2] = 100. So, we add a PSC of type II with TL = 1 and TS = 2 to C. In the

next iteration, S̃(t) is cut into segments, each of 6 bits. By “bitwise-AND” these segments,
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we have T [0 : 5] = 100100. Then we retrieve two T ′ strings, 100000 and 000100, and call

Check Redundancy() twice. Both strings are redundant because their active patterns have

already been covered by string 100. Next, S̃(t) is cut into segments, each of 9 bits. A

binary string T [0 : 8] = 111110100 is obtained, from which two T ′ strings, 111110000 and

000000100, can be retrieved. The former is not redundant but the latter is, so one more

PSC of type II with TL = 5 and TS = 4 is added to C. In the last iteration, the string

S̃ [0 : plcm − 1] does not add any new PSC. The two final PSCs are shown in Fig. 4.4(c).

4.2.4 Including a PSC of Type I for Non-real-time Connections

For non-real-time connections, we will define only one PSC of type I, P I , for all of

them. Whenever P I enters a listening window, the BS will send the MS a broadcast-

ing MOB TRF-IND message containing a bitmap to indicate whether there are packets

buffered at the BS. If there are packets for the MS, P I will be deactivated until all pack-

ets are transmitted. Then P I will be re-activated from the initial sleep window. In this

work, we do not concern non-real-time connections’ QoS and such traffics have the lowest

priority.

Recall that we already construct a set C of PSCs of type II with a basic wake-up period

of pmin frames. Assuming that P I is more likely to enter the maximum sleep window of

TS max (considering that these are non-real-time traffics), we will try to schedule the re-

activation time of P I such that the periodical (maximum) listening windows of P I will

align with the listening windows controlled by pmin. More specifically, we will tune the

parameters of P I such that P I .TS max + P I .TL is an integer multiple of pmin.

The problem is formulated as follows. We are given the initial values of TL, TS init,

and TS max. We assume that TS max ≥ pmin (it is unlikely that TS max < pmin considering

that these are non-real-time traffics). Without loss of generality, assume that the PSCs in

C have common active frames appearing at integer multiples of pmin and at frame t the

MS intends to reactivate its P I . Our goal is to find a waiting interval ∆t and modified

parameters T ′
S init, T ′

S max, and T ′
L such that P I will actually enter its sleep window at

frame (t+∆t) and when P I ’s sleep window size reaches T ′
S max, its listening windows will

appear at frame numbers that are integer multiples of pmin. To achieve this goal, we first

set

T ′
S init = TS init (4.7)

T ′
L = 1 (4.8)

T ′
S max =

⌊
TS max

pmin

⌋
× pmin − T ′

L. (4.9)
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Figure 4.5: Inserting a waiting interval ∆t such that after P I reaching T ′
S max, the listening

windows of P I will align with the listening windows of PSCs in C.

So T ′
S max + T ′

L is divisible by pmin. Now, if there is no packet arrival, P I will enter its

first sleep window at frame (t + ∆t), sleep for T ′
S init frames, wake up for 1 frame, sleep

for 2× T ′
S init frames, wake up for 1 frame, sleep for 4× T ′

S init frames, · · · , until reaching

the maximum sleep window size of T ′
S max. If so, the first listening window after the first

maximum sleep window will appear at frame number

tflw = t + P I .T ′
S init + 1 + 2× P I .T ′

S init + 1 + · · ·+ P I .T ′
S max + 1. (4.10)

So ∆t can be set to the smallest number such that tflw + ∆t is divisible by pmin. The

above concept is illustrated in Fig. 4.5.

An alternative is to not always start with T ′
S init, but instead start with a larger

2j × T ′
S init for some j. We can easily rewrite Eq.(4.10) to identify a new ∆t′ with the

same alignment property.

4.2.5 QoS-Guaranteed Packet Scheduler for FD Method

The above fold-and-demultiplex method can form a set C of PSCs that reserve sufficient

bandwidths for connections while achieve energy efficiency. However, when packets from

multiple connections arrive at the same time, it is still unclear how to schedule their

transmissions to ensure their delay constraints. In this section, we propose a packet

scheduler that can guarantee bounded delays for packets under the fold-and-demultipex

method.

Recall that our method will create two tentative series Ŝ(t) and S̃(t) to represent the

MS’s bandwidth requirement and listening windows. We will prove our result through

these two series. Consider the Ŝ(t) in Fig. 4.6. Suppose a packet Datai of connection

Ci arriving at frame ta. To analyze the delay that Datai may experience, consider Ci’s

bandwidth requirement series Si(t). Let tb be the first frame after ta such that Si(tb) 6= 0.

Conceptually, an amount of Si(tb) bandwidth will be allocated to Ci at frame tb to deliver

Datai (refer to Fig. 4.6). However, it is clear from our method that the aggregated

bandwidth requirement Ŝ(tb) may exceed the capacity B, so it may take several frames
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Figure 4.6: Illustration of packet delay analysis.

to serve Si(tb). Let ∆t be the number of frames that the request Si(tb) is served. Then

the total delay experienced by Datai is ((tb − ta) + ∆t) frames. The first part (tb − ta)

can be bounded, while the second part (∆t) actually depends on the scheduler. Below,

we will propose a scheduler that ensures ((tb − ta) + ∆t)F ≤ Ci.Dmax.

The proposed scheduler schedules data for transmission following an earliest-next-

bandwidth-first policy. For any Datai of Ci arriving at frame ta, let tb be the first frame

after ta such that Si(tb) > 0. We assign a priority pty(Datai) = tb + Ti to Datai. Note

that tb + Ti is the next frame such that Si(tb + Ti) > 0. Here a lower number means

a higher priority. Then the scheduler simply schedules data for transmission in each

active frame according to their priorities. Such a scheduling guarantees that Datai can

be completely delivered before frame tb + Ti. Combining the following theorem and the

fact that Ci.Dmax ≥ 2Ti × F (refer to Eq. (4.2)), our scheme ensures each packet’s delay

bound.

Theorem 4.2.3. Under the fold-and-demultiplex method, the earliest-next-bandwidth-first

policy guarantees that if data all arrives as planned, then each packet’s delay is bounded

by 2Ti frames, where Ti is the wake-up period of the corresponding PSC P II
i .

Proof. We use the scenario in Fig. 4.6 to develop our proof. Since tb is the first frame

after ta such that Si(tb) > 0, it is clear that tb − ta ≤ Ti. So we only need to prove

that ∆t ≤ Ti. We develop an “imaginary” scheduling that guarantees ∆t ≤ Ti and then

show that our policy can not do worse than it, so our policy also ensures ∆t ≤ Ti. The

imaginary scheduler assumes that data is infinitely divisible, so all data of Ci associated

to Si(tb) can be evenly served by frames tb, tb +1, · · · , tb +Ti−1. For example, Fig. 4.7(a)

shows how it works to serve each Ci’s data by enforcing each frame to share the same

amount of data Si(tb)
Ti

for Ci. Clearly, such a scheduling is feasible because the total load

in each frame cannot exceed B (otherwise, the BS will be overloaded) and the delay of

Datai is exactly Ti frames.
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Figure 4.7: Proof of Theorem 4.2.3. (a) the imaginary scheduling and (b) two changes to

the imaginary scheduling by our earliest-next-bandwidth-first scheduling.

Now, with our earliest-next-bandwidth-first policy, there are two possible changes: (i)

data may be moved to the free space of an earlier frame and (ii) data with a higher

priority may squeeze into the space of data with a lower priority. The former has no

impact on delay bound. The latter has impact on those with lower priorities. However, if

the space of lower-priority data is exchanged with the space of higher-priority data, the

former can still make the requested delay bound because the latter is already bounded

by a tighter delay bound (this is what “earliest-next-bandwidth” means). Fig. 4.7(b)

illustrates the ideas. The arrows on the left-hand side are the movement directions of

data toward earlier free space (item (i)). Arrows on the right-hand side are the data

exchanges due to their priorities (item (ii)). In this example, high-priority Datak at

frame tb + 1 with pty(Datak) = tb + Tk is exchanged with low-priority Datai at frame tb

with pty(Datai) = tb + Ti. Datai can still make its deadline because the space of Datak

already meets a deadline, which is earlier than Datai’s. It follows that ∆t ≤ Ti for all

Cis.
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Figure 4.8: Output parameters Ti, TL
i , T f

i , and Ri,j after the sleep scheduling of Ci and

the system parameters πk, k = 1.. Tn

Tbasic
, maintained by the central BS.

4.3 Per-Flow Sleep Scheduling (PSS) Method

In the following, we present our Per-Flow Sleep Scheduling (PSS) algorithm. Our goal

is to determine the following parameters for each Ci, i = 1..n: (1) the cycle length Ti,

(2) the listening window TL
i in each cycle, (3) the starting frame T f

i of the first cycle,

and (4) the amount of resource Ri,j to be allocated to the j-th active frame of each cycle,

j = 1..TL
i . The calculation should be done at the BS side. Our scheme will maintain a

property that the cycle length Ti of each Ci is an integer multiple of the previous Ti−1.

Therefore, we will sometimes call T1 the basic cycle Tbasic. The goal is to increase the

overlapping of these listening windows so as to reduce the MS’s duty cycle. Assuming

that Tbasic is known, our PSS algorithm involves an iterative process for i = 1..n, where

each iteration has two steps: (i) determine Ti of each Ci and (ii) schedule Ri,j, TL
i , and

T f
i of each Ci. We will discuss how to determine the basic cycle Tbasic later on. Below,

we present some observations, which will serve as guidelines of our design.

Observation 4.3.1. The resource of bandwidth B bits per frame allocated to an MS can

be regarded as an infinite sequence S of a period of one frame. S can be divided into p

sub-sequences Sp
i , each with a period of p frames and a resource of B bits per cycle, where

i = 1..p and p is a positive integer. Alternatively, S can be divided into m sub-sequences

Sp,ki

i , each with a period of p and a resource of ki × B bits per cycle, where i = 1..m,

m < p, ki is a positive integer, and
∑

i=1..m ki = p.

Observation 4.3.2. A sub-sequence Sp
i can be further divided into p′ sub-sequences Sp×p′

i,j ,

each with a period of p × p′ frames and each shifted by a distance of p, where j = 1..p′.

Similarly, a sub-sequence Sp,ki

i can be further divided into p′ sub-sequences Sp×p′,ki

i,j , j =

1..p′, with similar properties except that in each cycle the amount of resource is ki × B

bits.

Observation 4.3.3. The scheduling problem for a connection Ci can be regarded as plac-
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Figure 4.9: Examples of (a) Observation 4.3.1 and (b) Observation 4.3.2.

ing its demand on a sub-sequence with a proper period and resource per cycle. We propose

two strategies toward this goal. The first one, called Delay Bound-based (DB-based) strat-

egy, tries to accumulate a connection’s traffics as much as possible until reaching the delay

bound and serve the connection by a sub-sequence with a period slightly tighter than the

delay bound and a resource sufficient for the accumulated traffics per cycle. In this way,

there are less active frames incurred by the connection. The second one, called Packet

Inter-arrival-based (PI-based) strategy, tries to serve a connection’s traffics immediately

once a packet arrives by a sub-sequence with a period slightly tighter than the packet inter-

arrival time. If each packet size is small, we may overlap multiple connections’ active

frames and serve their traffics by one or few active frames.

Observations 4.3.1 and 4.3.2 indicate some ways to decompose the resource allocated to

an MS. Fig. 4.9(a) shows two examples. With p = 3, S is divided into three subsequences

S3
1 , S3

2 , and S3
3 , each with a period of 3 frames. Alternatively, with m = 2, S can

be divided into two subsequences S3,2
1 and S3,1

2 , which have B and 2B bits per cycle,

respectively. Following Observation 4.3.2, Fig. 4.9(b) shows how to decompose S3
1 into

p′ = 2 sub-sequences S3×2
1,1 and S3×2

1,2 , each with a period of 3× 2, and how to decompose

S3,2
1 into S3×2,2

1,1, and S3×2,2
1,2 .
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Our PSS follows these observations to pack the traffics of connections together to

reduce energy consumption. It has two steps and adds Ci one-by-one to the MS such

that the additional active frames for the MS is as few as possible. A data structure πk,

k = 1.. Tn

Tbasic
, is maintained to record the amount of remaining free resource in the k-th

basic cycle. Initially, πk = B × Tbasic.

4.3.1 Determining Ti of each Ci

We propose two approaches for this step. The first one, called PSS-DB (PSS by delay

bound), sorts Cis by their packet delay bounds such that D1 ≤ D2 ≤ · · · ≤ Dn. The

second one, called PSS-PI (PSS by packet inter-arrival time), sorts Cis by their packet

inter-arrival times such that PI1 ≤ PI2 ≤ · · · ≤ PIn. The design philosophy is in

accordance with Observation 4.3.3.

For PSS-DB, we let T1 = Tbasic and set Ti for i = 2..n as follows:

Ti = Ti−1 ×
⌊

Di

Ti−1 × F

⌋
. (4.11)

Eq. (4.11) sets Ti as a positive integer multiple of the previous Ti−1. In fact, our assign-

ment guarantees in a recursive manner that Ti−1 ≤
⌊

Di−1

F

⌋
. The initial T1 would satisfy

this condition (to be shown later on). Since Di−1 ≤ Di,
⌊

Di

Ti−1×F

⌋
in Eq. (4.11) must be

a positive integer. Also, Eq. (4.11) implies that Ti ≤ Ti−1 × Di

Ti−1×F
= Di

F
. Since Ti is an

integer, Ti ≤
⌊

Di

F

⌋
meets the delay bound for Ci.

For PSS-PI, we assume that PIi ≤ Di (this is usually true for most of delay-tolerant

real-time applications). We let T1 = Tbasic and set Ti for i = 2..n as follows:

Ti = max

{
Tbasic, Ti−1 ×

⌊
PIi

Ti−1 × F

⌋}
. (4.12)

Eq. (4.12) also sets Ti as a positive integer multiple of the previous Ti−1. Our assignment

guarantees in a recursive manner that Ti = Tbasic ≤
⌊

min
i=1..n

{Di}
F

⌋
if PIi ≤ min

i=1..n
{Di}

and Ti ≤
⌊

PIi

F

⌋
otherwise. The initial T1 would satisfy the former (to be shown later).

Since PIis are sorted in an ascending order, Eq. (4.12) will force those Cis such that

PIi ≤ min
i=1..n

{Di} to choose their Ti = Tbasic. The rest of the Cis will satisfy the later

condition since Ti ≤ Ti−1 × PIi

Ti−1×F
= PIi

F
. It follows that all Cis will meet their delay

bounds because PIi ≤ Di.

Theorem 4.3.1. In both PSS-DB and PSS-PI, it is guaranteed that each Ti is a positive

integer multiple of T1 = Tbasic, i = 2..n, and each Ci’s cycle meets its delay bound, i.e.,

Ti ≤
⌊

Di

F

⌋
, i = 1..n.

80



4.3.2 Scheduling Ri,j, TL
i , and T f

i of each Ci

This step is the same for PSS-DB and PSS-PI. So we will not distinguish between them.

Recall the data structure πk, k = 1.. Tn

Tbasic
. We will sequentially schedule Ci, i = 1..n,

by updating πk. Specifically, when Ci is under consideration, we will pick one basic

cycle among all Tn

Tbasic
basic cycles as the starting point and examine the subsequent basic

cycles. For each basic cycle being examined, its remaining resource is allocated; this

repeated until we have allocated sufficient resource for Ci. Among all starting points, the

one which causes the least increment on the number of active frames is selected. The

detail procedure for placing Ci’s demand is as follows:

a) Calculate the required resource γi of Ci per Ti by

γi =

⌈
Ti × F

PIi

⌉
× Si. (4.13)

b) Recall that each Tj is an integer multiple of Tj−1, j = 2..n. So after placing C1’s, C2’s,

· · · , and Ci−1’s demands, the sequence πk, k = 1.. Tn

Tbasic
, has a period of Ti−1

Tbasic
. To

place Ci’s demand, we only need to check the first Ti

Tbasic
basic cycles as Ti’s starting

point. Specifically, for k = 1 to Ti

Tbasic
with πk > 0, we compute a cost function f(k)

to represent the extra active frames incurred to the MS if we place Ci’s demand

on the k-th and subsequent basic cycles. Note that since the listening window of

a PSC must be continuous, the resources allocated to Ci must be continuous (i.e.,

we will not leave a frame unallocated if there are frames being allocated before and

after the frame).

c) Let k∗ be the index which induces the smallest cost function f(k) in step b. We will

place Ci’s demand starting from the k∗-th basic cycle. In case that there is a tie,

we will give priority to the one which leaves the least remaining resource in the last

frame where Ci’s demand is placed.

d) Then we set T f
i = k∗× Tbasic + 1 and set TL

i to the number of frames from the first to

the last frame where Ci’s demand is placed. Also, Ri,j is set accordingly. Finally, we

update the remaining free resources in πk, k = 1..n, by subtracting from them the

amounts of resources allocated to Ci (note that since the period is Ti, πk = π
k+`

Ti
Tbasic

,

` = 1..
(

Tn

Ti
− 1

)
).
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Figure 4.10: Example of scheduling Ri,j, TL
i , and T f

i of four connections in the MS.

Example 4.3.1. Fig. 4.10 shows an example of step 2. The MS contains 4 connections

C1, C2, C3, and C4 with sleeping cycles of T1 = Tbasic, T2 = 2Tbasic, T3 = 2Tbasic, and

T4 = 4Tbasic and required resources per cycle of γ1 = 0.5B, γ2 = 1.1B, γ3 = 0.3B, and

γ4 = 2.6B, respectively, where Tbasic = 4 frames. Initially, πk = 4B for k = 1..4. Then,

each Ci is scheduled as follows. For C1, any selection of k∗ is the same for it. So we set

k∗ = 1, R1,1 = 0.5B, T f
1 = 1, and TL

1 = 1. The BS reserves γ1 = 0.5B resource for C1

in every basic cycle as shown Fig. 4.10(a), so π1 = π2 = π3 = π4 = 3.5B. For C2, its k∗

can be 1 or 2. Allocating γ2 in the first or second basic cycle would add one more active

frame to the MS (i.e., f(1) = f(2) = 1) and leave the same remaining resource of 0.4B

in the last frame. So we randomly select k∗ = 2, which gives R2,1 = 0.5B, R2,2 = 0.6B,

T f
2 = 5, and TL

2 =2, as shown in Fig. 4.10(b). Then we update π1 = 3.5B, π2 = 2.4B,

π3 = 3.5B, π4 = 2.4B. For C3, choosing k∗ = 1 or 2 would require no additional active

frame for the MS (i.e., f(1) = f(2) = 0). But setting k∗ = 2 would leave less remaining

resource in the last frame (i.e., 0.1B). So we set k∗ = 2 and update R3,1 = 0.3B,

T f
3 = 6, and TL

3 = 1, as shown in Fig. 4.10(c). Then we update π1 = 3.5B, π2 = 2.1B,

π3 = 3.5B, π4 = 2.1B. For C4, setting k∗ = 2 or 4 would add less active frames (i.e.,

f(2) = f(4) = 2 < f(1) = f(3) = 3). Since k∗ = 2 and 4 will both leave the same

remaining resource in the last frame, we randomly pick k∗ = 2. So we set R4,1 = 0.1B,

82



5ms

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

(2) (3) (4)(1)

(a)

(b)

PSS-DB

PSS-PI

PSS-DB

PSS-PI

17 18 19 20

(5)

1=2B 2=2B 3=2B 4=2B

2 2 22 23 3 3 3 3

1

3=3B 4=3B

1=2.5B 2=2.5B 3=3.5B 4=3.5B

1=3B 2=3B 3=3B 5=3B

2 3 2 32 3 2 3 2 3

5=3B2=B1=B

5=2B

5=3.5B

4=3B

C1

C2

C3

Si

B/2

B/2

B/2

1 1 1 1 1 1 1 1 12 2 2 2 3 3 3 3

1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1

3 33 32 22 2

PI1=10ms

D1=20ms

D2=100ms

PI2=30ms

PI3=30ms

D3=100ms

Reduce Si to Si/2:

Figure 4.11: Comparisons of PSS-DB and PSS-PI under different Si (a) Si, (b) Si

2
.

R4,2 = 1B, R4,3 = 1B, R4,4 = 0.5B, T f
4 = 6, and TL

4 = 4, as shown in Fig. 4.10(d). Then

we update π1 = 3.5B, π2 = 0, π3 = 3B, and π4 = 2.1B.

Example 4.3.2. Fig. 4.11 uses an example to compare PSS-DB and PSS-PI. In Fig. 4.11(a),

the MS contains 3 connections C1, C2, and C3 with packet inter-arrival times of PI1 = 10

ms, PI2 = 30 ms, and PI3 = 30 ms, delay bounds of D1 = 20 ms, D2 = 100 ms, and

D3 = 100 ms, and packet sizes of S1 = B
2
, S2 = B

2
, and S3 = B

2
. Fig. 4.11(b) changes

the packet sizes to S1 = B
4
, S2 = B

4
, and S3 = B

4
. Fig. 4.11(a) shows that PSS-DB will

consume 9 active frames per 20 frames and PSS-PI will consume 10 active frames per 20

frames, while Fig. 4.11(b) shows that PSS-DB will consume 7 active frames per 20 frames

and PSS-PI will consume only 5 active frames per 20 frames. Intuitively, PSS-DB can

pack packets of a connection together according to their delay bound and is more favorable

when Sis are relatively closer to B. Contrarily, PSS-PI tries to pack packets of different

connections together and serve them immediately after their arrival and is more favorable

when Sis are relatively smaller than B.

Lastly, we present how to determine the basic cycle Tbasic. Since Tbasic = T1 and T1

must satisfy T1 ≤
⌊

D1

F

⌋
for PSS-DB and T1 ≤

⌊
min

i=1..n
Di

F

⌋
for PSS-PI, we propose to pick

Tbasic from the interval
[
1,

⌊
D1

F

⌋]
for PSS-DB and the interval

[
1,

⌊
min

i=1..n
Di

F

⌋]
for PSS-
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PI. For each candidate Tbasic, we adopt an exhausted search to compute a cost function

g(Tbasic) to represent the ratio of active frames of the MS if Tbasic is used. Let T ∗
basic be

the basic cycle which induces the least cost. Then this T ∗
basic is chosen for T1.

4.4 Feasibility Study of the Scheduling Problem

The above discussion did not answer the question: “What happens when a feasible

scheduling can not be found?” Below, we conduct some feasibility study of the sleep

scheduling problem. It is not hard to see that given a set of connections, if their traffics

can be satisfactorily arranged without violating their deadlines, then “always active” is a

straightforward schedule (note that this statement does not imply whether the schedul-

ing is energy-efficient or not). Below, we show that deciding whether traffics of a set of

connections can be satisfactorily scheduled can be reduced to a maximum matching prob-

lem, which is computationally tractable. Solutions for maximum matching can be found

in [12]. Thus, deciding whether a scheduling problem is feasible has a polynomial-time

solution (following the above note, it remains a question whether the solution is most

energy-efficient).

We are still given Ci and its PIi, Di, and Si, i = 1..n. In our derivation, we assume

that the units of PIi and Di are frames and the units of Si and the resource B are

bits. Let L = lcm {PIi, i = 1..n}. Note that traffic arrivals repeat at the period of L

frames. Below, we will model our scheduling problem as a maximum matching problem

in a bipartite graph G = ({Vl, Vr} , E) as defined below.

1. For each Ci, consider its packet arrivals during L frames. There are L
PIi

× Si bits.

So we construct for Ci the same number of vertices, denoted by Ci,j,k, j = 1.. L
PIi

and k = 1..Si, in Vl. So |Vl| =
n∑

i=1

(
Si × L

PIi

)
.

2. For the B bits in continuous L frames, we construct the same number of vertices,

denoted by Fx,y, x = 1..L and y = 1..B, in Vr. So |Vr| = B × L.

3. We regard vertex Ci,j,k ∈ Vl as the k-th bit of the j-th packet of connection Ci. Let

ti,j be the frame index of its arrival. Then it has to be delivered by frame ti,j +Di−1.

So we construct edges (Ci,j,k, Fx,y) in E for x = ti,j + 1..ti,j + Di − 1(mod L) and

y = 1..B. Each edge means that Ci,j,k can be assigned to resource Fx,y without

violating the delay bound. Note that some x may exceed L, so we use “mod L” to

represent the subsequent L frames in the next round, i.e., they are represented by

wrap-around edges.
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Figure 4.12: Example of modeling a scheduling problem as a maximum matching problem.

Example 4.4.1. Fig. 4.12(a) shows an example. The MS contains 2 connections C1 and

C2 with PI1 = 2, PI2 = 3, D1 = 3, D2 = 3, S1 = 1, and S2 = 2. Assuming B = 2, we can

form a bipartite graph as shown in Fig. 4.12(b). Since lcm{PI1, P I2} = 6, we consider
6

PI1
= 3 and 6

PI2
= 2 packet arrivals of C1 and C2, respectively. Since each packet of C2

has 2 bits, there are 7 vertices in Vl. In Vr, there are B × 6 = 12 vertices. For example,

bits C2,2,1 and C2,2,2 can be assigned to the sixth frame (of the current round) and the first

frame (of the next round). The bold lines in Fig. 4.12(b) show one maximum-matching

solution.

Theorem 4.4.1. A scheduling problem has a feasible schedule if and only if its corre-

sponding bipartite graph G = ({Vl, Vr} , E) has a maximum matching with size of |Vl|.

4.5 Experimental Results

4.5.1 Performance Evaluation of FD Method

We have developed a simulator in C to evaluate the performance of proposed Fold-and-

Demultiplex scheme. In our simulation, the frame length F = 5 ms and the resource B

that can be allocated per frame is a fixed amount in each simulation round. Between

the BS and the MS, we define six real-time flow types with different QoS parameters as

shown in Table 4.1. The directions of flows of types III∼VI are randomly decided as

down or up. Types I and II have the same QoS parameters and differ in their directions.

For non-real-time flows, we assume their packet arrival following the poisson distribution.
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Table 4.1: Six types of real-time flows used in the simulation.

Flow Service Delay Packet inter-arrival Packet

type type Direction constraint time size

(ms) (ms) (byte)

I ERT-VR DOWN 50 20 160

II ERT-VR UP 50 20 160

III UGS DOWN/UP 60 20 160

IV UGS DOWN/UP 300 80 500

V RT-VR DOWN/UP 300 35 440

VI RT-VR DOWN/UP 800 200 2000
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Figure 4.13: rs vs. B with (a) two real-time flow sets and (b) three real-time flow sets.

We compare our (FD) scheme against the scheme in the standard [26] and the scheme in

[61] (denoted as STD and PS, respectively). Note that PS uses one single type II PSC

to serve all real-time flows and we enforce the wake-up period of the PSC to be smaller

than or equal to the minimum delay constraint of all flows. As to performance metrics,

we use sleep ratio (rs), resource utilization (U , i.e., how well the bandwidth B is utilized),

average delay, and jitter to make comparisons. For non-real-time traffic, only sleep ratio

and response time are considered. Below, we define one real-time flow set as six flows

containing one from each of types I∼VI.

Impact of B and Traffic Load

Fig.4.13(a) and Fig.4.13(b) plot rs against B for STD, PS, and FD schemes with two and

three real-time flow sets, respectively. As B increases, rs increases for both PS and FD.
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Figure 4.14: rs vs. number of real-time flow sets with (a) B = 1250 byte/frame and (b)

B = 2000 byte/frame.

�
� � �

� � �

� � �

� � �

� � �

� � �
� � �

� � 	

� � 


�

� � � � � � � � � � � � � � � � � � � � � � �

B (byte/frame)

PS

FD

U

(a)

�
� � �

� � �

� � �

� � �

� � �

� � �
� � �

� � 	

� � 


�

� � � � � � � � � � � � � � � � � � � � � � �

B (byte/frame)

PS

FD

U

(b)

Figure 4.15: U vs. B with (a) two real-time flow sets and (b) three real-time flow sets.

FD always performs the best, followed by PS. This is because FD uses multiple PSCs

to manage the sleeping behavior of the MS while PS uses one PSC. This is particularly

important when flows have different QoS characteristics. Since PS uses only one PSC, it

has to reserve the maximum required resource in each cycle, thus wasting lots of resources

sometimes. STD uses too many PSCs, which are not synchronized, leading to very low

rs. By varying the number of real-time flow sets and fixing B = 1250 (resp., B = 2000)

byte/frame, Fig.4.14(a) (resp., Fig.4.14(b)) shows the obtained rs. Naturally, rs decreases

as the number of real-time flow sets increases. FD can sustain up to 3 (resp., 5) sets when

B = 1250 (resp., B = 2000). On the contrary, with 3 (resp., 4) sets, PS will keep the

MS always awake when B = 1250 (resp., B = 2000). This is because PS over-estimates

the potential traffic in some frames. Such an effect is even more serious when there exist

larger differences among flows’ delay constraints and inter-arrival times.

Fig.4.15(a) and Fig.4.15(b) illustrate the resource utilization U by varying B when
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Figure 4.16: (a) Average delay vs. B and (b) jitter vs. B (two real-time flow sets).
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Figure 4.17: Effect of ρ on rs and U under random flow arrival (B = 1250 byte/frame).

there are 2 and 3 real-time flow sets, respectively. We see that FD always outperforms

PS, due to PS’s over-estimation on resource demands. Fig.4.16(a) and Fig.4.16(b) plot

average delay and jitter against B, respectively, where jitter is defined as the standard

deviation of packet delivery delay. We see that FD causes higher delay and jitter in

all cases because it will buffer packets with larger delay constraints for future delivery.

However, as has been clear from our claims, their delay constraints are still guaranteed.

Impact of Flow Arrival Pattern

The above discussion considers flow types of fixed combination. Below, we consider real-

time flows of each type arriving at a Poisson process with rate λr and exponentially

distributed hold time with mean 1/µ. Letting ρ = µ
6λr

, we will observe its impact on

performance. With B = 1250, Fig.4.17(a) shows the impact of ρ on rs. When ρ is small,

PS performs slightly better than FD. After ρ ≥ 5, FD outperforms PS because a larger ρ

causes multiple flows coexisting to show FD’s advantage. On the other hand, when ρ is
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Figure 4.18: Effect of ρ on rs and U under random flow arrival (B = 2000 byte/frame).

small, there is usually 1 or very few flows between the MS and the BS. Therefore, only a

single PSC is enough for the sleep operation. Compared to PS’s wake-up period, which is

close to or even equal to the most strict delay constraint of flows, FD’s wake-up period is

smaller than or equal to half of the flow’s delay constraint. This makes FD awake longer

than PS when ρ is small. Fig.4.17(b) plots U against ρ. When ρ < 1, PS performs better

than FD; after ρ > 1, FD becomes better; but after ρ ≥ 20, PS outperforms FD again.

Under ρ < 1, there is less than 1 flow in average; since PS uses the delay constraint of the

flow as the sleep cycle, it can get better utilization. As there are more flows, FD performs

better than PS due to its multi-PSC capability. However, when there are too many flows

(ρ ≥ 20), PS outperforms FD again because PS would disable the sleep mode more often

than FD does (here we assume that the resource utilization is 1 when the sleep mode

is disabled because resource can be accurately allocated). Fig.4.18 sets B = 2000 and

shows similar results to Fig.4.17. In Fig.4.18(a), we can see that a larger B makes FD

outperform PS after ρ ≥ 7 which is larger than the value of 5 in the case of B = 1250

(Fig.4.17(a)). This is because a larger B has a higher tolerance on PS’s over-estimation

on resource demand.

Sleep Performance by Including Non-real-time Traffic

In this part, we consider one real-time flow set with a non-real-time downlink traffic flow

with packet arrival rate λn. To verify the effectiveness of our scheme in handling non-

real-time traffic, we simulate FD with and without including a PSC of type I. Fig.4.19

shows rs and the average response time experienced by non-real-time packets. A larger

λn will degrade rs. When TS max is smaller, adding a PSC of type I can significantly save

energy because it is easier to reach the maximum sleep window, after which the type I

PSC can reuse the active frames of type II PSCs. In terms of response time, using a type
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Figure 4.19: Effect of λn on (a) rs and (b) response time with one real-time flow set and

a non-real-time downlink flow of rate λn (B = 1250 byte/frame).
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Figure 4.20: Effect of λn on (a) rs and (b) response time with one real-time flow set and

a non-real-time downlink flow of rate λn (B = 2000 byte/frame).

I PSC is always beneficial because FD actually uses a smaller maximum sleep window

size than the original given one for the type I PSC. Fig.4.20 sets B = 2000 and shows

similar results to Fig.4.19.

4.5.2 Performance Evaluation of PSS Method

To verify our result, we have simulated a BS-MS pair with multiple real-time connections.

Table 4.2 lists six types of real-time connections used in our simulation. The length of

an OFDM/OFDMA frame is set to 5 ms[30]. We consider three performance metrics: (i)

power consumption: the ratio of active frames for the MS, (ii) resource utilization: the

ratio of the amount of resource consumed by the MS to the total amount allocated to it,

and (iii) drop rate: the ratio of dropped packets due to missing deadline. We will compare

our PSS-DB and PSS-PI against the PS scheme in [61] and an ideal power consumption
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Table 4.2: QoS parameters of different real-time connections.

Packet size Packet inter-arrival time Delay bound

(bytes) (ms) (ms)

Type I 24 30 50

Type II 160 20 50

Type III 420 33.33 200

Type IV 1250 33.33 300

Type V 416 30 50

Type VI 1250 [20,200] [50,500]

lower bound PCL =
n∑

i=1

Si

PIi×B
× F , where PCL stands for the lowest active ratio for the

MS to support all given connections’ traffics. We derive PCL by relaxing the delay bounds

of connections as ∞. Then, we can set the sleep cycle of the MS as Tc × lcm{PIi|i=1..n}
F

frames, where Tc is the minimum integer that makes (1) the sleep cycle be an integer and

(2) the arrival data during the sleep cycle fill the frame up (i.e.,
Pn

i=1
Tc×lcm{PIi|i=1..n}

PIi
×Si

B
is

a positive integer). Therefore, PCL can be derived by

Pn
i=1

Tc×lcm{PIi|i=1..n}
PIi

×Si

B

Tc×lcm{PIi|i=1..n}/F
. Note that

PCL provides only the value of power consumption, so we don’t compare PSS-DB and

PSS-PI against PCL in resource utilization and drop rate.

Effects of B

We consider two environments as follows. Environment 1 has four connections containing

each of traffic types of I, II, III, and IV. Environment 2 has eight connections, two for each

of types I-IV. Fig. 4.21 shows the effect of B on the power consumption, utilization, and

drop rate under environments 1 and 2. Generally, as shown in Fig. 4.21(a) and (d), power

consumption decreases as B increases. As B increases, we can see that, in the initial,

PSS-DB performs the best in all schemes except PCL and has the smallest difference to

PCL because PSS-DB can more accurately capture the required resource than PSS-PI

and PS schemes such that PSS-DB can consume less active frames; but as B becomes

larger, PSS-DB consumes more active frames than PSS-PI and PS because PSS-PI and

PS serve packets immediately after their arrival and this is more favorable when packet

size and resource requirement are relatively smaller than B. PSS-PI and PS perform

the same power consumption because the PIs of traffic types I∼IV are close and smaller

than the strictest delay bound, causing PSS-PI conducting the same sleep schedule as PS.

Comparing Fig. 4.21(a) and (d), we can see when the number of connections is doubled, a

larger size of B is needed for PSS-PI and PS to win PSS-DB in power consumption. Note

that when B ≤ 250 (resp., B ≤ 500) bytes/frame in Fig. 4.21(a) (resp., Fig. 4.21(d)),
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Figure 4.21: Effects of B on the power consumption, resource utilization, and drop rate

under environments 1 ((a)∼(c)) and 2 ((d)∼(f)).
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Figure 4.22: Effects of connection delay bound on (a) power consumption and (b) resource

utilization with packet inter-arrival time of type VI connections being 20 ms.

resource is not enough for the MS to activate sleep mode; so the power consumption

is 100%. Fig. 4.21(b) and (e) show the resource utilization over different B. PSS-DB

is always more than 86% while PSS-PI and PS perform unstable (76% ∼ 88%). This

shows that PSS-DB can more precisely capture the resource requirement of connections

than PSS-PI and PS. Fig. 4.21(c) and (f) show the drop rate of each scheme, we can see

that there are no difference for the three schemes, PSS-DB, PSS-PI, and PS, in the drop

rate because packets are dropped when the resource is not enough for the MS (B ≤ 250

bytes/frame for environment 1 and B ≤ 500 bytes/frame for environment 2). So, our

proposed schemes can guarantee the delay bound of packets like PS.

Effects of Connection Delay Bound

We then investigate the effect of connection delay bound on the power consumption and

utilization by fixing B = 1000 bytes/frame. There are four connections in the MS, two

for each of types V and VI. Then we evaluate the performance of the three schemes

by increasing the delay bound of type VI connections from 50 ms to 500 ms and fixing

their packet inter-arrival time as 20 ms. In Fig. 4.22(a), PSS-DB shows the best power

consumption than PSS-PI and PS and has the smallest difference to PCL. After the delay

bound over 200 ms, the power consumption of PSS-DB is very close to that of PCL. This

means PSS-DB almost reaches the optimal power consumption. PSS-PI and PS show the

same performance and no improvement as the delay bound increases because performance

of PS is bounded by the strictest delay bound of connections and PSS-PI is bounded by

both the strictest delay bound and packet inter-arrival times of connections. Fig. 4.22(b)

shows that PSS-DB performs the best utilization than PSS-PI and PS because it evaluates

required resource of connections by delay bound, causing least resource waste.
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Figure 4.23: Effects of connection packet inter-arrival time and delay bound on (a) power

consumption and (b) resource utilization.

Effects of Connection Packet Inter-arrival Time and Delay Bound

In this experiment, we investigate the effect of connection packet inter-arrival time and

delay bound on the power consumption and utilization by fixing B = 1000 bytes/frame.

There are four connections in the MS, two for each of type V and VI. Then we increase

both the packet inter-arrival time and the delay bound of type VI connections from 20

ms to 200 ms and 50 ms to 500 ms, respectively. Usually, the delay bound of a voice

connection is 2.5 ∼ 3 times the size of its packet inter-arrival time while the delay bounds

of a multimedia connection and other types of connections are more than 3 times the size

of the packet inter-arrival time. In this experiment, we set the delay bound of type VI

connections as 2.5 times the size of the packet inter-arrival time. Fig. 4.23(a) shows the

power consumption decreases when the packet inter-arrival time and delay bound increase.

Both PSS-DB and PSS-PI perform better than PS because our approaches assign each

connection a PSC such that the resource requirement can be more accurately captured. As

the variances of packet inter-arrival times and delay bounds between connections become

larger, i.e., packet inter-arrival time and delay bound of type VI connection become larger,

PSS-DB and PSS-PI consume less and less active frames than PS. The power consumption

of PSS-DB and PSS-PI even improve 50% when packet inter-arrival time and delay bound

of type VI connections are 200 ms and 500 ms, respectively. In Fig. 4.23(b), we can see

that PSS-DB and PSS-PI always keep high utilization. However, the utilization of PS

decreases when the packet inter-arrival time and delay bound of type VI connections

increase because single PSC can not capture the traffic characteristics of connections,

especially in the case that the variances of packet inter-arrival times and delay bounds

between connections are large. This shows that PSS-DB and PSS-PI can capture the

connections’ traffic characteristics and waste much less allocated resource than PS.
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Chapter 5

Power Saving Class Management for Mul-

tiple MSs in Mobile Broadband Networks

In this chapter, focusing on multiple MSs under a BS, we propose to assign PSCs to

MSs according to their QoS characteristics so that the total active frames of a MAN

(metropolitan area network) can be minimized. In the related work, reference [24] has

proposed to form single type II PSC for each MS where the PSCs all use the same sleep

cycles. That is, it only considers the strictest delay bound of MSs. Simulation results show

that our approach can have much less power consumption than the previous schemes.

5.1 Motivation and Problem Definition

In this section, we introduce the motivations and then present the problem definition.

For PSCs of type II and multiple MS sleep scheduling, previous work [24] assigns each

MS a PSC with the same common sleep cycle, which is the strictest delay bound of the

MSs, and schedules their resource allocation in an overlap free manner. For the system,

this kind of solutions is simple and easy to implement. However, if we can assign each

MS a sleep cycle which matches its delay bound, it has a great possibility that the overall

power consumption of the system and the per-MS active time can be further reduced.

Fig. 5.1 shows an example with two MSs M1 and M2, which have data arrival rate of

τ1 = 0.2Ω/frame and τ2 = 0.075Ω/frame and delay bounds of D1 = 4 (frames) and

D2 = 12 (frames), respectively, where Ω is the capacity of a single OFDM/OFDMA

frame. As shown in Fig. 5.1(a), by using the sleep scheduling method in [24], a common

sleep cycle Tcom of min(D1, D2) = 4 frames is used. Then, M1 and M2 both have to

wake up for 1 frame per four frames. Reserved resource per Tcom for M1 and M2 is

τ1 × Tcom = 0.8Ω and τ2 × Tcom = 0.3Ω, respectively. As Fig. 5.1(b) shows, by assigning
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Figure 5.1: Sleep scheduling for two MSs MS1 and MS2 using (a) the same common sleep

cycle and (b) each with its own sleep cycle.

each MS a sleep cycle adapting to its delay bound, we can schedule the sleep cycle of M1

and M2 as 4 and 12 frames, respectively. M1 and M2 need 0.8Ω and 0.9Ω of resource

per cycle, respectively. By scheduling M1 and M2 being awake in different frames, the

overall active frames of the system is the least and for both M1 and M2, they will both

need 1 active frame per cycle. So, Fig. 5.1(a) needs 6 active frames per 12 frames while

Fig. 5.1(b) only needs 4 active frames per 12 frames, thus the latter improves energy

efficiency by 33.3%. In addition, the ratio of sleep frames of M2 is increased from 75% to

91.7% (for M1, it is the same). Obviously, by using one sleep cycle for each MS, it has a

great potential for further energy saving of the system and each MS.

This chapter considers the sleep scheduling for multiple MSs under a BS. We are given

n MSs Mi, i = 1..n and each Mi has a delay bound for traffic arrivals Di (frames) and a

per frame data arrival rate τi (bits/frame). Assuming the available bandwidth per frame

of the system to be Ω bits and
∑

i=1..n

τi ≤ Ω, the goal is to assign each Mi a PSC of type II

Pi with sleep cycle Ti (frames), listening window TL
i (frames), and starting frame of the

first listening window T S
i , such that Ti ≤ Di (delay bound), τi×Ti ≤ TL

i ×Ω (bandwidth

requirement), i = 1..n, and the ratio of active frames for the system is minimized.

5.2 Per-MS Sleep Scheduling (PMSS) Method

In an IEEE 802.16e wireless network, the BS is the central of the network, which is

responsible to schedule the sleep of the MSs that associate with it. Initially, the MSs
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Figure 5.2: Example of the sleep parameters for the MSs and the data structure used in

our proposed algorithm.

which intend to enter the sleep mode will send a request to the BS. With all MSs’ QoS

parameters recorded in the database, the BS will schedule the sleep of the MSs without

breaking their QoS requirements. Here we propose a Per-MS Sleep Scheduling (PMSS)

algorithm to schedule the sleep of MSs, which will determine the following parameters

for each Mi, i = 1..n: (1) the size of sleep cycle Ti, (2) the size of listening window TL
i

in each sleep cycle, (3) the starting frame T S
i of the first listening window, and (4) the

amount of bandwidth allocation Bi,j that is reserved to the j-th active frames of each TL
i ,

j = 1..TL
i . After the calculation, the BS will send each MS a response with the four sleep

parameters. Upon the receipt of the response, MSs will sleep accordingly.

Basically, our PMSS scheme will maintain a property that the sleep cycle Ti, i = 2..n,

of each Mi is a positive integer multiple of the previous Ti−1. So, we call T1 as the basic

cycle Tbasic because each Ti, i = 2..n will be the integer multiple of T1. We maintain this

property is to increase the overlap of the listening windows of MSs such that the the duty

cycle of each MS can be reduced and the resource utilization of each frame can be raised.

Assuming that Tbasic is known, our PMSS algorithm involves two steps: (A) determining

the sleep cycle Ti of each Mi and (B) scheduling the bandwidth amount Bi,j, the listening

window TL
i , and the starting frame T S

i of each Mi. In the end, we will propose a search

method to find the best basic cycle Tbasic so as to derive the most power saving sleep

scheduling for the MSs.

PMSS scheme will schedule the sleep of Mi one-by-one and each time the Mi is sched-

uled to create the least number of active frames for it. To realize this idea, we will

maintain a data structure θk,`, k = 1.. Tn

Tbasic
and ` = 1..Tbasic, to record the amount of

free resource in the `-th frame of the k-th basic cycle. We use Θk to represent the set
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of {θk,1, θk,2, · · · , θk,Tbasic
}. Initially, θk,` = Ω, In the end of this part, we use Fig. 5.2 to

summarize the above sleep parameters Ti, TL
i , T S

i , and Bi,j for the MSs and data structure

θk,` and πk maintained by the BS.

5.2.1 Determining Ti of each Mi

In the PMSS scheme, we first sort MSs by their delay bounds such that D1 ≤ D2 ≤ · · · ≤
Dn. Later on, we will explain the insights why our scheme schedule Mis in this sequence

in the end of the section.

So, in this step, we let T1 = Tbasic and set Ti, i = 2..n, as follows:

Ti = Ti−1 ×
⌊

Di

Ti−1

⌋
. (5.1)

Actually, the initial T1 would be set less or equal to D1 (the assignment of T1 will be

discussed and shown later on). Since Di−1 ≤ Di and Ti−1 ≤ Di−1, Eq. (5.1) must

set Ti as a positive integer multiple of the previous Ti−1. Also, Eq. (5.1) implies that

Ti ≤ Ti−1 × Di

Ti−1
= Di. So, Ti is guaranteed to meet the delay bound of Mi.

Theorem 5.2.1. In PMSS, it is guaranteed that each Ti is a positive integer multiple of

T1 = Tbasic, i = 2..n, and each Mi’s cycle meets its delay bound, i.e., Ti ≤ Di, i = 1..n.

5.2.2 Scheduling Bi,j, TL
i , and T S

i of each Mi

Recall the data structure θk,`, k = 1.. Tn

Tbasic
and ` = 1..Tbasic. We will sequentially schedule

Mi, i = 1..n, by updating θk,`. Specifically, when Mi is under consideration, we will pick

one basic cycle among the first Ti

Tbasic
basic cycles and select one frame in the basic cycle as

the starting point of the first listening window for Mi. If Mi cannot get enough resource

in the selected basic cycle, we will repeat to reserve resource from the subsequent basic

cycles until sufficient resource for Mi is allocated. Among all candidate basic cycles, the

one which creates the least increment on the number of active frames is chosen. The

detail procedure to place Mi’s demand is illustrated as follows:

a) Calculate the demand <i of Mi per Ti by

<i = τi × Ti. (5.2)

b) Since Mi has a period of Ti frames and Θk has a period of Ti−1

Tbasic
basic cycles after

placing M1 ∼ Mi−1’s demand (to be explained later), we only need to check the first
Ti

Tbasic
basic cycles among all Tn

Tbasic
basic cycles to find the best start basic cycle and

frame for Mi. Specifically, for k = 1 to Ti

Tbasic
with θk,Tbasic

> 0, we compute a cost

function f(k) to represent the active frames incurred to Mi if we place its demand

starting from the k-th basic cycle. The demand placement is done as follows:
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i) To make the resource usage in each frame more compact, if <i − b<ic ≤ θk,˜̀,

where ˜̀ is the last frame in the k-th basic cycle with free resource less than Ω,

we continuously allocate resource to Mi starting from the ˜̀-th frame; otherwise,

in order to reduce the number of active frames for Mi, we allocate resource to

Mi starting from the (˜̀+ 1)-th frame in πk which is with free resource Ω.

ii) If the reserved resource in the k-th frame is not enough for Mi’s requirement

<i , we will repeat reserving resource from the subsequent basic cycles. The

allocation will examine frames in sequence of the frame index and reserve the

free space in each frame until sufficient resource is allocated to Mi.

c) Let k∗ be the index which induces the smallest cost function f(k) in step b. We will

place Mi’s demand starting from the k∗-th basic cycle according to above procedure.

In case that there is a tie, we will give priority to the one which leaves the least

remaining resource in the last frame where Mi’s demand is placed. If there are still

more than one basic cycles with priority, choose the one with the least basic cycle

index.

d) Then we set T S
i to the frame index of the first frame where Mi’s demand is placed

and set TL
i to the number of frames from the first to the last frame where Mi’s

demand is placed. Also, Bi,j is set accordingly. Finally, we update the remaining

free resources in θk,`, k = 1..n and ` = 1..Tbasic (note that since the period is Ti,

θk,` = θ
k+m

Ti
Tbasic

,`
, m = 1..

(
Tn

Ti
− 1

)
).

In our scheme, we guarantee that Θk has a period of Ti

Tbasic
basic cycles after placing

M1 ∼ Mi’s demands by forcing Ti as a positive integer multiple of the previous Ti−1.

This can easily be proved by induction. It is true when i = 1. Assuming it is also true

for i = j − 1, we’re now going to prove it is also true for i = j. Before placing Mj’s

demand, we know Θk has a period of
Tj−1

Tbasic
basic cycles. This is equivalent to that Θk

has a period of
Tj

Tbasic
basic cycles. According to step b of the above procedure, we will

place Mj’s demand starting from the k∗-th basic cycle and allocate resources to Cj from

the subsequent basic cycles until sufficient resource is allocated. Since the period of Mj

is Tj, θk,` = θ
k+m

Tj
Tbasic

,`
, m = 1..

(
Tn

Tj
− 1

)
. So, Θk has a period of Ti

Tbasic
basic cycles after

placing M1 ∼ Mi’s demands.

Example 5.2.1. Fig. 5.3 shows an example of step B. There are 5 MSs M1, M2, M3,

M4, and M5 with sleeping cycles of T1 = Tbasic, T2 = 2Tbasic, T3 = 2Tbasic, T4 = 2Tbasic,

and T5 = 4Tbasic and required resources per cycle of <1 = 0.5Ω, <2 = 1.25Ω, <3 = 0.4Ω,

<4 = 0.4Ω, and <5 = 2.5Ω, respectively, where Tbasic = 3 frames. Initially, θk,` = Ω for

k = 1..4 and ` = 1..3. Then, each Mi is scheduled as follows. For M1, we can only set
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T3 = 2Tbasic

T1 = Tbasic

T2 = 2Tbasic

M1
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M3
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Figure 5.3: Example of scheduling Bi,j, TL
i , and T S

i of four MSs.

k∗ = 1. Then, the BS reserves <1 = 0.5Ω resource for M1 in every basic cycle as shown in

Fig. 5.3(1) and set B1,1 = 0.5Ω, T S
1 = 1, and TL

1 = 1; so θ1,1 = θ2,1 = θ3,1 = θ4,1 = 0.5Ω

and θk,` = Ω for k = 1..4 and ` = 2, 3. For M2, its k∗ can be 1 or 2 and allocating <2

by starting from any of the two basic cycles are the same. So we select k∗ = 1. Since

<2−b<2c = 0.25Ω ≤ θ1,1 = 0.5Ω, M2 is reserved resource from the first frame of the first

basic cycle. After the allocation, shown as Fig. 5.3(2), we set B2,1 = 0.5Ω, B2,2 = 0.75Ω,

T S
2 = 1, and TL

2 =2 and update θ1,1 = θ3,1 = 0 and θ1,2 = θ3,2 = 0.25Ω. For M3, choosing

k∗ = 1 or 2 both would create the same number of active frames (i.e., f(1) = f(2) = 1), but

setting k∗ = 2 would leave less remaining resource in the last allocated frame (i.e., 0.1Ω).

So we set k∗ = 2 and update B3,1 = 0.4Ω, T S
3 = 4, and TL

3 = 1, as shown in Fig. 5.3(3).

Then update θ2,1 = θ4,1 = 0.1Ω. For M4, setting k∗ = 1 or 2 both would create the same

number of active frames (i.e., f(1) = f(2) = 1) and leave the same remaining resource

in the last frame. So we choose k∗ = 1 and set B4,1 = 0.4Ω, T S
4 = 3, and TL

4 = 1, as

shown in Fig. 5.3(4). Then we update θ1,3 = θ3,3 = 0.6Ω. For M5, choosing k∗ = 1 and 3

would add the least number of active frames (i.e., f(1) = f(3) = 4 < f(2) = f(4) = 5).

Since k∗ = 1 and 3 will both leave the same remaining resource in the last frame, we pick

k∗ = 1. So we set B5,1 = 0.6Ω, B5,2 = 0.1Ω, B5,3 = Ω, B5,4 = 0.8Ω, T S
5 = 3, and TL

5 = 4,

as shown in Fig. 5.3(5). Then update θ1,3 = θ2,1 = θ2,2 = 0 and θ2,3 = 0.2Ω.
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5.2.3 Determining Tbasic

In the part, we present how to determine the basic cycle Tbasic. Since Tbasic = T1 and

T1 must be guaranteed T1 ≤ D1, 1 ≤ Tbasic ≤ D1. This guarantees Theorem 5.2.1 to

be true. To get the most power conserving Tbasic, for Tbasic = 1 to D1, we compute an

energy function e(Tbasic) to represent the ratio of active frames of the system if Tbasic is

used. Then, the basic cycle T ∗
basic which induces the least energy function e(Tbasic) will be

chosen as the final basic cycle. For each sleep scheduling result by a given Tbasic, e(Tbasic)

can be derived by

e(Tbasic) =

n∑
i=1

(
Tn

Ti
× TL

i

)

Tn

(5.3)

5.3 Experimental Results

We have developed a simulator by C++ to verify the effectiveness of our PMSS scheme.

Unless otherwise stated, the following assumptions are made in our simulation. The

number of MSs is ranged from 5 to 45. Each MS Mi has a data rate τi of 1000 ∼ 3000

bits/frame and delay bound Di 10 ∼ 200 frames, where 1000 is the minimum data rate,

3000 is the maximum data rate, 10 is the minimum delay bound, and 200 is the maximum

delay bound of the MS. The available bandwidth per frame of the system is Ω = 80000

bits (16Mbps) and the length of an OFDM/OFDMA frame is set to 5 ms[30]. We consider

two performance metrics: (i) active ratio: the ratio of active frames for the system and

(ii) fail-to-sleep probability : the ratio of failure to schedule MSs’ sleep. We will compare

our PMSS against the MMPS-FC (Multiple MSs Power-saving Scheduler with Fragment

Collection) and MMPS-BF (Multiple MSs Power-saving Scheduler with Boundary Free)

schemes in[24].

Effects of n

In this experiment, we study the effect of n on the active ratio and fail-to-sleep probability.

Fig. 5.4(a) shows the active ratio decreases when n increases. Our PMSS almost always

performs the best in all three schemes, except at n = 40, MMPS-FC performs better

than our PMSS. However, when n = 40, the fail-to-sleep probability of MMPS-FC is

almost 100% (Fig. 5.4(b)). Fig. 5.4(b) shows the fail-to-sleep probability increases when

n increases. MMPS-BF and our PMSS schemes perform the same and the best in the

fail-to-sleep probability. The fail-to-sleep probabilities of the two schemes is zero when

n < 40. For MMPS-FC, it can 100% successfully schedule MSs into sleep when n < 25.
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Figure 5.4: Effects of number of MSs on (a) active ratio and (b) fail-to-sleep probability.
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Figure 5.5: Effects of maximum delay on active ratio.

Effects of Maximum Delay Bound

Then, we investigate the effect of maximum delay bound on the active ratio by fixing

n = 20. Fig. 5.5 shows the active ratio decreases when the maximum delay bound

increases. Our PMSS performs the best in all three schemes. For the three schemes, our

PMSS benefits the most when the maximum delay bound is increased from 50 ms to 3000

ms (70%); for MMPS-FC and MMPS-BF, the improvement is 52% and 47%, respectively.

This is because our scheme can more accurately capture the traffic characteristics of MSs.

Effects of the Difference between Minimum and Maximum Data Rate

We study the effect of the difference between minimum and maximum data rate on the

active ratio by fixing n = 20. Basically, active ratio increases when the difference between

minimum and maximum data rate increases (as shown in Fig. 5.6). In all three schemes,

the difference between minimum and maximum data rate has the least effect on our

scheme (2.8%) and has the most effect on MMPS-BF (6.3%).
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Figure 5.6: Effects of the difference between minimum and maximum data rate on active

ratio.
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Figure 5.7: Effects of system bandwidth on (a) active ratio and (b) fail-to-sleep probability.

Effects of System Bandwidth

In this experiment, we investigate the effect of system bandwidth on the active ratio and

fail-to-sleep probability by fixing n = 20. Fig. 5.7(a) shows the active ratio decreases

when system bandwidth increases. Our PMSS outperforms other two schemes except

when the system bandwidth is 8Mbps. When the system bandwidth is 8Mbps, MMPS-

FC performs the best but its fail-to-sleep probability is much higher (88%) than other two

schemes (about 50%). For the three schemes, our PMSS benefits the most when system

bandwidth is increased from 8Mbps to 128Mbps (73%); for MMPS-FC and MMPS-BF,

the improvement is 13% and 42%, respectively.
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Chapter 6

Conclusions and Future Directions

This dissertation contains three major works. In the first work, we propose a mobile

broadband network architecture. In the second work, we discuss the resource manage-

ment issue for the mobile broadband networks. In the last work, the power management

issue for the mobile broadband networks is studied. In the following, we summarize this

dissertation.

Chapter 3 includes our first two works. First, we have proposed a SIP-based mobile

broadband network architecture which can support broadband networking services for a

group of users who roam together. With multiple wireless interfaces, a SIP-MNG can

provide dynamic bandwidth to internal users based on their bandwidth requirements.

Also, by allowing multiple sessions to share one interface, our system can help users

or public transportation operators to save Internet access fees. To allow the SIP-MNG

to stay off-line when there is no calling activity, we have proposed a push mechanism

to “wake up” the SIP-MNG when necessary. The push approach can help to save call

charges, network resource, and energy consumption, while maintaining global reachability

of users. By interpreting SIP signaling, our RM and CAC mechanisms inside the SIP-

MNG can guarantee QoS for users. We develop a prototype and some experimental results

are presented. For IEEE 802.11, WCDMA, and PHS networks, we demonstrated that it is

feasible to allow multiple stations to share one interface. It is also shown that, by cellular

interfaces, the call setup time and handoff delay are longer than that by 802.11 interfaces,

because connecting to the Internet via a cellular interface has to go through more networks.

Then, to reduce the effects of handoff and physical rate adaptation on QoS of users and

mobile broadband networks, we have further proposed a CAC and a RA mechanisms over

IEEE 802.11e multi-rate wireless networks. By upgrading/degrading resources allocated

to calls, we can make better use of the network resource. We have also derived an

analytical model to evaluate our system with multi-level QoS support. Three performance
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metrics, blocking probability, dropping probability, channel utilization, have been derived.

Our numerical analysis shows the importance of CAC and RA mechanisms, especially

when user mobility is high and fairness is important. Our simulation results also support

our conclusions. Observing that a handoff in a wireless network with complete security

support consume a long time, we propose a Dynamic Tunnel Establishing procedure

and a seamless post-handoff method to provide mobile users the seamless handoff and

continuous network connectivity over DHCP-based IEEE 802.11 wireless networks which

support IEEE 802.11i. During a handoff, by using our proposed approach, the Probe-and-

Decision phase can be reduced to less than 20–30 ms by adopting one of existing schemes

[57, 23, 46, 63], and the three remaining phases, Execution, DHCP, and Upper Layer

Adjustment phases, can be hidden by the tunneling services. Therefore, for a roaming

MS, the continuous disconnected period with the Internet can be guaranteed to be less

than 50 ms. So, a seamless handoff is concluded. In addition, the proposed method

provides the same security level as the original IEEE 802.11i standard because, during a

handoff, the moving MS is allowed to access the Internet only when it is permitted by the

old AP and the old AP is trusted. Moreover, if there’s any improvement or change for the

authentication and encryption methods, our seamless handoff mechanism still can work

correctly because it doesn’t involve any modification to the authentication and encryption

methods.

In Chapter 4, we have proposed three power saving class management schemes for

a BS-MS pair in IEEE 802.16e wireless networks. They are FD, PSS-DB, and PSS-PI

schemes. All these sleep scheduling methods conform to the sleep mechanism defined

in IEEE 802.16e and easy to implement. The three schemes consider the maximum

delay constraint, packet inter-arrival time, and data rate of connections to determine

the parameters of PSCs. Multiple PSCs of type II are used to capture the sleep-active

behavior contributed by real-time flows. One PSC of type I is used to handle non-real-time

flows. For FD scheme, we have also proposed an earliest-next-bandwidth-first scheduler,

which can guarantee the real-time flows’ delay constraints. Different from FD scheme,

PSS-DB and PSS-PI assign each flow a PSC, so we can schedule the packet delivery by

just following the active time of PSCs. In addition, for each real-time connection, PSS-

DB considers the delay bound to assign the sleeping cycle while PSS-PI uses the packet

inter-arrival time to assign the sleeping cycle. Furthermore, we suggest to use the PSS-PI

when the packet size is small and the total bandwidth requirement of the MS is limited

compared to B. Otherwise, we can adopt PSS-DB. We also prove that deciding whether

a given scheduling problem is solvable can be reduced to a maximum matching problem,

which can always be solved in polynomial time. Simulation results show that, compared

to the single PSC solution, our schemes can save the MS’s energy even when there are
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many real-time flows coexist while keep bandwidth utilization high under real-time flows’

delay constraints.

In Chapter 5, we propose a per-MS sleep scheduling scheme for multiple MSs under

a BS in IEEE 802.16e wireless networks. PMSS scheme minimizes the overall power

consumption of a MAN (metropolitan area network) while the QoS of each MS can be

guaranteed. Besides, it conforms to the sleep mechanism defined in IEEE 802.16e and

easy to implement. Compared to the previous work, our approach assigns and schedules

type II PSCs for each MS by considering each of their QoS characteristics such that the

sleep scheduling can more accurately capture each MS’s QoS requirement. This leads to

each MS can sleep more and and the overall active frames of multiple MSs under a BS is

significantly reduced.

Based on the results presented above, several issues worth further investigation are

summarized as follows.

• It deserves to further test our designed SIP-based mobile broadband network on a

moving cars and public transportation to evaluate the performance and then realize

the mobile broadband network in the real world.

• In our current push mechanism, the wireless interface reconnection time takes the

largest part of the time. Actually, there have be some research works focusing on

similar problem [67, 41]. We believe that, with further study and improvement, it is

able to shorten the reconnection time and make the push mechanism more practical.

• Our current cross-layer resource management mechanism focus on VoIP and IEEE

802.11e. In the future, we can further discuss how to apply the idea on more general

kinds of real-time applications and more kinds of wireless network technologies, such

as IEEE 802.16.

• It deserves to further discuss how to extend the post-handoff concept in more com-

plicated wireless networks such as heterogeneous networks.

• Our current PSC management schemes assume fixed bit rate real-time flows. Al-

though they are also applicable to variable bit rate real-time flows, the performance

of power consumption and resource utilization must degrade. In this case, a further

design for PSC management is needed. This deserves further study. Furthermore,

considering that a radio has to consume additional power when switching from sleep

to active or active to sleep, it is worth to further improve the PSC management

schemes by taking this factor into consideration.
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