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Preface

Digital trees are data structures which are of fundamental importance in Computer
Science. Recently, so-called 2-protected nodes have attracted a lot of attention.
For instance, J. Gaither, Y. Homma, M. Sellke, and M. D. Ward [6] derived an
asymptotic expansion for the mean of the number of 2-protected nodes in random
tries. Moreover, in [7], J. Gaither and M. D. Ward found an asymptotic expansion
of the variance and conjectured a central limit theorem.

In this thesis, our main goal is to re-derive (and correct) their results by using
a systematic method due to M. Fuchs, H.-K. Hwang, and V. Zacharovas [4]. The
resulting expressions we obtain are quite different from the one in [0, 7], but
numerically they of course coincide. Moreover, we prove the conjectured central
limit theorem from [7]. In fact, we prove even a more general result, namely, a
bivariate central limit theorem for the number of internal nodes and the number
of 2-protected nodes in random tries. From this, not only the conjecture from [7]
follows but we also obtain a central limit theorem for PATRICIA tries. Finally,
we also derive asymptotic expansions of mean and variance for PATRICIA tries.

Next, we are going to give a short sketch of the structure of the thesis.

In Chapter 1, we give the definition of the three main classes of digital trees.
Moreover, we introduce the random model and survey results on the number of in-
ternal nodes and number of 2-protected nodes in random tries. Finally, we explain
the method from [4] which will be used in this thesis.

In Chapter 2, we will give a summary of the main tools of this method which
are Mellin transform and analytic depoissonization. Moreover, we will recall the
recent notion of JS-admissibility which can be used to systematically check as-
sumptions for analytic depoissonization.

In Chapter 3, we will apply the method and tools from Chapter 1 and Chapter
2 to derive asymptotic expansions for mean and variance of the number of 2-
protected nodes in random tries. An interesting aspect of our results is that they
contain divergent series in the classical sense which however make sense if one
appeals to the theory of Abel summability. We also show that our expressions
(numerically) coincide with those from [6, 7]. In the final section of this chapter,
we will prove that the number of 2-protected nodes satisfies the claimed central

11



limit theorem.

Chapter 4 contains our results for PATRICIA tries. Here, the result for the
mean follows from that of tries and the result for the variance follows from the
same approach as used in Chapter 3. In order to keep the thesis short, we will
however not repeat all the details, but only show the results.

In Chapter 5, we prove that the number of internal nodes and the number of
2-protected nodes satisfy a bivariate central limit theorem. As mentioned above,
this result entails that also the number of 2-protected nodes of PATRICIA tries
satisfies a central limit theorem.

Finally, we end the thesis with a conclusion in Chapter 6.
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Chapter 1

Introduction

When it comes to data storage and data search, digital trees are one of the most
effective data structures in computer science. Some famous applications of digital
trees are in searching, sorting, dynamic hashing, coding, polynomial factorization,
regular languages, contention tree algorithms, automatically correcting words in
texts, retrieving IP address and satellite data, internet routing and so on. Due to
their numerous applications, many recent studies have been concerned with the
analysis of digital trees.

1.1 Definition

Before we start with the main topic of this thesis, we will introduce the three main
classes of digital trees, namely, digital search trees, tries and PATRICIA tries (in
the binary case). What they have in common is that the data consists of n infinite
{0, 1}-strings. From this data they are built recursively as described in the three
subsections below.

1.1.1 Digital search trees (DSTs)

Put the first string into the root. As for the other strings, direct them to the left
or right subtree according to whether the first bit is 0 or 1 respectively. Next, the
subtrees are built recursively using the same rules, but the direction is based on
the second bit, etc. For an example; see Figure 1.1.

Remark 1. Digital search trees have the weak point that the cost of searching is
very high since a comparison in every nodes is necessary.

Remark 2. From a practical point of view, digital search trees are not very impor-
tant due to the above weak point. However, they are of theoretical interest, since
they are closely related to the Lempel-Ziv compression scheme.



R; = 000001 - --

Ry = 000110 - - -
Ry = 110111 - - -
Ry = 011011 - -
Rs = 100001 - - -
R = 111110 - - -
R = 111110 - - -
Rs = 100001 - - -
Ry = 011011 - -
Ry = 110111 - - -
Ry = 000110 - - -
Ry = 000001 - - -

Figure 1.1: Two digital search trees built from the same keys Ry, ..., Rg with
different order. The first tree is built from R; to R and the second one is built
from Rg to Ry, so different shapes arise from different orders.

1.1.2 Tries

If n = 0, then the trie is empty; if n = 1, then the trie is composed of a single
node holding the input-string; if n > 1, then the trie contains three parts: a root
(internal) node used to direct keys to the left or right (when the first bit of the
string is 0 or 1, respectively), a left sub-trie of the root for keys whose first bits are
0 and a right sub-trie of the root for keys whose first bits are 1. The two subtrees
are constructed recursively as tries (but using subsequent bits successively). For
an example; see Figure 1.2.

Remark 3. Tries resolve the problem of high search cost of digital search trees,
but the space requirement of tries is larger than the one of digital search trees.

1.1.3 PATRICIA tries

PATRICIA (Practical Algorithm To Retrieve Information Coded In Alphanumeric)
is a compact representation of a trie, where any node which is an only child is



R; = 000001 - --

Ry = 000110 - -
Ry = 110111 - - -
Ry = 011011 - - -
Rs = 100001 - - -
Rg = 111110 - - -

Figure 1.2: A trie built from the keys Ry, ..., Rg. The small circles represent the
internal nodes while the big circles are the external nodes which store the keys.
Note that the form of a trie does not depend on the order of keys.

merged with its parent. For an example; see Figure 1.3.

Remark 4. The large space requirement of tries is resolved by PATRICIA tries
because of suppressing the creation of one-way branching. However, one disad-
vantage of PATRICIA ftries is a more complex implementation.

1.2 Random model

In probability theory, a sequence of random variables is called independent and
identically distributed (iid) if each random variable has the same probability dis-
tribution and all are mutually independent.

We call X5, X, ...arandom string if Xy, Xs, ... is an iid sequence of random
variables with P(X,, = 0) = pand P(X,, = 1) = ¢ := 1—p. We also call a digital
tree a random digital tree of size n if it is constructed from n infinite {0, 1}-random
strings. A simple classification of random digital trees is as follows: symmetric
p=gq= % and asymmetric p # q. Moreover, in the subsequent results, the later
case will be further split according to whether log p/ log ¢ is rational or not.

Remark 5. The above random model is too simplified for practical purposes. More
realistic models have been proposed, but their analysis still remains complicated.
Moreover, results for the above simple model normally hold for more general
models as well. That is why most research has focused on the above simple model.



R; = 000001 - - -

Ry = 000110 - -
Rs = 110111 - - -
Ry =011011---
Rs = 100001 - - -
Rg = 111110 - -

Figure 1.3: A compact represetation of the trie (from Figure 1.2) where any node
which is an only child was merged with its parent.

1.3 Size and the number of 2-protected nodes in tries

1.3.1 Size of tries

The size of a digital tree is defined to be the number of internal nodes. For exam-
ple, it is clear that the size of a random PATRICIA trie which contains n strings is
n — 1. On the other hand, the size of a random trie is a random variable.

We next give a brief history of the probabilistic analysis of the size of tries,
where we mainly focus on asymptotic expansions of moments.

First, the mean was derived by Knuth in 1973; see [12].

As for the variance, it took 15 years until the first analysis was obtained inde-
pendently by two group of researchers.

The first group consisted of P. Kirschenhofer and H. Prodinger who gave in
1991 a complicated analysis of the symmetric case (p = ¢ = 1/2) with explicit
expressions for involved constants and periodic functions; see [ 1].

Independently, P. Jacquet and M. Regnier analysed the general case (symmet-
ric and asymmetric case) but without explicit expressions for involved constants
and periodic functions; for their paper which appeared in 1988 see [9]. One year
later, they found some partial results on explicit expressions of involved constants
and periodic functions; see [!5]. Moreover, we should mention that apart from
the variance, also the limit law was derived in these two papers.

Recently, M. Fuchs, H. K. Hwang and V. Zacharovas [4] proposed a general
framework for obtaining asymptotic expansions of mean and variance of so-called
additive shape parameter in random tries with explicit expressions for periodic
functions in the general case. Their results apply to the size and we will introduce



some of them. First, we need the following notation

Z G(_1+Xk>€2kmx, if logp €Q7

lo,
FIE)@) ={ " B
lo
0, if lo§§ ¢ Q’
__ 2rkmi T : _
where x; = 357 when 2 ool = 7 with (r, 1) =
Theorem 1. The mean of the size in tries satisfies
E(N, 1
(n ) = E+%’[G§N)](rlogl/pn)+o(1), (1.1)

where GgN)(s) = —(s+ 1)I'(s) and h = —plogp — qlogq.

Theorem 2. The variance of the size in tries satisfies

V(N.) _ Gy (=) + Z(GYV](rlog, , n) + o(1),

n h
where
(N) P7 +¢’)
G5V (-1) + 22 Dy
7>2
1 4rjm? 1
—, f e €Q;
—{ hlogp ; sinh 3070 7 loBa
0, if 222 ¢ Q
and for k # 0 (when 2 logq € Q)
Xk + 3 1
601+ x) =l (-1 4 x0) (1= %22) = £ 500 + Dl +1)
€T
_ 9 Z (=17 + 14+ xu)T(G + xe) (@ + 1)
G+ + DA —prtt = g7t

Jj=1

Remark 6. From the above results, we see that in the symmetric case (p = ¢ =
1/2), the mean of the size is about 1.443n and the variance is about 0.846n. More-
over, in both cases the periodic function has a very small amplitude.



1.3.2 Number of 2-protected nodes in tries

We start with the definition of 2-protected nodes in trees: they are nodes that have
distance at least 2 from each leaf. In 2012, J. Gaither, Y. Homma, M. Sellke and
M. D. Ward [9] derived an asymptotic expansion of the mean of the number of
2-protected nodes in random tries. Soon after, J. Gaither and M. D. Ward [!5]
derived an asymptotic expansion of the variance as well.

Theorem 3. The mean of the number of 2-protected nodes in tries satisfies

EXS)  pg+1
n A

L+ Z[Gy")(rlog, ,n) + o(1),

where GgT)(z) is a 1-periodic function.
Remark 7. In [9], the above result was stated as

E(XS)  pg+1
n h

where ¢(logn) is a small periodic function (possibly constant). Note that the error
term is wrong and was corrected above.

— 1+ d(logn) + O(1),

Theorem 4. The variance of the number of 2-protected nodes in tries satisfies

v(x{)

- =c+te—cG+et f[GéT)](rlogl/p n) + o(1),

where GgT) (2) is a 1-periodic function, c4 is a constant (which is 0 when igg ¢ Q)
and cy, co and c3 are given by

1 <2p3q(2p2 — 2pg + 5p + 3) . 2p¢°(2¢* — 2pq +5¢+3)  pg PG

=— + LT
" h b+ 17 (q+1)7 [
2p 2¢ 1 p q )
- ——+ -+ h—-2 1— — ,
p+1 g+l 2 pq( p+1? (a+17
2 (P +¢)? 9 9. .
=— 1)) —— 1— -1
=7 ) )1_p]_q](pq+ P’¢*(j —1)7),
Jj=2
c _patl —1
3=, .
Remark 8. Again the above result was wrongly stated in [15] as
v(x"
% =c1 + ¢y — 3+ 01 (logn) — 2ca05(logn) — (52(logn))* + O(n~*).
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where 0;(logn) and d2(logn) are periodic functions with average value zero.
Apart from the wrong error term, the authors also forgot to pull out the (non-zero)
average value from —(d,(logn))?.

Remark 9. From the above results, we obtain that in symmetric case (p = ¢ =
1/2), the mean of the number of 2-protected nodes in tries is about 0.803n and the
variance is about 0.934n.

1.4 Additive shape parameters and main idea of the
analysis

In this thesis, our main goal is the analysis of the number of 2-protected nodes in
tries and PATRICIA tries. In fact, 2-protected nodes are just a special case of so-
called additive shape parameters. In [4], the authors proposed a general method
for the analysis of these shape parameters. We will explain the main ideas of
this method in this section. We start with a precise definition of additive shape
parameters.

Additive shape parameters of tries are parameters which can be computed re-
cursively by computing the shape parameter for the subtrees, adding them up and
adding a cost. More precisely, consider a random trie built from 7 infinite {0, 1}-
strings and denote by X, the additive shape parameter. Then, by splitting the trie
(see Figure 1.4), X,, can be described by

XS Xy + X2, +T,, (n>2), (1.2)

where X, has the same distribution as X, 7, is some fixed sequence of random
variables representing the cost, (X,,), (X) and (/,,, T,) are independent and I,, is
the size of the left subtree. Note that by the definition of the trie

n
Tnk = P(l,=k)= (k)pkqn_ky

or in other words, /,, has a binomial distribution with parameter n and p.

The method in [4] was devised for deriving asymptotic expansions of the mo-
ments of X,,. The method proceeds in five steps. The first step is to take moments
on both sides of the distributional recurrence for X,,. This gives a recurrence of
the following type

aApn = Z 7Tn,k(ak + anfk) + bn
0<k<n

for all moments, where b,, is a function of moments of lower order.



. . > =
splitting

Xn

Figure 1.4: Splitting the tree into three parts: root, left sub-tree and right sub-tree.

The second step is poissonization. For this step, define

n

f(z) :=e? Z an%, g(z) =€~ an%

n

Note that f (z) can be interpreted as a, with n replaced by a Poisson random
variable )V with parameter z, or more precisely,

f(2) = E(aw).

Now, from the following computation

f(z) =e F Z a—nz"

n!
Z Tnk(@k + An—k)
_ 0<k< B b
eyt ey
n! n!
n

n

n\ k n—k n\ .k n—k
:e—zz Z (k)p q' ak2n+6—zz Z (k)p q ' a”_kzn+§(z)
n 0<k<n n n 0<k<n n:
nfk
o—? p ak n—
- Z Z ! k (n— k:)'z '
k>0 (n—k)>0
o Cén n— ~
S S o
(n— k)>0 k>0
n—k
s p ag q n—
AP D (n—k)~ k
k>0 (n—k)>0
n—k k
—z q Qan—k n—k p_ k ~
+e Z Tl 2 - +g(2)
(n—k)>0 k>0



k n—k
— %07 b ak i —z pz q Up—k n_k ~
=e “el u 2+ e *eP Z —(n i 2"+ g(2)
k=0 (n—k)>0
—pz Ak —qz (n—k n— ~

=Y ) e Y a2y +4(2)

k! (n—k)!

k>0 (n—k)>0

= f(p2) + fg2) + 3(2),

we get a functional equation

F(2) = f(p2) + f(g2) + §(2).

This functional equations describes the moments when n is replaced by /N (this
is the so-called Poisson model, whereas the original model is called the Bernoulli
model).

The third step is doing Mellin transform on both sides of the above functional
equation; for an introduction into Mellin transform see Section 2.1. First, recall

AFe)is) = [ Fe) s
Then, we obtain
() 5) = A2 5]+ AT g2); 5] + A5
_ () 8] + a2 )+ A (2); 5]
Solving for . [f(z)] yields
Af(e)ss) = FEIEEL

The fourth step is using inverse Mellin transform
. 1 ~
F0) = g7 [ AUTCrslas
1 .

_ _/%[9(2);8]Z_sd8
2mi Jy 1—p=5 —q~* ’

and applying the converse mapping theorem from Section 2.1.2 to get an asymp-
totic expansion of f(z).

Finally, the fifth and last step is depoissonization which is based on the Poisson
heuristic

f(n) =E(ayn) ~ a,.

9



To make this step precise, we will use Cauchy’s integral formula

| ~
a, = s 2" et f(2)dz

27 |z|=r

and the saddle-point method; for details see Section 2.2.
Finally, we mention that all the above steps can be merged via

o M)
2mi Jy (L =p=* —q*)['(n+1-s5)

ds.

Qn

This integral is related to Newton sums and therefore Flajolet coined the term
Poisson-Mellin-Newton cycle for the whole cycle we just described; see Figure
1.5.

The above five-step procedure is well-suited for obtaining asymptotics expan-
sions of moments. So, for the variance, once could use it in order to first derive
asymptotic expansions for mean and second moment and then use the definition
of the variance

V(X,) = E(X2) ~ (E(X,)%

Note, however, that for the examples from Section 1.3, this leads to cancellations
since mean and variance are both of linear order and thus (E(X,,))? is of quadratic
order. The cancellations are not easy treatable in many examples as was, e.g.,
shown by P. Kirschenhofer and H. Prodinger in [ 1 1].

A better approach to the variance is carefully defining a poissonized vari-
ance in the Poisson model which already incorporates the above cancellations.
P. Jacquet and M. Regnier used the following

W(Z) = f2(z) - f1(2)2

as poissonized variance. However, for the parameters from Section 1.3, this still
leads to cancellations in Step 5 of the above procedure.

In a recent work by M. Fuchs, H.-K. Hwang and V. Zacharovas [&] it was
pointed out that a better choice of the poissonized variance for the examples from
Section 1.3 (or more general, for all shape parameters with linear mean and vari-
ance) is the following function

V(z) = falz) = [i(2)* = zf1(2)".

We will make use of this poissonized variance in our analysis of 2-protected nodes
in tries and PATRICIA tries; see Chapter 3 and Chapter 4.

10



Recurrence relation

{ An = Z Wn,k(ak I an—k) = bn

0<k<n

Poisson generating functionl

[ f(2) = f(pz) + flaz) + §(2) }

Mellin transform

[ A(eyis) = 7LD }

Inverse Mellin transform l

) 1 [ A[g(2);8]2~°

Analytic de-Poissonization l

_ n! —n—1 _zf¢
{ n = 5 2 "ref f(z)dz }-

|z|=r

Figure 1.5: Poisson-Mellin-Newton cycle.
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Chapter 2

Tools

In the previous chapter, we have presented the methodology which we are going
to apply in this thesis. Our methodology consisted of five steps, where we used
Mellin transform in the third and fourth step and analytic de-Poissonization in the
final step. The next two sections will be concerned with an introduction into these
two tools, for more about Mellin transform see [2] and for more about analytic
de-Poissonization see [4, 10].

2.1 Mellin transform

Hjalmar Mellin (1854-1933) was a Finnish mathematician and functional theorist,
he gave his name to the Mellin transform which is an integral transform that may
be regarded as the multiplicative version of the two-sided Laplace transform.

Mellin transform is often used in number theory and the theory of asymptotic
expansions, it is closely related to the Laplace transform and the Fourier trans-
form, and the theory of the gamma function and other applied special functions.

In applications, the Mellin transform is widely used in computer science, es-
pecially, in the analysis of algorithms because of its scale invariance property and
inversion theorem which will be introduced below.

2.1.1 Mellin transform and its inverse transform
Informally, the Mellin transform of a function f(z) is
+oo

Mf(x);s] = f(s) :== (z)z*dx.

0

12



The domain of the Mellin transform turns out to be a vertical strip in the complex
plane. Moreover, the Mellin transform has an inverse
1 c+i00
f@) =5 [ 5(sds

270 Jolino

In the sequel, we will use the notation («, 3) for the open strip of complex num-
bers s = 0 + it such that o < 0 < f3.
We now make the above precise.

Definition 1. Ler f(x) be locally Lebesgue integrable over (0,+00). The Mellin
transform of f(x) is defined by

+o0o
M f(x);s] = fr(s) = (z)z* dx.

0

The largest open strip {«, [3) in which the integral converges is called the funda-
mental strip.

The domain of the Mellin transform can be found with the following lemma.

Lemma 1. If

x—071 o T—+00 g
f@) " 0@, f@) =T 0E)
with u > v, then f*(s) exists in the strip (—u, —v).

Proof. Because of the decomposition [~ = fol + /;* and from the assumptions

fa)xs? 20" O(z*t*1) and f(x)z"! "= O(2*+°~1), so, in order that both
integrals fol and [ converge, u + o — 1 must be greater than —1 and u + o — 1
must be less than —1. Thus, —u < o < —v. 1

Example 1. The function f(x) = e~ has Mellin transform

+oo
M f(x);s] = /0 e "2* tdx = T(s). (2.1)

_ 0t _ _ ..
Moreover, we know that e * 27 1 and e T2 O(z7°) for any positive
y p

number b. So, the fundamental strip of the Mellin transform is (0, +00).

Next, we recall some basic properties of the Mellin transform.

13



Theorem 5. (Functional properties). Let f(x) be a function whose transform
admits the fundamental strip («, ). Let p be a nonzero real number and 11, v be
positive real numbers. Then we have the following relations:

By A f(pz); s] = p f(s), s € (o, B);
Fy: A" f(x);s] = fr(s+v), s€(a—v,[—v);

Fy: Mf(2?): 5] = %f*(%% 5 € (pos, pB);

F4://l[f(x)log$;s]:%f*(s), s € (a, B);
d
dx

Remark 10. By linearity of the transform and Fj, we also have

MY Meg(puw); s] = (Z ﬁ) g (s),

e M

Fs: M —f(x);s]=—(s—1)f* (s —1), se(a"+ 1,5 +1).

whenever £ ranges over a finite set of indices. Moreover, this formula can usually
be extended to infinite sums with the dominating convergence theorem.

Example 2. Consider the function

_ _ —2x —3x
f(x)—l_e_m e +e e+

which is of the above form with g(x) := e~*. Thus,

o= [ gtk s
0 k=1

_ (é k:‘5> ( /0 +oog(:1:)$5_1dx)
()T (s).

Finally, we give the inversion theorem for the Mellin transform.

Theorem 6. (Inversion).
(i) Let f(x) be integrable with fundamental strip {c, 5). If ¢ is between o and
and f*(c + it) is integrable, then the equality

1 c+ioo

Y [r(s)x™>ds = f(x)

2mi c—100

14



hold almost everywhere. Moreover, if f(x) is continuous, then the equality holds
everywhere on (0, +00).
(ii) Let f(x) be locally integrable with fundamental strip {c, ) and be of bounded
variation in a neighborhood of xq. Then, for any c between o and 3,
1 e+l + —
lim —— f*(8>$_5d82f(x0>+f<$0>.

TS50 270 J, g 2

2.1.2 Direct mapping and converse mapping

There is a very precise correspondence between the asymptotic expansion of a
function at 0 (and oo) and poles of its Mellin transform in a left (resp. right)
half-plane.

Before we state this correspondence, we recall some notation. Let ¢(s) be
meromorphic with pole at s = sq. Recall that ¢(s) admits near s = sy a Laurent
expansion

o(s) = Z cr(s — s0), (2.2)

k>—r

where r > 0 is the order of the pole. Also recall that Z cr(s — so)" is called
—r<k<-—1
the principal part of the Laurent series.

Definition 2. (Singular expansion). Let ¢(s) be meromorphic in ). A singular
expansion E of ¢(s) in  is a formal sum of all principal parts of all poles of ¢(s)
in Q). When FE is a singular expansion of ¢(s) in ), we write

o(s) = E (seQ).

Example 3. For instance, we have

(5_1)18—2)2X{(Sil)+2+3(5—1)+4(5—1)2+...] .
1 1
+{(3—2)2_(8—2)+1_(8_2)+”':|S:27 (s € C),

because

1 s—1 1 , ;

(s—1)(s—22 m+2+3(s—1)+4(s—1) 155 —1)3 4 -

and

1 s—2 1 1

G-DG-2F G- G-op Ao

15



Example 4. (The Gamma function). Recall that the Mellin transform of the func-
tion e~ " is the Gamma function

+oo
['(s) = / e "z du,
0

for Rs > 0. We know that T'(s) has poles at the points s = —m withm € NU{0}
and we have

T S
(5) m! s+m’
so that the Gamma function admits
I'(s) i Ehip s (s€C) (2.3)
5) =< s .
k' s+k

k=0
as singular expansion in C.

The function e* has a Taylor expansion at x = 0:

. (2.4)

e’ =

— (="
— R

k=0

There is a striking coincidence of coefficients in the Taylor expansion (2.4) of the
original function e~* and in the singular expansion (2.3) of the transform I'(s)

expressed by the rule
1

s+k
This is in fact a completely general phenomenon.

¥

Theorem 7. (Direct mapping). Let f(x) have a transform f*(s) with nonempty
Sfundamental strip («, [3).
(i) Assume that f(x) admits as x — 0% an asymptotic expansion of the form

flx) = Z cexrt(logz)* + O(27), (2.5)
((K)eA

where the (’s satisfy —y < —( < « and the k’s are nonnegative. Then f*(s) is
continuable to a meromorphic function in the strip (—, 3) where it admits the
singular expansion

o\ (—1)*!
INOESSY €k T CJFr (s € (=7, 8))

(¢,k)eA

16



(ii) Similarly, assume that f(x) admits as x — 400 an asymptotic expansion
of the form (2.5) where now < —( < —~. Then f*(s) is continuable to a
meromorphic to a meromorphic function in the strip (o, —7) where it admits the
singular expansion

o (=D o
FE<= Y cp g (5€ )

(¢,k)eA

Example 5. The function f(x) = (1 + z)~! has (0,1) as its fundamental strip.
The following two expansion

1 oot I st - 1 -
= — 1) ™ d T —1)" n
T2 Z( )'z™  an T2 nz:l( T

translate into

which is consistent with the known form,

Fs)=——x>" ED" (o)

sin s s+n
ne

Under a set of mild conditions, a converse to the direct mapping theorem also
holds: The singularities of a Mellin transform which is small enough towards
+i00o encode the asymptotic properties of the original function.

Theorem 8. (Converse mapping). Let f(x) have a Mellin transform f*(s) with
nonempty fundamental strip {«, (3).

(i) Assume that f*(s) admits a meromorphic continuation to the strip (~y, 3) for
some vy < « with a finite number of poles there, and is analytic on R(s) = 7.
Assume also that there exists a real number n € («, ) such that

ff(s)=0(s|™") with r>1, (2.6)

when |s| — oo iny < R(s) < n. If f*(s) admits the singular expansion for
s € (y,a),

1
f*(S)X Z d(ykm, (27)

(¢,k)eA
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then an asymptotic expansion of f(x) at 0 is

(1)t k-1 -
flx) = dc, z~¢(log ) +O(z™7).
P (e

(ii) Similarly, assume that f*(s) admits a meromorphic continuation to the strip
(o, 7y) for some v > [ and is analytic on R(s) = . Assume also that the growth
condition (2.6) holds in (n,~) for some n € {(«, 5). If f*(s) admits the singular
expansion (2.7) for R(s) € (n,~), then an asymptotic expansion of f(x) at oo is

-1 k—1
flz)=— Z dek (ﬁxf(log q;)k1> +O0(z ).
(Ck)eA
2.1.3 Some other properties

With the converse mapping theorem (Theorem 8), we obtain asymptotic expan-
sions of f(x) at 0 and oo under the condition (2.6). Now, we explain that the
condition can be modified such that the asymptotic expansions hold even in a
suitable region in the complex plane.

Theorem 9. If we change the condition (2.6) in Theorem 8 into
fr(o +it) = O(e™1M) with —m<f<m,
then the asymptotic expansions in Theorem 8 holds in the cone | arg(z)| < 0.

Such a result has the advantage that the asymptotic expansion for derivatives
of f(z) can be obtained from that of f(z) by differentiation (see [14]).

Theorem 10 (Ritt). Let f(z) be an analytic function in the cone |arg(z)| < 6,
where —m < 0 < ¢. Assume that

f(z) = O(=%)

for z in the cone with o € R. Then, in the slightly smaller cone | arg(z)| < 0 — ¢
with € > 0, we have

f'() = 0=,

2.2 Analytic de-Poissonization and JS-admissible func-

tions

In this section, we are going to describe the fifth step from the five-step procedure
from Section 1.4. Recall that for this step, we have to find a justification of the

18



Poisson heuristic

For this we need the following definition.

Definition 3. Let f(2) be an entire function. Then we say that f(2) is JS-admissible
and write f € _Z. (or more precisely, € /Yaﬁ , a, B € R) if for some
0 <0 <7/2and|z| > 1 the following two conditions hold.

(I) (Polynomial growth inside a sector) Uniformly for | arg(z)| < 6

f(2) = O(|2|* (log. [2")) , (2.8)
where log, x := log(1 + z).
(O) (Exponential bound) Uniformly for 6 < |arg(z)| < =
f(2) =€ f(2) =0 ("7F), (2.9)
for some ¢ > (.

Since the conditions of admissibility are strong, we can now indeed justify the
Poisson heuristic.

Proposition 1. If f € BN 5 » then ay satisfies the asymptotic expansion

i)
an = Z f7(n) 7;(n) + O (n*7* log” n), (2.10)

Al
0<j<2k J:

fork =0,1,..., where the 7;’s are polynomials of n of degree |j/2| given by

J . n! ,
7i(n) = E ( )(—n)—,‘, (7=0,1,...).
oergy \! (n=j+1)
Remark 11. Note that we have the identity

S

J=0

f(j)(n)
R (n)

for every entire function f (z); see [8]. Tt is the asymptotic nature (2.10) that
requires more regularity conditions.

19



Due to Proposition 1, in order to carry out the fifth step, we only have to
check JS-admissibility. Note, however, that f(z) is only given via the functional
equation

F(2) = f(p2) + f(g2) + 4(2).

Checking that f(z) is JS-admissible is reduced to checking the same for g(z)
because of the following result (the proof can be found in [4])

Proposition 2. Let f and g be entire functions satisfying

F(2) = f(p2) + fg2) + 4(2)

with f(0) given. Then
fe £ ifandonlyif gec 75

Remark 12. Proposition 2 is a generalization of the following real-valued asymp-
totic transfer (results of this type are often called master theorem in theoretical
computer science) : if

f(@) = flpx) + flgz) + §l),

where
3(x) = O(a"(log, 2)° +1)

with o > 0, then

O(z), ifa<1;
f(z) =< O(z*(log, z)°tY), ifa=1;
O(z*(log, z)?), ifa>1.

Finally checking JS-admissibility of g(z) is simple because of the following
closure properties (for the proof see [£])

Proposition 3. Let m be a non-negative integer and o € (0, 1).
(i)z" e e 75

(i)If f € 7.7, then Pf € ¢.7 for any polynomial P(z).
(iii) If f € F 7, then flaz) € 77

() Iff.ge FF thenf+Ge 7.

WIFF,5€ 7.7 then f(a2),5(1 —a)2) € 5.5,

i) If f € F 7, then fm e BB
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Chapter 3

The number of 2-protected nodes in
tries

Let X" be the number of 2-protected nodes in a random trie built from 7 records.
Then, we have, forn > 2,

T
X () 4 szi)la when [,, =1lor [, =n—1; G
! X4 x M= 1 otherwise :
In n—Ip ) 5

where notation is as in Section 1.4 and initial conditions are X(()T) =X 1(T) = 0.
Note that this can be rewritten to (1.2) with

1, otherwise.

Y

T — {O, when [, =lor [, =n —1;

3.1 The mean of the number of 2-protected nodes in
tries

Let a,, be the mean of the number of 2-protected nodes. Then, by taking moments
on both sides of (3.1), we obtain

n - n— n—
an = Z <k>pkqn Mag + an—i) + (L —npg"' —np"'q), (n>3).
0<k<n
Note that if we set

0, whenn =0 or 1;
b, =< 1—2pq, when n = 2;
~q, otherwise,



then, we have

a, = Z T (g + an_g) + bn, (n>0).

Next, we denote by f;(z) and §; (z) the Poisson generating functions of a,, and
b,,. Then,

fi(2) = filp2) + fi(gz) + 91(2),

where
~ —z b" n
gi(z) = e Z_rz
=
—z 1_npqn—1 _npn—lq n 7z1 — 2pq 2
R
n>3
. 1, npg" np"'q ,  1-2pq ,
s (SR e s e, Lo,
n>3 n>3 n>3
o Zn (qz)nfl (pz)nfl 9
- ¢ Zm—pz Z m—qz Z m—l—l—pqz
n>0 (n—1)>0 (n—1)>0

= e " (e* — pze®” — qze” — 1 + pgz?)

z

=1—e %+ pgzle* — pze P* — qze P,

The third step is applying Mellin transform. Therefore, observe that from
Remark 12, we have

= O, asz— oo;
hiz) = { O(z%), asz— 0%,

where ¢ > 0. Hence the Mellin transform of fl(z) exists in the strip (—2, —1).
Applying Mellin transform yields

) ),
Fl(T)(S> = %[fl(Z),S] = #s(_)q—s’

where

G (s) = M[G1(2); 5]

+00 +0oo
= / (1—e?)z* tdz —I—/ pge * 2" dz
0 0

—+oo —+00
—/ pe_pzzsdz—/ pe P*2%dz
0 0
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=—I(s) +pgl'(s+2) —p°I'(s+1) — ¢ °T(s+ 1)
=T(s) (—1 +pgs(s+ 1) —p s — q_ss) )
Because

() 2202 and §i(z) T2 0(20),

we get that G(lT)(s) has fundamental strip (—2,0). Plugging the expression for
GgT) (s) into the one for F; 1(T) (s), we obtain

(T)
f#%ﬁzyfgﬁ%; (3.2)
L(s) (=1 +pgs(s +1) —p~°s —q~°s)
1— pS —q® ’

In order to apply inverse Mellin transform, we have to understand the sin-
gularities of Fl(T)(s). Therefore, we need the following result on the zeros of
1—p=® —q7?%; see [3].

Lemma 3.1.1. The roots of 1 — p=° — q° are all simple and have the following
properties.

(i) There are no roots with R(s) < —1.

(ii) On the line R(s) = —1, the set of all roots is given by

{-1}. if 2 ¢ Q;
{~l+x: kel}, iE2eQ

(iii) If R(s) > —1, then the roots are uniformly separated, i.e., there exists an
€ > 0 such that for all roots s, and s9, we have that |s; — so| > €. Moreover,
1—p=%—q~? is uniformly bounded away from zero for all s having a distance
of at least £/2 to any root.

Now, recall that we know that GST) (s) exists in the strip (—2, 0). By the above
lemma, all zeros of 1 — p~° — ¢~° generate simple poles and thus Fl(T)(s) 1s
meromorphic in (=2, —1 +¢).

Let A = {A1, s, ...} be the simple poles of F\"(s)in —1 < R(s) < —1+e¢.
We know that all poles come from zeros of 1 — p~° — ¢~°. In order to compute
the residue, we let

1 a
= b A
T p—— S—)\k+ + c(s k) + ;
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where
. s — A\ . 1
a= lim —— = lim
soA 1 —p~ —q=°  s=xnpSlogp+ g *logq
1
~ pMlogp+qMlogg

Moreover, we have

G () =GP ) + G ) (s = M) + -

This gives the following singularity expansion of Fl(T) (s)

G(T)()\k)
F(s) =Y ’ — )7
1) — plogp+ g Togg "~

Now, we can apply Theorem 8. Note that assumption (2.6) of this theorem is
satisfied due to the following well-known decay property of the Gamma function

IT(c +it)| ~ V2r|t|o /2702, (3.3)

Applying Theorem 8 yields

= G (M) "
= — M 02179,
hz) ; plogp+ g logq o)

We let B C A be the poles with R(s) = —1. Then,

- (T)
fi(z) =— Z G (M) z =M

= p*logp + ¢+ logq

G ,
N Z =1 L1 k_))\*l 7N+ 0(7)
‘P logp+ gk logg

Because —R(\}) < 1, we obtain |z=*k| = o(z). Thus, by the dominated conver-
gence theorem

; G ()
filz) == g plogp - g wlogg. o(2)
G
plogp + qlogq

G
— E i lo 1 —l—( k>Ak S 2 4 o(2), (3.4)
sy P logp + g logg
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where

G (1) = lim T(s) (=1 +pgs(s + 1) —p~"s — g *s)

s——1

=pg+1—nh

with h = —plogp — qlog q. Observe that due to (3.3), (3.4) holds also in a cone
as explained in Section 2.1.3.

Finally, we apply depoissonization. Therefore, note that by the explicit form
of §1(z) and Proposition 3, we obtain that §;(z) € _# .7 and by Proposition 2,
fi(z) € _#.7 as well. Thus, from Proposition 1, we get the same result as already
stated in Section 1.3.2,

Theorem 11. The mean of the number of 2-protected nodes in tries satisfies
E(XS) pg+1—h
n K h
where for k # 0 (when ; logp €Q)

+ Z1G{")(rlog, ) + o(1), (3.5)

GO (=1 + xx) = D(=1 + xa)xxOxepg — pg — 1).

16]
14
121
10-
8_
61
4_
2
0.1 02 03 0.4 0.6 07 0.8 0.9

0.5
P

Figure 3.1: A plot of (pg + 1 — h)/h which is the average value of the main term
of E(X\")/n.

Remark 13. Comparing with Theorem 3, note that we also obtained an explicit
expression of the periodic function. This periodic function can be used to compute
¢y in Theorem 4. More precisely, the authors in [7] showed that ¢4 is the 0-th

2
Fourier coefficient of (55 [G{](r log, pn) ) . Thus, our expression above yields

2rjm? . 2
2rym
j : logp 2 2 J 2 2
pum— 2 1 .
Cq 2 <27”]7r2> (pq (logp) +pq + pQ+ )
ogp

j>1 smh
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Using Maple, we obtain for p = g = 1/2
¢4 ~ —6.8104084468540644133496087246209050829235209008368 - 10~ 1°

which is very small.

Remark 14. For a plot of the average value of E(XéT)) /n see Figure 3.1. Note
that the average value becomes minimal if p = ¢ = 1/2. This is intuitively clear
because in the asymmetric case nodes with one-way branching (which are all 2-
protected) become very likely.

3.2 The variance of the number of 2-protected nodes
in tries

We start by considering the second moment of x

take moments on the both sides of (3.1). This yields

. Therefore, we square and

E((X(1)? ZP[ —k( E(XD) + EXD, ) + B(T,|I, _k))
—Zﬂnk ) - E((X(T)k)Q)) +1—npg" ' —np" g
+2 Z s B(X{)E(XLD,)

+ Qank E(X) + B(X )BT, L, = k),  (n>3).

(3.6)
Next, we let s,, := E((X( )2 ). Then,
Sp = Z ’/ka(sk + Sn—k) + bn —+ 2 Z ’/kaakan_k
k=0 k=0
+2)  mnplas + an )BT, = k), (n>0). (3.7)
k=0

As before, the next step is poissonization. Let fg(z) be the Poisson generating
functions of s,,. Then,

fa(2) = fa(p2) + fa(a2) + 31(2) + 2f1(p2) fi(g2) + ha(2),
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where h,(z) is equal to

203 S mular + ani)E(T|L, _k)z—|

n>0 0<k<n

=2e™ " Z ( Z 7Tn,k(ak + an—k) - 7Tn,1(a'1 + an—l) - Wn,n—l(an—l + al)

n>3 \0<k<n

2
. z
+2e77 Y moplag + ay_)B(T,| I = B)or

0<k<2

. 2" _, z
=2e¢ Z Z Tng(ak + an,k)m — 2e Z(ﬂ'nyl + Tpn—1)(a1 + an,l)m

n>3 0<k<n : n>3
52
+ 2e” (7'('20 + 9 2)0/2 2'
—Z n— Zn
2T 3 (e
n>2 0<k<n P
—z n—1 n—1 Zn —z 22
— 27 (npg" ! + np" ') (ar + anfl)m —2e"m(a + a1)§
n>3 p :
n— Zn
=270 D P M ot i) g
n>0 0<k<n ‘ ’
ZTL
— 97 n—1 n—1 €
€ ;(pq +p"q)a 1(n_1)!
. . pz )”’
=27 > +2 D2 e T
n>0 0<k<n n>0 0<k<n
-1
_Z Z pzan— 1 _2 o Z qzn— 1 )
n—1>2 n—1>2
(qz (qZ)’“ (pz)" "
=2 —z
¢ Z ! (n—k)! 7w (n—k)!
E>0 n>k k>0 n>k
- (g2)"~ . (pz)" !
— 2e pzZanl( _1).—26 quan_l(n_l)!
n—1>0 n—1>0

=2f1(p2) + 2f1(g2) — 2pze ™ fi(qz) — 2qze~ " fi(pz).

Recall the poissonized variance from Section 2.2:

VD(2) = fol2) = fil2)? = 2f3(2)?

27
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which satisfies the functional equation

VI (2) = Vi (02) + VD (@2) + Vr(2) + 61(2) + 6al2),  (B.8)
where Vr(2) is given by

91(2) = 1(2)" = 231(2)"
=01(2) (1 = 31(2)) — 23 (2)"
=(1—e* +pgz"e ™ — pze P — qze %) (e

—z

— pqle ™ 4+ pre P 4 qze’qz)

—z (e_z + 2zpge* — pgzle ™ — pe PF 4 pPre P — qe ¥ + q2ze_qz)2

and ¢ () is defined by

hal2) = 201(2) (fi(p2) + fila2)) = 2204(2) (pfi(p2) + afl(a2))
=2/1(pz) + 2f1(g2) — 2pze ™ fi(qz) — 2qze™ % fi(p2)
—2(1— e +pgz"e”* — pze P* — qze %) (fl(pz) + fl(qz))
— 2z (e_z + 2pgze™* — pgzie — pe P 4 pPre P — qe” T + q2ze_qz)
- (PFiv2) + afi(a2)
=2(e™" — pgz’e " + pze P?) fi(pz) + 2(e * — pgzPe * + qze ) fi(qz)
— 2z (e_z + 2pgze™* — pgzle * — pe P* 4+ pPre PF — qe ¥ + q2ze_qz)
(pFip2) + afi(a2))
Finally,
62(2) = paz(fi(p2) = fi(a2))"

Before we apply Mellin transform observe that from (3.4) and Ritt’s theorem,
Vir(2) + ¢1(2) + ¢o(2) = O(2), as z — co.

Thus, by Remark 12, the Mellin transform of f/)((T) (z) exists in the strip (—2, —1).
Now, applying Mellin transform gives
(1 =07 =) AR ()5 8] = A [Ve(2)s 8] + M [61(2)55] + M [6(2); ).

We denote by G\ (s) = ®(s) + ®i(s) + Po(s), where &(s) = A[Vr(2); 5],
O (s) = M |[p1(2); s] and Py(s) = A [p2(2); s]. Then,

G(T)(s)
T
B = m
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where 3
O (s) o= [V (2); 8]

We next discuss the fundamental strip of GéT) (s). First observe that

~ ~ —b .
LORACRS et iangs

for arbitrary b > 0. Thus the fundamental strip of ®(s) and ®;(s) is (—2, 00). As
for ®5(s), it was proved in [4] that this function has fundamental strip (—2, —1)
and is analytic on the line R(0) = —1.

Next, we apply again Theorem 8 (that condition (2.6) is satisfied will become
clear from the explicit expressions for GéT) (s) below). This yields

PO - D 5 G5 ()

—g
— z +o(z).
plogp + qlogq p~logp 4+ g~ log q (=)

B\{-1}

Note that this again holds in some cone.
Finally, we apply the theory of JS-admissibility and obtain

VX)) GD(—1
<n ) _ 2}5 )+9[G§T>](rlog1/pn)+o(1).

We conclude this section by computing an explicit expression for

G\ (s) = ®(s) + @y (s) + Po(s)

at s = —1 + xx (note that only &£ = 0 makes sense in the case % ¢ Q)
First, we compute ®(s):

O(s) =M [Vr(2): 3]

“+o0o
:/ (1 — e 7+ pgte ™ — pre P — qze’qz> . (e’z — pgzle?
0

+oo
+pze P + qze_qz>zs_1dz - / 7(2)*2%dz
0

:P(S + 4) (_2—5—4p2q2)
+ (s +3) (20%(1 +p) % + 2pg* (1 + q) %)
+T(s +2) (=3pg + 27 Tpg = 27 %p T =270 )
+T(s+1) (P +q " =2p(1+p) " =2(1+q) ")

400
+T(s) (1-27°) — /0 d(2)*2dz,
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where [,"*° §{(2)?2°dz is given by

F(S + 5) (_2—8—5p2q2)
—D(s+4) (27’ +20°q¢(1+p) = + 2p* (1 + ¢) )

+ (s +3) ((2p2q +4p’q) (1 +p) 7 + (2p¢® + 4pg®) (1 + ¢)7°
4 2p2g? + 27 (P ) — 275 2pg 2—5—1p2q2>
+T(s+2) ((2p2 —4p?q) (1 +p) 72 + (2¢* — 4pg®) (1 + ¢)

=275 (" ¢ %) — 2% — 2pg” + 2_Spq>
FL(+1) (200 +27 (14T g ) = 2p(1 4 p) 7T = 201+ 9) )
(The reason why we do not plug the last integral into the above expression for

®(s) will become clear below.) In particular, when s = —1 + xj, we obtain the
following result: if k£ # 0

O(—1+ xx) =L@+ xx) (=277 %p?¢?)
+T(xe +2) (20%q(1+ p) 7> + 2pg® (1 + ¢) 72 7X%)
+T(xk + 1) (—3pg + 2 Xkpg — 271 7%)
+ D(xx) (1= 2p(1 +p) ™ —2¢(1 4 q) )

+oo
+ (e — 1) (1 —287%%) — / G (2)22 1 xedy,
0

andif k=0

2p%q 2pg* p’¢ 1
d(—1) = — g — 2 = —plogp—ql
(—1) (1+p>2+(1+q)2 pg —~~ +5 —plogp —qlogg

+oo
+ 2plog(1 + p) + 2qlog(1 + ¢q) — 2log 2 — / d(2)% 2z
0

Next, we turn to ®; (s) which is the Mellin transform of ¢, (z). We first rewrite
¢1(z) before we compute its Mellin transform.

¢1(2) =2 (e7% — pgz"e ™) (fl (p2) + fl(qZ)) +2pze P fi(p2) + 2qze % fi(qz)

—2:3.(2) (pf{ (p2) + qf{(fJZ))
@) () (=" & g~
=2 (% — pg2e ) (L /(_1_5) G (@) +4 )zwdw>

271 1l—pw—qgv
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1
9P [
+ee <2m'

G(T) —w—+1

/ 1 (w)p — Z_w+1dw
(c1—e) L=p™ —q

T —w

poee [ = / Gl w) 2

2 J g L—=p™ —q7"
L G (w)(p + g (—w)
—2g1(2) | — Zdw | .
210 J g 1—pw—qgw

Now, we shift the line of integration from —1 — ¢ to —oco. Note that G{"(z) has
poles at —2, —3, —4, - --. We set K1(s) := —1+4pgs(s+1) —p~*s—q *s. Then,
by using the residue theorem, we have

o (> 2 (1) Ki(=0(p + ¢")
¢1(z) =2 (7% — pgz’e ); i o — o V.

4+ 2e7P* Z (_1)6 Kl( g) E €+1 4+ 279 Z (_1)é Kl(_g)qe-i_l Zé—i—l

[ — I 0
& 0 1= & 0 1-p'—g
_ (=D Ki(=OL0" + ")
_29/1<Z)Z i 7
1 A 1—pf—gq
(=1 Ki(=0) - 2 2\ (vl 4 AN | —pr, b1 O]
=2 (ez—pqzez p'+q")2" + e PEpt
Rl e )0l +4)

e ()0 + )2 ).

Thus, its Mellin transform becomes

) =i
4 - 2 —z (4 0N L
—2; A [T (e = e 0 4

Pt L | gt L 91(2)5(17( i qé)z€> 51,

—1)" Ky(—¢ <, _o\ ol
:22( €!> 1—1p(é _)qg ((pe—i-qz)/o (e — pg2le )Z+z Ydz

>2

00 00
+ pé+1 / e*pzZerédZ + q€+1 / efqzzs+£dz
0 0

i) [ )
0
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(=0)
_22 gl 1_pe_

p ((Pe +q) (D(s +0) = pal'(s + £+ 2))

+p T(s+L+1)+q T(s+L+1)—L(p" +q") <2qu(3 +0+1)
+T(s4+0) —pgl(s +L+2) —p (s +£) — (s + £)
+p D+ 0+ 1) + gD (s + 0+ 1))) .

So, when s = —1 + &

—{
i (—1+ xx) 22 ﬁ 1_p€ >q <pq(p +¢ ) =D (e + £ +1)
0>2

+ (1= "+ ¢")2pa+p P+ ¢?)) T + 0)

+ (" + A=+ p P+ PO (e + £ — 1)) :

Remark 15. The reader should note that the above series representation does not
converge in the usual sense. However, convergence is granted if one uses Abel
summability and indeed the Abel sum gives the correct result (an explanation for
this will be given at the end of this section). Thus, from now on, convergence of
series will always be understood to be in the sense of Abel summability.

Finally, we consider ®5(s):
Do (s) =AM [p2(2); 5]
=M [pg=(fi(p2) — fi(g2))": 5]
-2 / MF02) — T2y ol = (o) — Fila2)) 15— wldw

g (1—w)G (w—1) (p — g
211 (_%) 1 — plfw — qlfw

) (’LU — S)GgT)(S — ?U) (pw—s—l o qw—s—l)
1 — pW—S _ qw—s
so, we know that when s = —1 + x;

pq P =q") (" —q")
Dy(—1 1—
(=1+xx) = omi /(%) (1 —pl-w — gl=w) (1 — pltv — q1+w)( w)

dw,

. GgT)(w -1+ w-— X;C)GgT)(—l —w + xg)dw
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27-(-2' (0)+ 1 _ pl—w _ ql—w 1 _ p1+w _ q1+w

G (w =11+ w = )G (1w )du

1 1 -
- 1~ w)GD (w1
270 0 1— pl_w _ ql_w( w) 1 (U} )

(1w = )G (=1 = w + i) dw
1 pl—i-w +q1+w )
* % (0)+ 1— p1+w _ ql—l—w (1 - w)Gl (w - 1)
(14w = xR G (=1 = w + xi)dw
::Pl —|— P27

where P, and P, is the first term and second term of ®5(—1 + x4), respectively,
and f<0>+ is the integral along the line R(w) = 0 with a small indentation to the
right at poles. In the sequel, we will mainly focus on the case }gﬁ € Q. The
irrational case is treated similarly.

By the change of variables w — Y — w and then by moving the line of
integration to the right, we have

p_ L [ (tw— )G (cw—1+x)(1-w)G w-1),
1=5 _ omltw . 414w w
27 J (o)~ 1—p q
1 T T
=~ 22 06 = DG (G~ D=1+ x-) G (-1 + xiy)
JEZ
1 Atw—x)G (w14 ) (- w)G w1
21 J o)+ 1 — pltw — gltw ‘

The last integral equals

1
5o [ (tw- )G (—w = 14 ) (1 — w)G T (w — 1)dw + Py
(0)*
Note that
1
ot fo, 0 Xe) G (—w = 1+ i) (1 = w)G (w — 1)dw
0

= / Gy (2)22 e,
0
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Combining these relations, we get

1
(=14 xa) =2Py = 5> 0~ DG (g = D=1+ x0-) 61 (<14 xey)

jez
+ / G (2)2 21 xedy,
0

where
1 Pl 4 gt -
2 21 (0)+ 1 — p1+w _ q1+w( w> 1 (w )

(14w — Xk)GgT)(—l —w + xx)dw.

Now, we shift the line of integration of P; from (0)* to co. Note that G (—1 —
w + Xx) has poles at w = 1 4 xx, 2 + Xk, 3 + Xk, - - - and recall that K(s) :=
—1+pgs(s+ 1) — p~®s — g~ *s. Then, by using the residue theorem, we have

—1)¢ p1+€+q1+z
P :Z ( g|) 1— pi+t — q1+eK1(£+ Xk = DEL(=1 = OT (0 + xx).
1 )

Now, we can return to GgT)(—l + xx). Putting everything together yields that
GéT)(—l + xx) for k # 0 is given by

(=1 + xk) + Pr(—=1 4 xu) + P2(—1 + X&)

=T(3+ xx) (=277 *p%¢?)

+T(xk +2) (2p2q(1 +p) 72X 4+ 2pgP(1 + q)_2_X’“)

+T(xk + 1) (—3pg + 2 Xkpg — 2717 X*)

+T(xe) (1= 2p(1 +p) ™ = 2¢(1 + ¢) %)

+ (e — 1) (1 —2"7%)

(-1 Ki(=0)

+2) T (P (= DP G+ £+ 1)
+ (1= +d")2pg+p T+ 7)) T + 0)

O =L p P PO (g 4+ £ — 1))

(_1)€ pl-i-f +q1+€
+2Z 1l 1_p1+e_q1+zK1(€+Xk_1)K1(—1—£)F(£+Xk)
>1 ’

1

=5 205 = DG (G = D=1+ xe- )G (-1 + ),

JEZ
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and for £ = 0, we obtain

2 P
— 2pq — e + 2plog(1 + p) + 2qlog(1 + q)

2p%q 2pq
G (1) =
> D=7 T e

1 Ki(—0)

— 4+ h—2log2+2Y (-1)'——2| (' +¢ -
+ 5 +h—2log2+ ;( ) _pg_q@<(p +Q)(pq€ 3pq
_p_£+2_q_£+2+1_€+p—£+2€+q—€+2€ 1

00 —1) (
1+€ 144
+t4q

+QZ 1_ 1+e_q1+zK(€_1)K1<_1_€)

>1

N % > 6= D606 = D=1 = )G (-1 = x;)

J€Z\{0}

1
_ - 1—h)2
h(pq + )

Finally, we further simplify the second last term of G5 (—1) (which we call M*).
M* is equal to

- > G- DG (g = D=1+ x)G" (-1 - xy)
JEZ\{0}
—— LS (= DK — V(=1 = ;) Ka(=1 = x;)T (g — DT(=1 = x;).
JEZ\{0}

We know that Ky (x; —1) = x; (pg(x; — 1) — 1) and K1 (=1 —x;) = x;(pa(x; +
1) + 1), So we can rewrite the previous expression into

S (pal — 1)~ 1 (i 1)+ DT + D).
JEZ\{0}

Next, recall that I'(1 — 2)I'(z) = 7/ sin w2z which yields
1
P>
JE€Z\{0}

1 Z X
h sin my;; (pq(xj ) )(pQ(XJ +y )
JEZ\{0}

e —— (pg(x; —1) — 1) x; (pa(x; + 1) + 1)
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Finally, we substitute M for x;, and obtain
ogp

2rjm? . 2
. 1 1 2rjm
M =-- > — < (P (1—) +p°¢% + 2pg + 1)
jez\foy sinh <m_7r> oep

logp

9 2y 2 im\ 2
lo
— 2y (P (=) +p%+2pg 1.
h = sinh (2’“ﬂ2> logp

logp

Overall, we have proved the following result,

Theorem 12. The variance of the number of 2-protected nodes in tries satisfies

VX)) G (-1
En) =% U | 216)r108,,m) + o),

where GS" (=1 + ) for k # 0 (when
L3+ xx) (—2_3_X’“p2q2)
+ Tk +2) (20%q(1 +p) 27X 4 2pg?(1 + ¢) 2 7X*)
+T(xk + 1) (—3pg + 27 Xpg — 271 7%)
+T(xk) (1= 2p(1+p) ™ — 2¢(1 + ¢) %)
+ (e — 1) (1 —2"7%)

2y L (pq<pf F @)= DTy + L+ 1)
£>2 ’

+ (1= + ) 2pg+p P+ ¢ ) Tk + £)

+ (@ + A=+ p T2+ g POT (g + £ — 1))

1 ~NY.
e € Q) is given by

(-1)* pltt4 gt
+22 Yl 1_p1+£_q1+gK1(€+Xk_1)K1(—1—@F(ﬁ—l—xk)
>1 :

1
=5 206 = DG 06 = D=1+ x—) G (=1 + i)

JEL
and GgT)(—l) is given by

9 P
— 2pq — e + 2plog(1 + p) + 2qlog(1 + q)

2p%q N 2pq
(1+p)3?  (1+4q)?
1 Ky (—(
+o h—2log2 +2 Z(—l)’f% ((p‘ +4q") (pqﬁ — 3pq

>2 1—=p
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B p_£+2 B q_£+2 N 1 -0+ p—é+2€ 4 q—é+2€ 1
o0 —1) /
1+€ 144
+4q
+2Z 1_ 1+£_q1+£K (= 1)Ky (=1 —0)

>1

1
_Z 1—h)?
h(pq+ )

1 4rjm? 5 o (27‘]’7?)2 9 )
: p°q +pg+1)"), f22ecQ;
hlogp jzz; sinh <212]g7;2) ( log p log g

0, i iogs £ Q
Remark 16. Comparing with Theorem 4, we obtained an explicit expression of
the period function and our expression of GéT)(—l) is also different. Thus, we
have GgT) (—=1)/h = ¢ + ¢3 — ¢ + ¢4 and this identity can also be proved directly
(however, the computation is long). More precisely, we have

0 92 2.2
Dq 4 Pq _2pq_%+2p10g(1+p)+2q10g(1+9)

et =e g

1 Kyi(—¢
+§+h—210g2+22(— Z%((pénLqé)(pqE—qu

£>2

ey 1—b+p 24U 1
0(e—1) /
1+e+ql+f
+22 & 1+€_q1+zK1(€_1)K1(—1—€)).

>1

Finally, we remark that if we consider the symmetric case (p = ¢ = 1/2),
our analysis will become much easier because ¢, (z) equals to 0. This yields the
following result with a somewhat different expression for the periodic function.

Theorem 13. The variance of the number of 2-protected nodes in symmetric tries
satisfies
v 6 (-
n log 2

where for k # 0 (when izﬁ €Q)

)

+

(G5 (r logy n) + o(1),

G (=14 x) =®(—1 + xx) + 1(—1 + xa)
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—T(xx +4)

3
#T00+3) (135 #2377 ) - Tl +2

256 128
3 —Xk—2 !
. 1_6+23 —§F(Xk+1)—P(Xk)_F(Xk_1)
(1) L+ 0 27
9 (e -1
P -2 ey

(2—z+1 _gttlp 0) +T(0+ xi) (1 — 9oty _ E))
+ T+ x5+ 1277 — 1))

and for k =0

T 905 _1 + K(Z+1) _|_ 2—E+1£ o
Gé )(—1) :——1—223(_1)Z 1_42—@+1 (ot e —1)
>2

-
0.9345 ”
0.8
0.93448
06 0.9344
0.93444
0.4
0.93442
0.9344
0.2
0.93438

0 T T T T T T T T T T T T T T T T T T 1
0 10 20 30 40 50 60 70 8 90 10 20 30 40 50 60 70 80 90 100
n

Figure 3.2: Left is a plot of V(XT(LT))/n for n = 1...100; right is a plot of the
periodic function of the main term in the asymptotic expansion of V(X,ST)) /n.

Remark 17. The above result gives

G (1)

0w 2 ~0.93443870447019249853567854477287881058274222497462 - - - .
0g
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which coincides with the result from Theorem 12 and the one from [7]; see also
Figure 3.2.

Remark 18. We now give an explanation why Abel summability gives the cor-
rect result in all the integral evaluations above. Therefore, consider the following
integral
1 I'(— nyr
1 [ Dlws DLW,
271 (0)+ 1—2w

All of the above integrals are of a similar type (only more involved).
Observe that moving the line of integration to infinity yields the divergent
series (with the usual notion of convergence)

(=D
yute-d (3.9)

>1

Thus, this step is not jusified. However, if we consider Abel summability then we
have to replace the above integral by

1 (= Hr
L[ Hcweliw) .,
o)+

2 = 4

with |z| < 1. Now, due to the appearance of x* which produces exponential
decay, we are indeed allowed to move the line to infinity and obtain

(=)',
IR i

>1

Consequently, we have the identity

L[ Dws DI 5 U

1— 2_£{L‘ .
£>1

271 (0)+ 1—-2w

Taking limits on both sides produces our original integral on the left-hand side
and the Abel sum of (3.9) on the right-hand side. This yields our claimed result.
Note that alternatively one could move the line of integration of our original
integral to —oo (this only works in the symmetric case; in the asymmetric case the
resulting expression would become much more complicated). Then, we obtain the

convergent sum
1 (_1)2—1
7" Z 20 1

>1
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Thus, we have the interesting identiy

1 (_1)6—1 (_1)6—1
§+Z 20— 1 _; 1—2-¢

with a rapidly converging series on the left-hand side and a divergent series on the
right-hand side (whose Abel sum equals the value on the left-hand side). We leave
it as an exercise to the reader to prove this identity directly.

3.3 Central limit theorem (CLT)

In this section, we are going to prove a central limit theorem for the number of
2-protected nodes. We will use the tools from [5] which can be applied to the
current problem. First, we have to show that the variance grows at least linearly
for n large enough. For this purpose, we recall the following proposition from [5].

Proposition 4. Let f,, be a sequence satisfying a recurrence of the form

n

fn:Z (?)qunj<fj+fnj)+gna (nZ 2)7

Jj=0

with fo = fi1 = 0. Assume that g,, is non-negative and g,, > 0 for some ny > 2.
Then, f, = Q(n).

From this proposition, we deduce the following lemma.
Lemma 3.3.1. We have that V(XT(LT)) = Q(n).
Proof. We first derive a recurrence for V(XfLT)). Therefore, set
Mo (y) = B+ =)

)

where a,, denotes the mean of XfLT . Then, from (1.2), we obtain

M,(y) = Z ﬂ'n’kMkMn_kE(e(Tn—(ln“rak“ranfk)|]n = k)
k=0

with n > 2 and My(y) = M;(y) = 1. Observe that

on = V(X)) = Ma(y)"y=o.
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Taking derivatives on both side of the above recurrence yields
0n =D munlop +on ) ¥y (022),
k=0
where 03 = 07 = 0 and
My = Zﬂ-n,kE((Tn —ap + ap + an_i)? L, = k).
k=0

From the expression of 7,, we see that ,, > 0 because of the square. Then, by
Proposition 4, either V(XV(LT)) grows at least linearly or is identical to 0. The latter

. T) . F e e e
case, however, cannot happen since X is easily seen to be not deterministic for
n>2. 1

Now, we can state the main result of this section (this result proves a conjecture
from [7]).

Theorem 14. We have,

X —B(x)

~4 N (0, 1),
V(X

d N 18 4
where — denotes convergence in distribution and N (0, 1) is the standard normal
distribution.

Proof. This follows from the above lemma and our expansions for the mean and
the variance from Section 3.1 and Section 3.2 by an application of the contraction
method along the same lines as in the proof of Theorem 2 in [5] (note that the the-

orem does not directly apply to the current situation due to dependency between
T,and I,). 1
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Chapter 4

The number of 2-protected nodes in
PATRICIA tries

Let X\ be the number of 2-protected nodes in a random PATRICIA ftrie built
from n records. Then, we have, for n > 2,

xP), when I,, = 0 or n;
XP) X Xﬁ)p when I, =1 orn — 1; (4.1)
X}n) + Xr(fj );; +1, otherwise,

where notation is as in Section 1.4 and initial conditions are X(()P) =X 1(P) = 0.

Again this can be rewritten to (1.2) with

0, ifl, €{0,1,n —1,n};

O L € { n n} 42)
1, otherwise.

We start with the mean. Note that we could in principle repeat the analysis of
Section 3.1. However, we do not have to do so due to the following relationship
between 2-protected nodes in tries and PATRICIA tries via the number of internal
nodes:

X =X - N, +n-1 (4.3)

n

Thus, we obtain the result for PATRICIA tries from the result for tries (Section
3.1) and the known result for the number of internal nodes (Section 1.3).

E(X") _E(XGT) BN 1 (4.4)

n n n n
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+1—h
T 7167 (rlogy , n) + o(1)

h
1 (N) !
=+ = ZG7|(rlog, ) —o(1) +1 =~
L G ) ol

where

Gi7(s) =G (s) = GYV(s)
=T'(s) (—1+pgs(s +1) — p’ss —q7%s) = T(s)(=s— 1)
=I'(s) (s +pgs(s +1) =p~°s — ¢ "s)
=I(s+1)(1-p*—q +pq(s +1)).

This gives the following result,

Theorem 15. The mean of the number of 2-protected nodes in PATRICIA tries
satisfies

E(x
BE) P 160 (rlogy ) + of1), @.5)
where for k # 0 (when }zﬁ €Q)

Ggp)(—l + Xk) = qu(Xk + 1).

0.363
0.34]
0.32]
0.30]
0.28]
0.26]
0.24]
0.22]
0.20]
0.18]

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
p

Figure 4.1: A plot of pg/h which is the average value of the main term of
E(X)/n.
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Remark 19. For a plot of the average value of IE(XT(LP))/ n see Figure 4.1. Note
that in contrast to tries, the symmetric PATRICIA trie now attains the maximum.
Again this is intuitively clear since in the asymmetric case most 2-protected nodes
come from one-way branching which have been removed.

Next, for the variance, we first point out that we can not use the same idea
as for the mean because of the appearance of the covariance of the number of
2-protected nodes and the number of internal nodes in tries.

So, we have to return to the analysis from Section 3.2. Due to similarities and
in order to keep the thesis short, we do not give details and only show results.

First, as in Section 3.1, one derives for the Poisson generating function of
mean (which we again denote by f;(z))

; 1 G (s)
e S= s & _ ]
ha) = o /_1_6 T—p~ ¢
where
GP(s) = (pgs+1—p~* — ¢ *)(s + 1)I'(s).
This is then used as in Section 3.2 to show that
G (—1+ xa) = B(=1 + x30) + &1 (=1 + xi) + Po(—1 + x1),
where
O(—1+ xk) =T+ xx) (—2727%p%¢)
+ Tk +2) (20%q(1+ p) 27X + 2pg® (1 + q) > Xk — 271Xk pg)
+T(xk + 1) (= 3pg — 2777 (1 4 2pg + p' X + ¢" %)
+2p(1+q)(1+p) X +2¢(1+p)(1 +q) ')
+ (C(xk) + T — 1)) (2(L+p)' Xk +2(1 4 g)' 7 — 20X
+( —9l- Xk)(pl Xk —l—ql Xk) _ 3)

—+o0
- / G (2)2 e
0

and [ §(2)22°dz is given by

F(8+5)( 277’
—T(s+4) (277" +20°(1+p) 7 + 2p0° (1L + )™ = 27 pg)

+T(s +3) (<4p3q —2p?)(1+p) ™% + (dpg® — 2¢3) (1 + ¢) 2

+2p2? + 27573 (ph S+ pt ) + 27572 (2pg — 1)2>.
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Moreover, the same as in the previous chapter, we set K1 (s) := (pgs+1—p~* —
q %)(s+ 1), so we have ®1(—1 + xy) is equal to

—1)¢ _
22 ( ﬁ) 1 [flp(e f)qe (19(1(29z +¢) (0=l (xe + £ +1)

+ ((pf + ¢ (0 —2pgl — p T — R — 1) + 1) I'(xk +0)

+(1-p =T+ — 1))

and ®o(—1 + xy) is equal to (in the case }2% € Q; a similar expression can be

: logp
given for the case T ¢ Q)

_1)f pl—i—Z + ql—‘rl
QZ( YAl 1_p1+e_q1+€K1(€+Xk_1)K1(_1_£)F(£+Xk)
>1

1
=5 206 = DG (0 = D=1+ x4 G (-1 + xiy)

j€z
+ / G (2)°z 1 TxRd .
0

Combining everything gives the following result.

Theorem 16. The variance of the number of 2-protected nodes in PATRICIA tries

satisfies
vix?) 6P (-1
( - ) . R IE ) + 9[Ggp)](rlog1/},n) + o(1),

where GS) (=1 + xx) for k # 0 (when 52 ¢ Q) is given by

log q
I3+ xx) (-2 %p’¢?)
+ Tk +2) (20%¢(1+ p) 727X 4+ 2pg?(1 + ¢) 727Xk — 2717 %)
+ 00 + 1) (= 3pg — 27779 (1 + 2pg +p' ™ +¢' )
+2p(1+q)(1+p) 7% +2¢(1 +p)(1+q) " 7%)
+ (D(xx) + Dl — 1)) (2(1 + p)' Xk +2(1 4 g)' X0 — 207
+ (1 =217 (ph Xk 4 ¢! k) — 3)

+2) CL_Ki(h (pq(p”qg)(ﬁ— D (xx + £+ 1)

o0 1—pt—¢t

+ (0" + g —2pgl — p~ 2 — g2 — 1) + 1) D(xp, + £)



_1)Z p1+[+q1+[
- 2; ( 01— pitt— q1+eK1(€ + Xk — 1)K1(—1 — g)p<g+ Xk:)
>1
1
=5 206 = DG 0 = D1+ x) G (1 xy)
JEZ

and Ggp)(—l) is given by

9 2p(1 + 2q(1 + 2p? 2pq?
_re 9, p+aq  20+p) 2 Pq

_.I_
4 2 1+0p 1+¢q (1+p)2  (1+4¢q)?

—1)'F (—( . . 1
+2Z%((ﬁ+q£) (1—19 g “2—6_—1+pq€—3pq>
>2

1 (—1)¢  pl+t 4 g1+t ey
+—+2 Ki(l—1)K(=1—-/{)— —
E—l) z; ¢ 1— pltt —gl+t 1 ) K ( ) h

1 4rjm? ol ™ 2r9m 2 9 o o
o > - N \ PO\ ey ) TPC ] i €Q
_ gp ‘7 sinh ( J ) gp

logp

0 iz ¢ Q

log g

Moreover, if we consider the symmetric case (p = ¢ = 1/2), we have again
the following result with different Fourier coefficients.

Theorem 17. The variance of the number of 2-protected nodes in symmetric PA-
TRICIA tries satisfies

v @ =
n log 2
where for k # 0 (when 22 ¢ Q)

logq

G(zp)(—l + xi) =P(—14 x%) + P1(—1 + xx)

_F(Xk: + 4) b —xk—3
L F - 2 . Xk
256 (o +3) | 155 3

7
-l +2) (— +2.37%72 9. 3—><k—1>

+ Z[G(rlogy n) + o(1),

16
— Tk + 1) +30(xxk) +30(xe — 1)) (2—2-37%)

1)E(0—1) (-1 + £ 4271
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Figure 4.2: Left is a plot of V(X,(ZP))/n for n = 1...100; right is a plot of the
periodic function of the main term in the asymptotic expansion of V(X,(ZP)) /n.

Remark 20. The above result gives

G (1)

on 2 ~ 0.03678391067977127535980507235349874149194893879 - - - .
0g

which is relatively small; see Figure 4.2. (This is intuitively clear since most
contribution for the number of 2-protected nodes in tries is coming from the nodes
with only one child and these nodes are removed in the PATRICIA tries.)

Remark 21. As for tries one could also proved a central limit theorem for xP.
However, we do not do this because we are going to prove a much stranger result
in the next chapter.
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Chapter 5

A bivariate central limit theorem

Here, we are going to show a bivariate central limit theorem for the number N,
of internal nodes and the number Xy(lT) of 2-protected nodes in a random trie. We
first need to compute the covariance. Therefore, recall from Chapter 4 that

XP) =X _ N 4n—1

Thus,
V(X)) = V(XD + V(N,) — 2Cov(N,, X{T).

n

Rewriting this gives

1
Cov(N,, X)) = A (VX)) + V(N,) — V(X)) .
Consequently, by plugging into this the result for N, from Section 1.3.1 and our
results from Chapter 3 and Chapter 4, we obtain

Cov(Nn, X§)  Hy(—1)
n N h

+.F [Ha|(rlog, s, m) + o(1),

where H (x) is some function. We state this as a theorem.

Theorem 18. The covariance of the number of internal nodes and the number of
2-protected nodes in tries satisfies

Cov(Nn, X5)  Hy(—1)

- L FL](rlog ) + o)

where

Gy (@) + G5 (x) = G (@)

HQ(I) = B

48



Next, we consider the matrix X, which is defined by

G0/t FIGN(rlogyyn)  Ha(=1)/h+ F[Ho(rlogy )
Hy(—1)/h+ Z[H)(rlogy,n) GV (=1)/h+ Z[GY(rlogy,n) |

We have to show that this matrix is positive definite for all large n. We first
show the following lemma.

Lemma 2. The correlation coefficient of Ny and X 4(T) is neither —1 nor 1.

Proof. If the claim is wrong, then we have a, b with Ny = a X iT) + b. By looking
at the two tries in Figure 5.1 this is clearly impossible. 1

Figure 5.1: The two tries of size 4 from the proof of Lemma 2

Lemma 3. For all n large enough, we have that X2,, is positive definite.

Proof. 1t is sufficient to show that det(X,,) > 0 for all n large enough. We will
show that in fact det(3,) = Q(n?). In order to show this, note that in the proof
of Proposition 3 in [5], the authors showed that the claim holds provided that the
correlation coefficient of /V,, and X is not in {—1,1} for all n > 2. Thus, the
claim follows from the previous lemma. 1

Consequently, we can consider >, Y2 for all n large enough. Our main result
in this section is the following bivariate limit law.

Theorem 19. We have,

_ Nn _E(Nn) d
5172 ( B E(X(T)) > — N(0, I),

where I denotes the 2x 2 unity matrix and N (0, I5) is the standard two-dimensional
normal distribution.
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Proof. This follows from the multivariate contraction method with a similar proof
as of Theorem 4 in [5]. 1

Note that this result implies the central limit theorem from Section 3.3. More-
over, due to the above relation between XT(lP), X,(lT) and [V, the result also yields
the following central limit theorem for the number of 2-protected nodes in PATRI-

CIA tries as consequence.

Theorem 20. We have,
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Chapter 6

Conclusion

In this chapter, we first summarize our main findings.

In 2012, J. Gaither, H. Homma, M. Sellke, and M. D. Ward [0] derived an
asymptotic expansion for the mean of the number of 2-protected nodes in random
tries. Recently, J. Gaither and M. D. Ward [7] also gave a similar result for the
variance and conjectured a central limit theorem.

The main purpose of this thesis was as follows: first, we re-derived (and cor-
rected) previous results by using a recent systematic method of M. Fuchs, H.-K.
Hwang, and V. Zacharovas [4]. Then, we proved the conjectured central limit
theorem. Moreover, we derived a bivariate central limit theorem for mean and
variance of the number of internal nodes and the number of 2-protected nodes in
random tries. This result contains the central limit theorem for PATRICIA tries.
Finally, we also derived asymptotic expansions for the number of 2-protected
nodes in PATRICIA ftries.

Overall, our results complete the analysis of the number of 2-protected nodes
in random tries and PATRICIA tries. The reader might wonder how about corre-
sponding results for the random digital search tree which was also introduced in
Chapter 1? In fact, the mean for this class of random digital trees was the first
instance for which the number of 2-protected nodes in random digital trees was
studied; see the paper of R. R.-X. Du and H. Prodinger [ |]. Moreover, asymptotic
expansions for the variance and a central limit theorem have been also derived;
see C.-K. Lee’s Ph.D. thesis [5].
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