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ABSTRACT

In this thesis, power-saving algorithms for multiple-input multiple-output (MIMO) orthog-
onal frequency division multiplexing (OFDM) systems are proposed. We design algorithms for
two cases individually: (1)channel state information (CSI) is available at receiver; (2)CSI is
available at transmitter. Besides, in order to extend the battery life of a mobile device, we
should reduce the total power consumption, which includes both transmit power consump-
tion and circuit power consumption. We aim to minimize the total power consumption while
meeting the data rate and bit error rate (BER) requirements. It is revealed in this thesis that
single-input single-output (SISO) system is preferable in small path loss situations, whereas
schemes with higher diversity order are preferable in large path loss situations. Moreover, it is
observed that the optimal transmit and receive schemes can be determined by path loss, thus

significantly reducing design complexity.
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Chapter

Introduction

Recently, there is an explosively growing interest on the topic of power-saving, as the issue
of carbon reduction and energy conservation has been brought to public attention. Hence,
the power-saving algorithms for communication systems have massively been investigated.
However, in traditional designs, most-attention was put on.minimizing the transmit power only.
In order to extend the battery life of a mobile device, not only transmit power consumption but
also circuit power consumption should be minimized. As pointed out by [1], [2], the traditional
belief that MIMO systems are ‘more energy-efficient than SISO systems may be misleading
when both the transmission energy and the circuit energy consumption are considered. Since
Shuguang Cui published [1], [2] in year 2004, numerous-power-saving algorithms that consider
both transmit power consumption and circuit-power consumption, e.g., [3], [4] have been
proposed.

Conventional adaptive modulation and coding Schemes (AMC) attempted to achieve the
highest data rate while keeping the error rate at or below a target [5]. However, the highest
data rate is sometimes over the budget actually required; therefore, it is a waste on power
consumption. From the power-saving point of view, we suggest to use the transmit and receive
scheme having minimum power consumption while meeting the target data rate and BER.

In this work, we propose power-saving methods and apply these methods to IEEE 802.11ac
which is a next-generation wireless local area network (WLAN) standard [6]. We define the
terminology total power consumption, as the summation of transmit power consumption and

circuit power consumption. Obviously, it is necessary to design an algorithm that jointly



considers total power consumption, data rate, and bit error rate (BER), for they are the key
features affecting users’ experience. With regard to this design, we considered two scenarios.
In the first scenario, we consider the case that CSl is available at receiver only. The total
power consumptions of different MIMO transmission schemes, such as space-time block coding
(STBC) and spatial multiplexing with different data detectors such as, zero-forcing (ZF),
minimum mean square error (MMSE), and maximum likelihood (ML) can be evaluated at
receiver. Afterwards, the transmit and receive scheme with minimum total power consumption
is selected and used for transmission. In the second scenario, we consider the case that CSl is
available at transmitter. Thus, pre-coding and power loading schemes can be used to minimize
the transmit power while meeting the BER constraint. Furthermore, we used a global search
method and complexity reduction methods-to find the suitable transmit and receive antennas

so that the total power consumption can be reduce.

1.1 |IEEE 802.11ac WLAN

The next-generation standard IEEE 802:11ac, which is referred as the very high throughput
(VHT) WLAN system-[6], is regarded as the extension of /lEEE 802.11n [7]. In the two
standards mentioned above, OFDM is adopted as the major'modulation scheme. Comparing
to 802.11n in the 2.4 GHz band, 802:11ac provides five-fold increase on single-user throughput
in the 5 GHz band. The new technologies'in 802.11ac should be considered as extensions of the
physical-layer techniques pioneered in 802.11n, including more antennas, more spatial streams,

wider channel bandwidth, and larger modulation size [8].

1.1.1 Multiple Antennas and Multi-User MIMO

802.11n defines up to four transmit and receive antennas and four spatial streams, while
802.11ac further defines up to eight transmit and receive antennas and eight spatial streams.
In addition, 802.11ac, for the first time in 802.11 standard employs downlink Multi-User MIMO
(MU-MIMO) technology which allows simultaneous transmission from one access point (AP)

to multiple stations (STAs). The maximum throughput of MU-MIMO is promising to reach



more than 1 Gbps [9]. It is worth to mention that the standard adds several further constraints
on MU-MIMO: no more than four clients can be targeted simultaneously, no client can use
more than four streams, and all streams in a downlink MU-MIMO transmission must use the

same modulation and coding scheme (MCS).

1.1.2 Channel Bandwidth

It is clear that wider channel bandwidth allows higher throughput in the wireless communication
systems. For 802.11n the maximum channel bandwidth is 40 MHz, the channel bandwidth is
extended to 80 MHz and 160 MHz in 802.11ac. Especially, the 160 MHz bandwidth channels

are defined as two contiguous or non-contiguous 80 MHz bandwidth channels.

1.1.3 Modulation and coding schemes

Building on the modulation, BPSK;,-QPSK;16-QAM, and 64-QAM of 802.11n, 802.11ac now
extends the modulation up to 256-QAM. This means that each-symbol represents one of
256 possibilities onthe constellation. Although the complexity of modulation and detection
is increased, the number of bit number per-modulation symbol also increased. In 802.11ac
standard, 256-QAM, with code rate 3/4 and 5/6 are added as optional modes in MCS. Table
1.1 is the MCS of 802.11ac, and Table 1.2 summarizes the mandatory and optional features
of IEEE 802.11ac.
Table 1.1: Modulation and coding schemes of IEEE 802.11ac

MCS index \ Modulation type \ Coding rate \ Throughput

0 BPSK 1/2 6.5 ~ 65 Mbps
1 QPSK 1/2 13 ~ 130 Mbps
2 QPSK 3/4 19.5 ~ 195 Mbps
3 16-QAM 1/2 26 ~ 260 Mbps
4 16-QAM 3/4 39 ~ 390 Mbps
5 64-QAM 2/3 52 ~ 520 Mbps
6 64-QAM 3/4 58.5 ~ 585 Mbps
7 64-QAM 5/6 65 ~ 650 Mbps
8 256-QAM 3/4 78 ~ 780 Mbps
9 256-QAM 5/6 180 ~ 866.7 Mbps



Table 1.2: Mandatory and optional features of IEEE 802.11ac

Feature \ Mandatory \ Optional
Channel Bandwidth 20, 40, 80 MHz 160, 80480 MHz
FFT size 64, 128, 256 512
Modulation BPSK, QPSK, 16-QAM, 64-QAM 256-QAM
MCS 0-7 8,9
Spatial streams 1 2-8 (Support MU-MIMO)

1.2 Pre-Coding MIMO System

In the past few decades, MIMO techniques have been extensively studied to improve the
capacity and/or diversity gain. Spatial multiplexing is a common technique which attempts to
increase capacity by transmitting multiple bit streams on parallel MIMO channels [10]. Besides,
if CSl is known at transmitter side, spatial-multiplexing with linear pre-coder is employed by
multiplying spatial stream vector by-a-pre-coding.matrix which is adjusted according to the CSI.
The pre-coding matrices can be designed based on different criteria, including minimizing mean
square error [11], [12], maximizing signal to interference-plus-noise ratio (SINR) [13], [14],
or minimize BER [15]. 'In [16], the authors developed an unifying framework to consider
optimizing the MSE, "the SINR, and the BER-directly by majorization theory [17]. Clearly,
it is not practical for typical pre-coding design that needs the complete knowledge of CSI. A
multi-mode pre-coding method that can design the pre-coder with limited feedback is proposed

in [18].

1.3 Thesis Organization

In this thesis, power-saving algorithms are proposed in the consideration of two different
scenarios including channel state information at receiver (CSIR) and channel state information
at transmitter (CSIT). In Chapter 2, the model for power consumption, MIMO-OFDM, and
pre-coded MIMO-OFDM systems are introduced. In Chapter 3, a power-saving algorithm with
CSIR is proposed. In Chapter 4, we consider the CSIT case, a pre-coding scheme is used

to reduce the power consumption. Additionally, some complexity reduction methods are also



described. Lastly, conclusion is drawn in Chapter 5.
Throughout this thesis, we adopt the following notations. Matrices and vectors are denoted

by capital and small boldface letters, respectively. Iy is the N x N identity matrix;

|l is
the two norm. tr(-), E(-), and DFT (-) are the trace operation, expectation, and discrete
Fourier transform, respectively. ()™ and (-)" represent the transpose and conjugate transpose

(Hermitian) operators, respectively.




Chapter 2

System Model

2.1 Transceiver Front-End Structure

The transceiver front-end structure [2] of total power consumption is depicted in Figure 2.1,

where N; and N, are the numbers of antennas at transmitter and receiver, respectively. The

XN,
(Pre-coded) Mixer PA
OFDM. —)[ DAC ]—)[ Filter Filter >
Modulation
Signal |
LO
xN,
LNA Mixer

O OFDM
’ (X) Filter ]—)[ ADC ]— Demodulation
A

(and Decode)

LO

Figure 2.1: MIMO-OFDM transceiver front-end structure.

baseband (pre-coded) OFDM modulation signal is first sent into the radio front-ends whose
number is proportional to the number of transmit antennas. Then the baseband signal is
converted into an analog signal by the digital-to-analog converter (DAC), then filtered by the

low-pass filter, and modulated by the mixer. The modulated signal is then filtered again,



amplified by the power amplifier (PA) and finally transmit to the wireless channel. On the
receiver side, the RF signal is first amplified by the low noise amplifier (LNA), then filtered
by the filter, and down converted by mixer. The down converted signal is then filtered again
before converted back to digital signal by analog-to-digital converter (ADC). Finally, the signal
can be demodulated and decoded digitally. Besides, we assume that the local oscillator (LO)
is shared among all the radio front-ends at transmitter and receiver.

The total power consumption P,:s can be divided into two main components: the power
consumption of all the power amplifiers Pps and the power consumption of all other circuit

blocks P.. Therefore, the total power consumption can be denoted as

]Dtotal — PPA + Pc- (21)

The power consumption of power-amplifier Ppa depends on the transmit power P, and a

parameter « (o = 1);:which is theinefficient factor of power amplifier, i.e.,

PpA = oth (22)

The circuit power consumption P is given by

P. = (Poac + Prii_t + Prixet) - Ne +2Pro+ (Bina + Prixer + Pil_r + Panc) - Ny (2.3)

where Ppac, Pﬁl_t, P

mixerr 110 Pinar Pri_» and Pppe, are the power consumption for DAC,

filter at transmitter, mixer, LO, LNA, filter at receiver, and ADC, separately. For simplicity,
we combine the parameters which is proportional to transmit and receive antennas, namely,

Pe +x and Pc_rx , respectively, and the circuit power consumption can be reformulated as

P. = Pc_vx+ N¢+ Pc_rx - Ny + 2P 0. (2.4)



2.2 MIMO-OFDM Signal Model

Consider a typical MIMO-OFDM system, where the block diagrams of transmitter and receiver

are shown in Figure 2.2 and Figure 2.3, respectively. N, N,, and N are the numbers
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Figure 2.2:-MIMO-OFDM transmitter model.
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Figure 2.3: MIMO-OFDM receiver model.

of transmit antennas, receive antennas, and subcarriers in an OFDM symbol, respectively;
besides, we use n:, n,, and k as their indexes.
For a multipath channel with N, pathes, we let h(*") = h[()”f»”t) hgnhnt) hg\?:f{)

denote the multipath channel impulse response (CIR) between (n,,n,)"" transmit and receive



antennas. The discrete Fourier transform (DFT) of h(™™) is denoted as
DFT {h(""} = | oo prlnend o prloen | (2.5)
The OFDM frequency flat response matrix at subcarrier k can be written as
HIELI) HLELNt)
HOD L g0

For subcarrier k, a MIMO-OFDM system receive signal vector r, € CV ! is described as

1 = /D H S Ty (2.7)
T
where py is the power:of subcarrierk; s, = |:S|((1), ) ¥ sﬁN“)} is the transmission symbol vector,

Ngs is the maximum-number of spatial streams, and 4 is used as the index of spatial streams.
We assume each symbol s(kl) is zero-mean, unit-power, and uncorrelated with each others,
T
. . . H _ “, . o 1 NI’ .
thus the covariance matrix of s, is E [sysi'|. = Ly Additionally, ny = [nl(( ) nd )} is a
zero-mean complex Gaussian, noise vector, the covariance matrix of n, is E [n,nf| = 2281, .

The block diagrams of the transmitter and the.receiver of a pre-coder MIMO-OFDM

system is illustrated in Figure 2.4 and Figure 2.5, respectively. The pre-coding operation is

4 N ~
1 S/P H IFFT | : | P/S

- \"?‘r

N

symbol Per-coder .

Mapping W, .

N
N, 5/P IFFT ]:‘:[
\. J ¥
N

Figure 2.4: Pre-coded MIMO-OFDM transmitter model.
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Figure 2.5: Pre-coded MIMO-OFDM receiver model.

equivalent to multiplying the transmission symbol'vector by a pre-coding matrix Wy € CNex Vs

Therefore, the receive signal vector can be written as

1, = /P HWis, + n,. (2.8)

Afterward, the equalized signal vector-y, € C"*! is obtain via multiplying the the receive

signal vector by decoder matrix Dy € CN*Ms je.,

10



Chapter

Optimal Design to Reduce Total Power

Consumption with CSIR

In this chapter, we would like to propose a power-saving method, assuming the CSl is available
at receiver, and the selected transmission scheme information can be perfectly fed back from
receiver to transmitter. The design goal is to minimize the total power consumption (2.1)-

(2.4), while meeting the bit rate and BER requirements.

3.1 Problem Formulation

Contrary to conventional adaption modulation and coding methods that attempt to achieve
highest signaling rate while keep the error rate at or below a target [5], we suggest that for the
power-saving point of view, suitable transmit and receive schemes that have minimum power
consumption while meeting the target signaling rate and BER should be employed instead.

In our formulation we would like to guarantee that the system bit rate satisfies the target
bit rate. We first define the bit rate as R = N - ¢ - B - r, and we hope the bit rate is larger

or equal to the target bit rate Ry. So, the bit rate constraint is formulated as
Nss-q-B-r= Ry (3.1)

where ¢ is the bit number per (2%-ary) modulation symbol, B is the bandwidth, and r is the

11



code rate.

Besides, BER is a significant factor in communications, i.e., poor BER leads to either
throughput reduction or additional retransmissions which strongly affect users' experience.
Thus, in our formulation, the average BER is restricted to a target BER. The general form of

29-ary QAM modulation BER [21] on subcarrier k is denoted as

BERy, = ,Q <1 Mg cq> , (3.2)

where

1 Jforqg=1,2
a, =723 (3.3)

(1 — 57 )~ otherwise

\/2 Jforg=1.2
¢, =3 (3.4)

25’31 , otherwise

and v, is the received SNR (%)
We hope the average BER on 'a OFDM symbol is less than or equal to the target BER 7,

and the BER constraint.can be formulated as

1 N-1
-, > BERy, <7 (3.5)
k=0

Finally, the optimization problem that minimizes total power consumption while meeting

the bit rate and BER requirements is formulated as

min  Protal = aNp + Pc_1x - Ny + Pc_grx - Ny + 2P0

st. Ng-q-B-r=Rqy (3.6)
1 N=d
~ > BERy, <7
k=0
where Ppp = aNp is the term of power of PA, and transmit power is the summation of

power for all N subcarriers. Here, the transmit power of each subcarrier is the same, i.e.,

12



pi =pj, Vi # j. Thus the subscript k of py is omitted, and P, = Z]k\;l P = Np.

We will separately calculate the required total power consumption of different MIMO trans-
mission schemes (STBC and spatial multiplexing) with different data detectors (ZF, MMSE,

and ML) to satisfy the constraints of (3.6).

3.2 STBC and Spatial Multiplexing Signal Model

3.2.1 STBC Signal Model

STBC is a way to incorporate spatial and temporal signal processing for transmitters and
receivers with multiple antennas and can get the diversity gain without getting the channel
information from receiver. .In this scheme, data symbols are sent in blocks with a spatial
orthogonal design instead of individual. On the other hand, the receiver combine the signal in
adjacent time slots to produce the original symbols.

For Alamouti STBC [19], two data signals are sent by two transmit antennas in two time
slots (the code rate = 1) and the codeword can be written in'a compact matrix form:

S1 S0 73S

s = - X = (3.7)

Sg Sg 187

For the Alamouti 2 x 1, the block diagram is shown at Figure 3.1, and the receive signals

h].].
) hes 3
STBC Encoder :
STBC

Symbol

mapping Decoder

Figure 3.1: Alamouti 2x1 STBC block diagram.

in the first and second time slots are given as

ro=r(t) = \/%hllsl 4 /%thQ +m (3.8)
t t

13



L
Ny

L

ro=r({t+T)=— N
t

h118§ —+ h125>1k + No, (39)

respectively, where rq, 15, ny, and ns are the receive signal and noise at first and second time
slot. Besides, we divide the transmit power by N, to normalize the transmit power.
The effective receive signal vector 1 is the combination of receive signals in the first and

second time slots, i.e.,

h h s n .
_ — /> S I Rl RIS ) /%Hs—i—fl (3.10)
r t iy —hi| | s, nj ‘

On the other hand, when the Alamouti STBC 2 x 2 is considered, the block diagram is

=
<
_
3

N %

shown as Figure 3.2, and the receive signal of the first receive antenna in the first and second

~N

h
STBC Encoder I > |

P STBC
‘*1}_}[‘*’1 _-‘:2] Ih—“) Decoder
Sy Sy 8]

Figure 3.2: Alamouti 2x2 STBC block diagram.

Symbol
mapping

time slots are given as follows

o= BT L s +0f? n
rél) =t +T) = ey %husi + \/%hmsf + ngl)a (3.12)
t t

where the superscript denotes the receive antenna index.
For the first receive antenna, we combine the receive signal of the first and second receive

time slots, i.e.,

-1 ™ p b Mo 51 ”gl) D o1 -1
) = == + = /—HWYs + W (3.13)
(1) Ny |1« n;(l) N,

* *
Ty 12 —hi So

Apparently, the receive signal of the second receive antenna in the first and second time

14



slots and the receive vector can be given in the same way, i.e.,

o = r00) = \[Fosos + [ Zhias 314
t t
r$? = r®t+T) \/7h 155 + \/%hggsi‘ +n (3.15)
t t

P
N,
@)
r h 2
o= || = % 2 :,/%H@)Hﬁ(?) (3.16)
7";(2) tlhsy —hs *(2 ‘

We combine the signal vectors of two receive antennas; the overall effective receive signal

vector can be written as

O E 5 |HO| |5, a0
r = s — + =/ N Hs+n (3.17)
AL N g@| |, 722

e
hyy s n( )
- HW his —ht () ny
H=| . H and n = = |
H® hor g n® n§2)
hio —h3 ”;(2)

The general form of Alamouti STBC effective received signal vector T € C?¥*! can be

P=, /%tfls—l—ﬁ (3.18)

where H € C2NxMt g e CNex1 e C2Nrx1,

written as

We multiply the the received signal by Hermitian of the effective channel matrix. Due to

the orthogonal design, the resulting signal y is derived as

“H~ D FHT H p rTH
=H"% =,/ ~H"'Hs+H"n=, /= H 1
y N, s + NtCs+ n (3.19)

15



where

H'H= > > |k [Tz = (To. (3.20)
n,=1n=
Nr Nt
(= | o | (3.21)

From (3.19), the SNR (%) of the Alamouti scheme which is the power of signal term

divided by ¢ and the power of noise term can be derived as

I RS e ey
: q-E[HﬂHﬁH?] ¢N.E [tr(ﬂHﬁﬁHﬂ)] (3.22)

_ p¢r (I3) L PN
gNgtr (NoCT3) N NoB

SNRy, =

We now extend STBC to three transmit antennas and less than or equal to three receive
antennas [20] with the following codeword "which delivers four valid symbols within eight time

slots; therefore, theicode rate r= 1/2.

51
Syl =8y =53 Sa ST 8y, —s3 —s)
82
S = > X =5 s S5, —s; S5 s st —si (3.23)
S3
Squ.—S, S, S, S5 —s; ST s
S4

The effective received signal can be gotten similarly to Alamouti STBC:

~ P & ~
=, /—H 24
r=,/ oN, s+n (3.24)

where T € C8V*1 H e C8V4 g e C4! and i € C3V*! Besides, we divide the transmit
power by 2N, for normalization.

For different number of receive antennas, the decoded signal y can be written as a general

_ P % L
—H" =, | L A"Hs + H'n = [ L¢s + AM 3.25
y oN, s+ NtCSJr n (3.25)

form:
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where
N

r

N
H=2> > |hyn'Ta = 2(L. (3.26)
=1ln=1

s

N, N
- Z
n,=1 :

The SNR of the STBC using three transmit antennas can be derived as (3.27), which is

identical to Alamouti STBC

SNRyy = Yoo = E [H %(sﬂ _ 2pC°E [’ir (SSH)]~
q-E [HHHﬁH?] A [tr <HHﬁﬁHH)] (327)
2pC*tr (Ig). . . pCN

gN:tr (NoE2¢Ty) -~ gN: NoB’

where

nnt

H M?

N,
S22
3.2.2 Spatial Multiplexing Signal Model

For the spatial multiplexing transmission schemes, systems can support higher bit rates due to
the multiple spatial channel.. That is, the spatial multiplexing' model can use less modulation
size to achieve the bit rate constraint. It is known_ that lower modulation size has better
BER performance (3.2)-(3.4). For the traditional belief that better BER performance leads to
better (lower) transmit power consumption, we will inspect the power consumption of spatial
multiplexing transmission in this section.

Spatial multiplexing MIMO detectors including ZF, MMSE, and ML are introduced in this
section. In order to adjust the transmission power to meet the BER constraint, we derive
the demodulated signal and the received SNR of each detection scheme. First of all, for the
zero forcing demodulated signal at subcarrier k, the demodulated signal is that multiplying

the received signal (2.7) by a zero forcing equalizer which is the pseudo inverse of the channel
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matrix, i.e., H} = (HEHk)*1 H{!. The demodulated signal is derived as

1
Y= lek = (HEHk) H! (vpH,s, +1n,) (3.28)

~1
= Vs + (HH,) ™ H'n, = \/ps, + Hin,.
The transmit signal can be detected while accompanying with a noise enhancement term. It is

obvious that SISO system is a special case of ZF whose channel matrix is a scalar. In addition,

the received SNR of ZF is derived as

sNRe -~ Bl p- Bt sy}
ko Tha = 2] L aHETH
q-E [HHknkH } q-E {tr [Hknknk H, }}
= AEAT] (3.29)
0.t | NG 5 (R )~ T, () | '
pN N

il ]

-1
Secondly, for the MMSE equalizer at subcarrier k, i.e., W = (HEHk + —'BI) HE

NO
p-N

the equalized signal at subcarrier k is given-as

Y = W,r, = W, (y/pH,s, +n,)
(3.30)

= /DSt /P (W H,_=T)s ~W,n,,

where \/DSk, \/ﬁ(Wka —I) sk, and W, n, are the signal term, interference term, and noise

term, respectively. The received SINR of MMSE equalizer can be further derived as

- E [|vpsi]’]
S|NRk,q = Tkg = q- E [“\/ﬁ(Wka _ I) sy + WknkHZ}
_ p-tr [INSJ
q {E [H\/ﬁ(Wka —1I)s, 2} +E [||Wknk”2]}
_ P N
q {p - tr [(Wka -I)(WH, - I)H] + Nogtr [W W] }

(3.31)

Lastly, we consider the ML detector. Particularly, ML detector is not a linear detector;

therefore, we approximate its BER by the distance between the nearest two receive signal
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vectors, i.e., dimin = /P Ming 2 IH,s; — Hysj|| Vij s;,s; € {symbol set}. We note that
dk.min is the minimum distance respect to the symbol set s;, S| € CNsx1 at subcarrier k, where
the symbol set is consisted by all the possible transmit symbols. As the result of the detection
error is most likely to occur in the minimum distance case, the BER for subcarrier k using

29-ary modulation can be approximated by

1 Y
BERy, = — —min 32
ka qQ AN, - B (332)

3.3 Solving Problem

To solve the optimization problem in (3.6), the total power consumption of each transmit and

receive scheme in Table 34 is evaluated at receiver side::moreover, the scheme with minimum

Table 3.1: Transmit and receive schemes for CSIR case

Transmit scheme Receive scheme
SISO N =1
: N, =1
Alamouti STBC N =2
N, =1
STBC (N, =3) Ng=2
N, =3
ZE(N,)
Spatial Multiplexing(2V,) = MMSE(N,)
ML(NV,)

power consumption is selected and fed back to the transmitter. Recall the optimization problem
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(3.6), and it can be further reformulated as

min ]Dtotal = O{Np + PC_TX . Nt + PC_RX . Nr + 2P|_o (3333)
N;,N,Ngs,q,p

st. Ns-q-B-r= Ry (3.33b)

| N
N Z a,Q (, [Yeq * cq) <n , for STBC, Spatial multiplexing (3.33¢)

k=0

1°G1 2 N

sl Semin "X for ML 3.33d
&t W s (3:334)

Discrete variables (N,, N,, N,

ss!

r, and ¢) are determined first in this problem. Assuming

certain transmit and receive schemes. are decided; meanwhile, N,, N,, N, r, and F; are also

ss?

decided. Finally, ¢ can be decided by satisfying the bit rate.constraint, i.e.,

(3.34)

Then, For each scheme, the minimum required transmit power p that satisfies the BER con-
straint (3.33c), (3.33d) is calculated by using a numerical root-finding method, where d,
and 1, are both functions of p. The total power consumption is then calculated by adding
the power of circuit and power amplifier. Under the comparison of total power consumption
for each scheme, a scheme with the minimum total power consumption is regarded ar the best
solution of the optimization problem. Finally, the transmit messages (transmit scheme and

transmit power) are fedback to transmitter.

3.4 Simulation Results

In this section, the simulation results of the power consumption performance and the trends of
proposed method in CSIR scenario are presented. We assume that carrier frequency and symbol
timing are perfectly synchronized and power amplifiers, DACs, and ADCs do not cause signal
distortion. The simulation parameters of the MIMO-OFDM system are listed in Table 3.2. In
the simulations, the indoor channel model class B [22] is used and the power consumption of

transceiver front-end elements [2] are listed in Table 3.3
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Table 3.2: System parameters.

Parameters Values
Carrier frequency 5 GHz
Bandwidth 80 MHz
FFT size 256
CP size 64
TX antennas 3
RX antennas 3
Ny —174 dBm/Hz
Distance 10 m
Path loss exponent 3.5
Target BER (1) 1073
Target bit rate (R,) 320 Mbps
Simulation runs 1000

Table 3.37 Power consumption parameters.

Parameters Values

Q 28.5
Poac 1.9 x 10719 x B(W)
Papc 2.3 x 10710 % B(W)

Pr_+ = Py 2.5 mW
Piser 30.3 mW
Pro 50 mW
PLNA 20 mW

3.4.1 Power Consumption Performance in CSIR Scenario

Figure 3.3 shows the circuit power consumption of each transmit and receive scheme. The Fig-
ure 3.3 indicates that the circuit power is proportional to the total number of active antennas.
Naturally, SISO scheme has the least circuit power consumption, and the schemes with three
transmit and receive antennas have the largest circuit power consumption. Figure 3.4 shows
the power of power amplifier of each transmit and receive scheme. It is clearly mentioned that
power of power amplifier is depended on the transmit power. SISO and ZF have especially high
transmit power because they have low SNR caused by noise enhancement. Besides, MMSE
equalizer considers both noise and interference, so it has better performance comparing to ZF.

Lastly, ML detector has the relatively good performance in spatial multiplexing case, for ML
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is optimum in terms of minimizing the overall error probability. On the other hand, in term of
STBC, the transmit power of STBC using three transmit antennas are generally higher than
Alamouti STBC due to their difference of code rate. Figure 3.5 summarizes the total power
consumption of each transmit and receive scheme and the proposed method. Without doubt,
the proposed method has the minimum total power consumption. In addition, Alamouti 2 x 2

has the minimum total power consumption among all evaluated schemes.
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0.05 -

> % V > V YV 0 >

,;\~ ,;\- (:,;\- -\— -\~ <<’+ \'-\- \:,;\-

/\% A \3&: QD

Q@s%s\&

0.5
0.45

o
™~

Circuit power (W)
o o
o [\S] w
_

Figure 3.3: Circuit power of each transmit and receive scheme in CSIR case.
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Figure 3.4: Power of power amplifier of ‘each transmit and receive scheme in CSIR case.
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Figure 3.5: Total power of each transmit and receive scheme in CSIR case.
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3.4.2 Trends in the Power Saving Algorithm in CSIR Scenario

When we consider the OFDM transmission, the small scale effect is averaged over all subcar-
riers. That is, path loss is actually the decisive factor of transmit power. We now simulate
the optimum selection of our algorithm based on different path loss, including transmission
schemes, diversity order, and numbers of transmit and receive antennas. From Figure 3.6, we
can see that one transmit and receive antennas are used in the small path loss scenario and
two transmit and receive antennas are used when the path loss grows up. We can also see
that only SISO system or Alamouti STBC is used in this simulation. To sum up, SISO and
Alamouti STBC systems dominate in our proposed algorithm; besides, larger antenna size are
preferred in large path loss scenario because more-antenna number can provide higher diversity
gain to combat the poor SNR caused by path loss.“In Figure 3.7, the total power consumption
of each scheme grows exponentially when the path loss increases. As expected, the proposed
method has the minimum total power-consumption. Additionally, in comparison to the existing
schemes, SISO is preferable for small path loss cases, Alamouti 2 X 1 is preferable for medium
path loss cases, and Alamouti 2 X 2 is preferable for large path loss cases.

Because path loss is actually the decisive factor of transmit power, receiver can determine
transmit and receive schemes simply according to the path loss.  For example, in our simulation,
the path loss is about 116.24 dB. According to Figure 3.6, Alamouti 2 x 2 STBC system
is recommended. Consequently, we can.see in- Figure 3.5 the total power consumption of
Alamouti 2 x 2 system is lower than other existing schemes and actually not so far from the

proposed method.
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Chapter I

Optimal Design to Reduce Total Power

Consumption with CSIT

In this chapter, there are two assumptions in our design. Firstly, we assume the CSl is available
at transmitter. Secondly, the designed message can be sent from transmitter to receiver via a
perfect feed-forward link. Based on these assumptions; a pre-coder can be designed to minimize
the total power consumption, and then the decoder information is.sent from transmitter to

receiver.

4.1 Problem Formulation

As we mentioned at Chapter 2, for the pre-coded MIMO-OFDM system on subcarrier k,
the general form of decoded signal can be written as (2.9). In our formulation, we redefine
the pre-coding matrix, Wk, and the decoding matrix f)k. The demodulation signal can be

reformulated as

The pre-coding matrix includes antenna selection matrix, A, pre-coder weighting matrix, W,
and power loading matrix, P,. Besides, the decoding matrix includes antenna selection matrix,

B and decoder weighting matrix, D, i.e.,

W, = AW, P, (4.2)
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f)k - BDk, (43)

where

W, = {W(kl), , W(NSS)} k=0, N —1 (4.4)
P S .-
A = diag <a(1), . a(Nt)> , a™ef{0,1}, n,=1-- N, (4.6)
B = diag (b(l) b(Nr)) . b™ef0,1}, n,=1,---,N, (4.7)

Pk—dlag(\/]:7 <A/ N) k=0,---,N—1 (4.8)

W, € CM*N= and D, e C*M="3re the pre-coder-and decoder weighting matrices. A €
ZN>Ne and B e ZN N are the transmit and receive antenna selection matrices. The diagonal
elements (™) and b=) are either1-or-0, for representing the active or inactive of the antennas.
Lastly, P, € RV=*Ns is 'the power loading matrix. The diagonal element p(ki) is the transmit
power of spatial stream i on subcarrier k.

The demodulated signal can be further denoted. as (4.9), where H, = BH, A is the

composite channel matrix according to the active antennas and n’, = Bn, is the effective

noise vector according to the active receive antennas.

y, = DIBH, AW, P,s, + DBn,
(4.9)
= D{'H, W,P,s, + D{'n’,
Recall the power expression (2.1)-(2.4), the transmit power is denoted as the summation
of all transmit power on subcarriers and spatial streams, and the circuit power is according to
the number of active transmit and receive antennas. Finally, the total power consumption can

be further formulated as

-1 Nss Nt Nr
Ptotal = Z zpk <Z a’(nt)> ’ PC_TX + (Z b(m)) ’ PC_RX + 2PLO (410)

k=0 =1 nt=1 ne=1

The optimization problem for minimizing total power consumption while meeting the bit
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rate, spatial streams, and BER constraints can be formulated as:

N-1 Ne N N,
min - Py = o 2 ZPS) + (Z a(m)) “Pec_rx + <2 b(n')> Pc_rx + 2P0

k=0 =1 ng=1 ny=1

st. Ng-q-B-r= Ry

Nt Nr (4.11)
1 < Ng < min { Z al™), Z b("f)}

ny=1 ne=1
1 Nl "
NV > ) BER) <7
SS k=0 i=1

4.2 Solving Problem

For solving this problem, we first decide the active transmit and receive antennas, then we use
the decided antennas to design pre-coder and decoder weighting, and the power loading. In

brief, the optimization problem is-solved in following three stages:
1. Antenna selection
2. Pre-coder and decoder weighting design
3. Power loading

In order to clearly express the problem-solving process, we introduce the problem-solving pro-

cess in the order of 2 — 3 — 1.

4.2.1 Pre-coder and Decoder Weighting Design

In order to minimize the transmit power while meeting the BER constraint, we first maximize
the SNR of each subcarrier. For the OFDM transmission, each subcarrier encounters inde-
pendent channel fading. Maximizing the SNR of individual subcarrier implies to maximize the

SNR of overall OFDM symbol. Therefore, the optimization problem for maximizing SNR is
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formulated as

H 2 p— .. J—
onax tr {|DiH W, [*}, k=0, N —1

k7 k

st [wlP=1, i=1 N, (4.12)

[dP2=1, i=1,-- Ny

According to [16], to maximize SNR, W, and D, should be the matrices consisted by right
and left singular vectors corresponding to Ny largest singular values of H_,, respectively.
We employ the result of pre-coder and decoder, i.e., the result of (4.12) into (4.9). The

MIMO channel is decoupled into parallel spatial channels, and the equalized signal y, is now

yi =D{H W P,s, + Din' = 5P,s, + i,

/ ~(1
p1(< )UIE )31(< )4 # ( ) (4.13)

pl((Nss)o_IENss) (Nss) £ n(Nss),

where X, = diag (Uél), \\ ,JlEN“)) is'a diagonal matrix and o is the singular value of H,.

The SNR of subcarrier k and spatial stream ¢ using 2%ary modulation is given below.

1) 2(z
oSt

O _
SNl —aic="

(4.14)

We also recall the BER formulation(3.2)-(3.4). The The BER of subcarrier k and spatial

stream ¢ using 29-ary QAM modulation is given below.

BER g =0 Q(«/’ykq q)

where
1 ,forg=1,2

4(1 - &) ,otherwise
q
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V2 Jforg=1,2

3q
291

, otherwise

4.2.2 Power Loading

After the pre-coder and decoder weighting design, we have maximized the SNR of each sub-
carrier. We now design the power loading matrix P to minimize transmit power while meeting

the average BER constraint. The optimization problem of power loading is formulated as

N-1Ne
min pl(f) (4.15a)
) :
Dy k=0 i=1
Lo Al Na o
s.te BER,” <7 (4.15b)
NNes (S it /
p =0, (4.15¢)

For simplicity, we combine the subcarrier-and the spatial stream indexes (k and i) in to m,

m=0, --- , NN — 1, the problem is reformulated as

NiNs— L
min 4.16a
ni mZ::O Prm (4.16a)

1 N Ngs—1 p NO-2 CQ

1. At | < 4.16b
s R mZ:O a,Q P n ( )
Pm = 0. (4.16¢)

We solve the optimization problem by the aid of Lagrange multiplier. The Lagrangian

function is defined as

NNg—1 NNg—1
ss 1 ss pmNO.rQnCZ
L({pm}) = Z Pm+ A NN Z g Q MqN—OBq =N, (4.17)
m=0 S m=0

where )\ is a Lagrange multiplier associated with the BER constraint. The result of % =0

is derived as
pmNomed MNo_a.c
m 2gNgB — m 949 0< gNNSS_]- 4].8
VPm € NN_/37qNyB’ m (4.18)
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The value at the left-hand side of (4.18) is sensitive to pn,,. For the sake of increasing the

convergence rate, we take natural logarithm on (4.18):

1 Np_o2c? M No_a c
21 _Fm7m7g _ m 99 0<m<NN, -1 4.19
3 P TN M\ NN VBTN ) m (4.19)

P IS calculated using a numerical search method, and the detail procedure is shown in Algo-

rithm 1.

Algorithm 1 Transmit Power Minimization Algorithm

Input: \©, j =0
1: repeat

22 form=0: NNs—1do
] . 1 Npmaracg - MDDV Ng,a,c
3: Pm — {pm|§ hlpm + 2gNoB "~ In NNSS\/quJ\t/{oé
4:  end for
1 N Nes—1 PhNoZcs
5 BERw, = yi- Y 14,0 L

6: Check the BER constraint(4.16b) with BER.,,
7. Adjust AUTY by Algorithm-2-and Algorithm 3
8 J=J+1
9: until Stopping criterion is met

Output: {p*}

Algorithm 2 and Algorithm 3 are inspire by the intermediate value theorem [23], which

states that:

Theorem 1 (Intermediate Value Theorem). consider an interval I = [a,b] in the real numbers

R and a continuous function f(I) — R. Then, if u is a number between f(a) and f(b), i.e.,

fla) <u< f(b) or f(b)<u< f(a)

then there is a c € (a,b) such that f(c) = u.

Algorithm 2 is a coarse tune of the BER. It iteratively times or divides the current Lagrange
multiplier by 2 until finding the lagrange multiplier A\na and A\nin so that their corresponding

BERs are smaller and larger than the target BER 7, respectively.
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Algorithm 2 Coarse Tune of the BER
Input: BER.,,, A¥) = Aey, and j =0

1: repeat

2: if BER.,, <7 then

3: Amax = @)

4 AUHD = \0) /2

5. else

6: Amin = AU

7 AG+HD = 9220)

8: endif

9: update BER,,, with \U*D
10 g=7+1

11: until A\, and A are found

According to Theorem 1, we canfindja A* € (Amin, Amax) Whose corresponding average

BER equals to 7. Therefore, we use Algorithm 3 “an iteratively fine tune process, to find \*.

Algorithm 3 Fine Tune of the BER
Inpu‘:: BERcurv )\(0) — )\curv )\maXy >\minv and .7 =0

1: repeat

2: if BER., < n then

3 >\ma>< - )\(J)

4 AGHD) = A

5. else

6: >\min == /\(j)

7 /\(j+1) _ ,\(j);)\max

8: end if

9: update BER,, with AU+Y
10: =7+1

11: until Stopping criterion is met

4.2.3 Antenna Selection

We note that {a(™}, {b(")}, N, and g are discrete variables, so we use global search methods

to decide these variables. The optimization problem for finding discrete variables is formulated
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as

N-1 Ny N N,
min a 3P+ DT AP gy + > 0P gy + 2P (4.20a)
{a(nt)}7{b(nr)}’NSS,q k=0 i=1 ne—1 -
s.t. Ne-q-B-1r= Ry (4.20Db)
N N,
1 < Ny < min { Z a(™, Z b(”f)} (4.20¢)
ntil nrzl
| N1 o
BER?) <. (4.20d)
NN é) ; e

In this problem, we hope to find the best active antennas and the transmission scheme that
minimize the total power consumption.. Exhaustive search is a method to get the global opti-
mum solution of the optimization problem. However, the complexity of selection of antennas
and spatial streams grows exponentially when the number of antennas increases. Exhaustive
search is therefore computational -prohibitive. Hence, we use genetic algorithm (GA) [23] to
solve the antenna selection problem.

To solve the problem by GA, we first define the variable set x = ({a("t)} , {b("f)} , Nss, q),
which is called “chromosome.” « We then randomly generate [, chromosomes as the initial
population set P(0) = [xgo) A\ X(LO)}. Weuse go= 1,--+,G and [ = 1,---, L as the
indexes of generations and‘chromosomes. For g'" generation,the population set can be written
as P . We define the total ‘power consumption of xl(g) as Piotal <xl(g)), and we also define

f (xl(g)> as the “fitness” of each chromosome:

f (Xl(g)> = max Fiotal (Xl(g)) — Piotal (Xl(g)> . (4.21)

=1, L

Naturally, the larger the value of the fitness represents the better the solution is. We then
use “roulette-wheel scheme” to select the chromosome. The selected probabilities probl(g) are

proportional to their fitness, i.e.,

/)

2 <Xz(g)>

prob!?) = (4.22)
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Then, the selected chromosomes are “evolved”, which includes “crossover” and “mutation”
operations into next generation.

Crossover: Randomly takes a pair of selected chromosome, called “parent,” and then
randomly exchange their parameters to generate a pair of “offspring.”

Mutation: Randomly changes each variable with a given probability, it is used to prevent
the solution fall into local optima.

After several generations, a relative best solution would be regarded as the solution of GA.

4.3 Complexity Reduction by Antenna Number Selection

Although using GA to select the active antennas can provide a good power consumption
performance, we now propose a method which has similar performance to GA but a significant
reduction on complexity. As previously mentioned, antenna selection is a method to choose
suitable transmit and receive antennas that maximize overall channel gain. However, when
we consider the OFDM transmission, the channel-gain is averaged over all subcarriers; the
advantage of antenna selection is not obvious. As the result, we propose a method that has
similar performance as GA but it hassignificant reduction in complexity. We then modify the
problem by deciding “how many antennas shall be active” instead of “which antennas shall be

active.” The problem can be reformulated as

N—1 N

nt_actvg}_iarclt g @ kZZO ; pl((i) + n_act Pe_1x + Mr_act Pe_rx + 2P0 (4.23a)
s.t. N -q-B-r= Ry (4.23b)
1 < Ny < min {n_act, Mr_act} (4.23c)
Nt act = 1, , IV, (4.23d)
Ny act = 1,--+, N, (4.23e)
! NZWZ BER! < (4.23f)

NN k=0 i=1 e =1 .

where ny_act and n, 5 are the numbers of active transmit and receive antennas. Transmitter

evaluates the total power consumption of all the case of antenna number pairs, for which
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transmit and receive antennas are randomly assigned. Transmitter selects the minimal total
power consumption one as the solution of the optimization problem and then sends the decoder

information (receive antenna indexes and weights) to receiver.

4.4 Simulation results

In this section, the simulation results of the power consumption performance and the trends of
proposed method in CSIT scenario are presented. We assume that carrier frequency and symbol
timing are perfectly synchronized and power amplifiers, DACs, and ADCs do not cause signal
distortion. The simulation parameters of the MIMO-OFDM system are listed in Table 4.1. In
the simulations, the indoor channel model class B.[22] is used and the power consumption of

transceiver front-end elements [2] are listed in Table 4.2

Table 4.1: System parameters.

Parameters Values
Carrier frequency 5 GHz
Bandwidth 80 MHz
EET size 256
CP size 64
TX antennas 3
RX antennas 3
Ny =174 dBm /Hz
Distance 10 m
Path loss exponent 3.5
Target BER (n) 1073
Target bit rate (R,) 320 Mbps
Simulation runs 1000
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Table 4.2: Power consumption parameters.

Parameters Values

o 28.5
Poac 1.9 x 10710 x B(W)
Papc 2.3 x 10719 x B(W)

Pr_+ = Pa_, 2.5 mW
Phiser 30.3 mW
PLO 50 mW
PLNA 20 mW

4.4.1 Power Consumption Performance in CSIT Scenario

Figure 4.1 shows the circuit power ‘consumption of ‘each transmit and receive scheme. SISO
system has the minimum circuit power consumption due to the minimum active antenna
numbers it has, on the other hand,-schemes,with.maximum active antenna numbers (MIMO 3 x
3) have the maximum circuit power consumption. We conclude that circuit power consumption
is proportional to the total number of active antennas. The power of power amplifier of all
transmit and receive-schemes (are-shown in Figure 4.2. It is clearly that power of power
amplifier depends on the transmit power. The evidence that transmit power is relative to its
diversity gain can be seen in Figure 4.2. The schemes‘with rare diversity gain (SISO, spatial
multiplexing) require especial high transmit power, whereas schemes with higher diversity
order require less transmit power. Figure 4.3 summarizes the total power consumption of each
transmit and receive scheme and the proposed methods. It is clear that exhaustive search is
the global best solution of antenna selection problem, and GA is a suboptimal one. In addition,

the result of antenna number selection method is not so far from the GA.

36



0.5

0.45

0.4

0.35

0.3

0.25

0.2

Circuit power (W)

0.15

0.1

~?
N

S & N> g

05&"&"&
Vo4 4

l S SR L L &

DD
4 Y‘\‘;’ %‘9" ,e.‘s ‘\‘9 e.% ,e.‘n
>

%G’
) ) Vv
D

‘9

& &
w\\*,,;é

Figure 4.1: Circuit power-of-each transmit and"receive scheme in CSIT case.
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Figure 4.2: Power of power amplifier of each transmit and receive scheme in CSIT case.

37



4.5

B Power of power amplifier
4
B Power of circuit
3.5
‘g‘ 3
5
2.5
3
0
a
1.5
1
0.5
0
% NS o PSP T TP TP T S S TR TR ZEA LA T
;\L e ) ) d 4 4 v v 4 4 4 i o ‘4 a4 4
o & & TN
PO A A A e S s
» &
3 &
& &
(\’b
o‘é\
v.

Figure 4.3: Total power of each transmit and receive scheme in CSIT case.
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4.4.2 Trends in the Power Saving Algorithm in CSIT Scenario

For the previous point of view, it is clear that the small scale fading effect of OFDM trans-
mission is averaged over all subcarriers. That is, path loss is actually the decisive factor of
transmission power. We now simulate the trends of spatial streams, diversity order, and num-
bers of transmit and receive antennas of different path loss. As shown in Figure 4.4, schemes
with small number of active antennas are preferable in the small path loss cases. This is be-
cause in these cases, SNR is good enough that no extra diversity gain is required and a small
number of active antennas are sufficient. On the other hand, when the path loss becomes
large, system suffers from the poor SNR. Therefore, larger antenna number is needed to pro-
vide higher diversity order. Besides, the number of spatial streams is always one. It is easy to
understand that schemes with diversity gain are preferred in this algorithm. For Figure 4.5, the
total power consumption grows exponentiallyjwhen the path loss increases. It is obvious that
the antenna number selection method has the minimum total power consumption. Besides,
schemes with low diversity order outperform in small path loss, whereas schemes with high

diversity order outperform in large path loss.

39



w

Number of spatial stream
N

Number of TX antennas
N

o=
o8

VT L L L LT LT LYY,
HERRRRGRRRGRNNRGRIGR0R ARG R RN RO

Path loss (dB)

TV Y LT,
RN ROR0S

130

Number of RX antennas
N

10 ;
o 8 ]
T
o L
> 6 fc11)
®
9 gt <>}
g fa11)
a 2t CORERINIID
O L L L L
80 90 100 110 120 130
Path loss (dB)
3 CEREREREEIED

aonunnnp - GD GOnRRD
1Q88 : : : 108 13
80 90 100 110 120 130 80 90 100 110 120 130
Path loss (dB) Path loss (dB)
Figure 4.4: Optimum selection for antenna number selection method in CSIT case.
1 , |
— Antenna Number Selection
0.0 "SISO |
7l 8-2X1 Nss=1
—+—3X1 Nss=1
0.8/ -3x2 Nss=1 i
— 3X3 Nss=1
So7 |
g
© 0.6 |
a
IS
2 05 4
0.4 .
0.3 .
O. | | | | | |
%O 95 100 105 110 115 120 125

Path loss (dB)

Figure 4.5: Total power for the outperforming schemes on different path loss in CSIT case.

40



4.5 Antenna Number Selection by Path Loss

As is mentioned earlier, path loss is actually the decisive factor of transmit power. It is
reasonable to suppose that we can create a look-up table that optimum transmit and receive
antenna numbers and spatial stream are determined by path loss. Transmitter can determine
the active antenna numbers simply according to the path loss and then send the receive
antenna indexes and weights to receiver. For example, in our simulation, the path loss is
about 116.24dB. According to Figure 4.4, three transmit antennas, two receive antennas, and
one spatial stream is suggested in proposed method. As a consequence, in Figure 4.3, we can
see the total power consumption of 3 x 2 Ni = 1 outperforms existing schemes and actually
not so far from the antenna number selection method. To sum up, antenna number selection
by path loss look-up table avoids the high computation complexity of antenna selection while

providing good performance.
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Chapter

Conclusion

In this thesis, power-saving algorithms for both CSIR and CSIT cases are proposed. The design
idea is that an algorithm can be utilized to select transmit. and receive schemes having the
minimum total power consumption while meeting data rate and BER requirements. Besides,
the optimum transmit and receive schemes in.terms of path loss are shown in this thesis. It
is revealed that in both' CSIR and CSIT cases, SISO system is preferable in small path loss
situations, while schemes with higher diversity order are preferable in large path loss situations.
Moreover, the path-loss-based optimum-transmit and receive schemes enable a considerable

reduction on the computational complexity.
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