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雙階層車載隨意網路暨同儕網路之資訊擷取系統研究 

學生：鄭建明         指導教授：曹孝櫟 教授 

國立交通大學資訊科學與工程研究所博士班 

中文摘要 

資訊與通訊科技的進步讓車輛可合作分享與擷取有用的資訊，以提供智慧型運輸系統

之服務。為了提供這類服務，需要設計一套資訊擷取系統，有效率地在移動的車輛和

路邊設施之間擷取資訊。在這篇論文中，我們首先分析與歸納於車載環境提供資訊擷

取服務之系統架構。當車輛密度高時，採用短距離的車間隨意通訊（intervehicle ad hoc 

communication）之單階層系統可於短時間內取得所需資訊。另一方面，採用長距離

的基礎建設無線通訊（infrastructure-based communication）與同儕網路（peer-to-peer 

networking）之單階層系統則可提供高成功率的資訊擷取，而不受限於車輛的數量。

然而，對於提供資訊擷取服務，單階層系統可能遭遇較低的擷取成功率或需要較長的

通訊時間。為了善用兩種無線通訊系統，我們提出雙階層車載隨意網路（VANET）

暨同儕網路（P2P）之系統架構，此雙階層系統整合一個低階的車載隨意網路與另個

高階的同儕網路，於車載環境提供資訊擷取服務。我們分析比較單階層系統與所提出

之雙階層系統，並透過模擬實驗的方式評估效能。實驗結果顯示，相較於單階層車載

隨意網路之系統，雙階層系統可明顯提高資訊擷取的成功率；相較於單階層基礎建設

通訊式同儕網路之系統，雙階層系統可降低資訊擷取所需的時間與訊息負擔。最後，

我們提出適應性搜尋協定以提升雙階層系統於資訊擷取的效能。此搜尋協定採用

Bloom filter 以收集路段的可到達狀況，評估路段的可到達機率而調整資訊擷取時的

訊息傳送方式。對於雙階層資訊擷取系統，模擬實驗結果顯示，相較於原有的搜尋機



ii 
 
 
 

制，此適應性搜尋協定可減少資訊擷取所需的時間與訊息負擔，亦可達到資訊擷取的

高成功率。 
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National Chiao Tung University 

ABSTRACT 

With advance in information and communication technologies, vehicles on roads can 

cooperatively share and retrieve information in a distributed manner to support Intelligent 

Transportation Systems (ITS) services such as traffic management and infotainment 

services. To support such services, a system is needed to retrieve information and data 

from moving vehicles and roadside facilities in an efficient manner. In this dissertation, we 

first classify system architectures for information retrieval services in a vehicular 

environment. Single-tier systems based on short-range intervehicle ad hoc communication 

can achieve the shortest latency if vehicle density is sufficient. On the other hand, 

single-tier systems based on long-range infrastructure-based wireless communication and 

peer-to-peer (P2P) networking technology can provide a high success rate without the need 

for a sufficient density. However, the single-tier systems relying on either vehicular ad hoc 

networks (VANETs) or an application-layer P2P overlay over infrastructure-based 

networks may suffer from low success rate or long latency in information retrieval. To take 

advantage of both ad hoc and infrastructure-based communications, we propose a two-tier 
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VANET/P2P architecture that integrates low-tier VANETs and a high-tier 

infrastructure-based P2P overlay network for providing information retrieval services in 

the vehicular environment. We provide a qualitative analysis of the single-tier and the 

proposed two-tier architectures. The performance of different system architectures is 

evaluated and analyzed through simulation. Our results demonstrate that an information 

retrieval system based on the proposed two-tier VANET/P2P architecture can significantly 

improve success rate compared to the single-tier VANET-based systems while reducing 

lookup latency and message overhead compared to the single-tier infrastructure-based P2P 

systems. In the last part of this dissertation, we propose an adaptive lookup protocol to 

improve the efficiency of information retrieval in the two-tier VANET/P2P system. The 

proposed protocol uses the concept of the Bloom filter to collect reachability information 

of road segments. Therefore, adaptive routing of lookup queries between low-tier and 

high-tier networks according to reachability probability can be employed. Simulation 

results show that compared to the conventional two-tier lookup mechanism, the adaptive 

lookup protocol can reduce the lookup latency and lookup overhead, and also achieve a 

high success rate in information lookups. 
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CHAPTER 1 INTRODUCTION 
Advances in information and communication technologies enable vehicles on roads to 

cooperatively share information and data to support intelligent transportation systems (ITS) 

services, such as vehicle safety [1], traffic management [2], [3], and infotainment services 

[4], without requiring a centralized server. For example, current traffic conditions in a 

specific road segment can be obtained by sending queries to the vehicles either driving on 

the road segment or near the area. In addition, a gas station may advertise its price 

information in a local area so that nearby vehicles can receive these messages. The 

growing necessity for sharing and retrieving required information among vehicles has 

motivated the creation of an information retrieval infrastructure in a vehicular 

environment. 

Information sharing and retrieval require the support of wireless communication to 

transmit and receive data to and from moving vehicles. Recently, two major types of 

wireless communication technologies have been considered in the vehicular environment 

[5]. They are short-range ad hoc communication, such as IEEE 802.11p, also known as 

intervehicle communication (IVC), and long-range infrastructure-based communication, 

such as Mobile WiMAX and LTE. IVC provides direct and low-latency communication 

between vehicles without requiring an infrastructure support [6]. Vehicles communicate 

with each other in a hop-by-hop manner to establish vehicular ad hoc networks (VANETs). 

A number of systems have been proposed to share traffic information [2], [7] and content 

delivery [4] over VANETs. However, these systems require a sufficient number of vehicles 

participating in VANETs. VANETs may become disconnected under low vehicle densities, 

and thus, information and data may not be exchanged among vehicles where low vehicle 

densities occur.  
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On the other hand, infrastructure-based wireless communication, which can offer a wide 

range of communication to vehicles, does not suffer from a network disconnectivity 

problem. Recent research [3] has used infrastructure-based cellular communication to 

implement a cooperative traffic information service among vehicles. In particular, an 

application-layer service overlay is built over an infrastructure-based network using 

peer-to-peer (P2P) networking technology [8]. Vehicles cooperatively share and retrieve 

traffic information over the infrastructure-based P2P overlay network. However, significant 

service delays may be introduced in this type of system because of limited network 

bandwidths and high communication latencies through base stations and mobile 

communication core networks. 

The systems described above utilize VANETs, infrastructure-based networks, or an 

application-layer P2P overlay network to provide information retrieval services in the 

vehicular environment. We classify these systems as single-tier information retrieval 

systems. As vehicles are envisioned to support multiple wireless access technologies [5], 

[9], they can communicate with each other via not only direct ad hoc communication but 

also infrastructure-based communication. Direct intervehicle communication provides low 

communication latencies (e.g., a few milliseconds) in connected areas while 

infrastructure-based communication offers a wide range of communication with longer 

latencies (e.g., on the order of hundreds of milliseconds). To exploit the two 

communication systems, we propose a two-tier VANET/P2P architecture that integrates 

low-tier VANETs and a high-tier infrastructure-based P2P overlay network. In low-tier 

VANETs, vehicles can directly exchange and collect information using IVC efficiently. In 

addition, certain vehicles are elected to establish a P2P overlay through 

infrastructure-based communication to alleviate the disconnectivity problem in VANETs. 

Vehicles cooperatively share information with each other and send queries through low-tier 
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VANETs and the high-tier P2P overlay to retrieve information of interest. An information 

retrieval system based on the two-tier VANET/P2P architecture can achieve a high lookup 

success rate, low lookup latency, and low maintenance overhead compared with the 

single-tier systems. 

The conventional design of the information lookup in the two-tier VANET/P2P system 

simultaneously performs queries over the low-tier VANETs and high-tier P2P overlay 

network. Although this increases the lookup success rate and improves the lookup response 

time, this approach may introduce redundant lookup messages and delays. For example, it 

is unnecessary to forward and broadcast lookups to the P2P overlay if the lookup message 

can be delivered to the intended destination through well-connected VANETs. Moreover, a 

query should be directed from the P2P overlay to VANETs to minimize the lookup latency 

if the query can be routed to the destination through the VANETs. Making full use of 

VANETs can improve the lookup speed and reduce redundant lookups in the infrastructure 

communication network whose radio resources are relatively expensive. Therefore, we 

propose an adaptive lookup protocol for the two-tier VANET/P2P system. The proposed 

protocol uses the concept of the Bloom filter [10] to exchange reachability information of 

road segments among vehicles in VANETs. The reachability of a road segment indicates 

whether the road segment can be reached through low-tier VANETs. The Bloom filter is a 

space-efficient probabilistic data structure that can considerably reduce storage and 

wireless communication overheads for information exchanges between vehicles. Although 

the reachability information maintained by Bloom filters can only provide an estimation 

regarding whether a query can be routed to a specific road segment through the VANETs, 

simulation results show that the design fits and can accommodate the dynamic nature of a 

vehicular environment. The proposed protocol forwards lookups adaptively between the 

low-tier VANETs and high-tier P2P overlay network according to the reachability of the 
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destination. Therefore, compared with the conventional two-tier lookup mechanism, the 

latency of information retrieval and the lookup message overheads can be significantly 

reduced in the two-tier VANET/P2P system by applying the adaptive lookup protocol. 

The rest of this dissertation is organized as follows. Chapter 2 presents single-tier 

architectures and existing systems for information retrieval in a vehicular environment. 

Chapter 3 proposes a two-tier VANET/P2P information retrieval system, compares 

different system architectures, and provides a performance evaluation through simulation. 

Chapter 4 proposes an adaptive lookup protocol to improve the performance of the two-tier 

VANET/P2P system. Finally, Chapter 5 concludes this dissertation and suggests some 

future directions. 
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CHAPTER 2 SINGLE-TIER INFORMATION 

RETRIEVAL SYSTEMS 

ITS have attracted considerable interest from both academia and industries in recent 

years. Several ITS services, which improve driver convenience, rely on the sharing and 

retrieval of relevant information among vehicles. For instance, a cooperative traffic 

information system is a typical example of information retrieval services in a vehicular 

environment. Vehicles collaboratively collect traffic-related information and exchange the 

information among themselves. A navigation system in vehicles can provide drivers with 

optimal routes according to collected traffic information. 

To support information retrieval services, a vehicle is assumed to be able to obtain its 

geographic position and moving speed via Global Positioning System (GPS) or other 

means. It has a map database consisting of road topology information. A computing system 

is installed in the vehicle to process and analyze data. Vehicles can be equipped with 

wireless interfaces for ad hoc communication and/or infrastructure-based communication 

to share information with other vehicles and roadside units. In addition, vehicles may 

organize themselves into an application-layer service overlay (i.e., a P2P overlay) for 

efficient information sharing and retrieval. 

According to the use of wireless technologies and system architectures, we classify 

vehicular systems for information retrieval services into four different architectures: 

single-tier VANET, single-tier P2P over VANET, single-tier infrastructure-based P2P, and 

two-tier VANET/P2P. To our knowledge, this is the first work to provide the classification 

of architectures and analysis of alternative vehicular information retrieval systems. This 

chapter presents the first three single-tier architectures and existing systems, and the next 
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chapter presents the proposed two-tier VANET/P2P architecture. 

 

2.1 Single-Tier VANET System 
Vehicles communicate with each other through IVC to establish VANETs. They 

periodically broadcast messages via IVC to exchange information (e.g., speeds and 

positions) with neighboring vehicles. A part of the information that a vehicle receives from 

others may also be propagated to its neighbors through broadcast messages. Thus, 

information could be disseminated to vehicles located far away in a hop-by-hop manner. 

This system architecture is classified as single-tier VANET system. Figure 2.1 shows the 

single-tier VANET architecture. 

 

Vehicular Ad Hoc Network
 

Figure 2.1:  Example of single-tier VANET architecture. 

 

The single-tier VANET architecture is easy to be utilized to support vehicle safety 

applications. In [1], vehicles in a geographical area are grouped together and exchange 

safety-related information via IVC. When vehicles are far from each other, they report 

safety information to roadside entities, which then forward this information to other 

vehicles. A vehicle safety system based on the single-tier VANET architecture requires the 
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installation and maintenance of roadside entities to distribute safety-related information to 

all vehicles. A number of decentralized traffic information systems also have been 

developed based on this architecture. Vehicles cooperatively observe traffic conditions of 

local areas and exchange traffic information among themselves using IVC. A vehicle can 

generate traffic reports for road segments based on its observations and traffic messages 

obtained from other vehicles. A common approach is to aggregate and average the speeds 

of vehicles on a road segment to derive the traffic report for the road segment. In the 

Self-Organizing Traffic Information System (SOTIS) [2], [11], vehicles periodically 

broadcast their driving status (e.g., current speeds and positions) with parts of the 

information of other road segments that are collected from neighboring vehicles. A vehicle 

processes and analyzes the collected traffic information and stores analysis results in a 

database. As a result, each vehicle gathers traffic information of the local road segments 

(for example, a radius of 50 km) with an average information delay of up to 20 minutes. 

StreetSmart focuses on discovering and disseminating congestion information [12]. 

Vehicles use data clustering algorithms to aggregate the collected data and exchange only 

the most significant information such as areas of unexpected speed. However, the traffic 

information may be outdated or incomplete, especially for road segments far away from 

the vehicle. 

In addition to cooperative traffic information sharing, content delivery has emerged as 

another promising paradigm for information retrieval in the vehicular environment. 

CarTorrent [13] adopts a BitTorrent-like swarming protocol [14] to provide content sharing 

among vehicles in VANETs. Vehicles use a gossip mechanism to periodically disseminate 

their content availability information, and to gather statistics from other vehicles. In 

addition to downloading content blocks from the Internet through roadside access points 

(APs), vehicles can obtain content blocks from other vehicles thorough direct IVC when 
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moving out of an AP coverage. A service infrastructure over VANETs was proposed in [15] 

to provide users with time-sensitive information regarding traffic conditions and roadside 

services using IVC. An application-layer communication protocol [16] is utilized to 

perform location-aware queries between vehicles over VANETs. However, a query failure 

would occur if a route between the source and target location areas cannot be found due to 

insufficient VANET connectivity. 

Systems based on the single-tier VANET architecture use only intervehicle ad hoc 

communication, and may assume the presence of a sufficient number of participating 

vehicles in VANETs for transmitting information and data. In VANETs, information can be 

quickly disseminated among vehicles through IVC. However, the dissemination requires a 

sufficient number of vehicles participating in the network. When the vehicle density is 

insufficient, vehicles may not be able to form a fully connected VANET. In that case, 

information cannot be distributed to all vehicles or retrieved over a large distance. To 

improve the connectivity, additional roadside units connected via a backbone network 

could be used to exchange information with vehicles via wireless communication [17]. 

However, the additional roadside units introduce extra installation and maintenance costs. 

Another issue for the single-tier VANET system is the broadcast storm problem in a 

high-vehicle-density environment if each vehicle rebroadcasts every received message. A 

number of solutions have been presented to alleviate the problem [18], [19]. For example, 

a vehicle rebroadcasts the query message only if it is closer to the road segment where the 

requested information is located than the previous node. 

 

2.2 Single-Tier P2P over VANET System 
P2P networking has been widely adopted as an efficient technique for information 
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sharing and retrieval in a distributed manner [8]. The above architecture can be further 

extended to a single-tier P2P over VANET architecture. Vehicles form an application-layer 

P2P overlay network on top of VANETs. The P2P overlay can be unstructured such as 

Gnutella [20], or structured such as Chord [21]. The vehicles share their resources (e.g., 

data content and traffic information) and retrieve resources from others through the P2P 

overlay. The communication between vehicles in the application-layer P2P overlay relies 

on the routing protocol of the underlying VANETs [22]. A vehicle should establish a 

routing path in the VANETs first; then an application-layer message can be transmitted 

along the route to another vehicle through the VANETs. Figure 2.2 shows an example of 

the P2P over VANET architecture based on a structured P2P overlay (i.e., Chord). 

 

P2P Overlay on Top of VANETs

Vehicular Ad Hoc Network

Neighbor 
connection

 
Figure 2.2:  Example of single-tier P2P over VANET architecture based on Chord. 
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The key difference between the P2P over VANET architecture and the previous 

architecture is the information lookup. In the previous architecture, a vehicle floods a 

query message to all neighboring vehicles within the IVC range. In this architecture, a 

vehicle explicitly forwards the query to certain vehicles by exploiting the application-layer 

P2P lookup mechanism and the underlying VANET routing. For example, in an 

unstructured P2P overlay such as a Gnutella-based system, the lookup is based on 

time-to-live (TTL)-limited flooding in the application-layer P2P overlay. If a vehicle does 

not have the desired information, it forwards the query to its Gnutella neighbors, not direct 

VANET neighbors, through the VANET routing paths. On the other hand, in a structured 

P2P overlay such as a Chord-based system, a vehicle examines its finger table to select the 

Chord neighbor whose identifier is closest to the key of the requested information. The 

vehicle directly forwards the query message to the neighbor through the established 

VANET routing path. The lookup procedure continues until the query reaches the vehicle 

responsible for the key. Moreover, because vehicles are usually moving, the participating 

vehicles and P2P overlay topology continuously change. The P2P overlays thus require 

performing periodic stabilization procedures to maintain neighbor connections. For 

example, in an unstructured P2P overlay such as Gnutella, vehicles must periodically send 

query messages (i.e., PING) to their P2P neighbors. A response message (i.e., PONG) is 

sent in reply if a P2P neighbor remains in the overlay. When a vehicle detects the departure 

of a neighbor, it randomly connects to another vehicle as its new P2P neighbor. 

Recent studies of P2P file-sharing systems in mobile and vehicular ad hoc networks 

have adopted the architecture. The P2P overlay enables users to locate the resources they 

need in such an environment. To improve performance of the application-layer P2P 

protocol, cross-layer approaches that extract useful information from the lower-layer 

protocol messages for supporting the construction and maintenance of the upper-layer P2P 
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network were proposed [4]. Although the architecture can also be applied to a traffic 

information system, maintaining the services is difficult due to dynamics of traffic 

information and high vehicular mobility. 

In the P2P over VANET architecture, the application-layer P2P overlay is utilized for 

vehicles to locate the requested information efficiently. Although the architecture may 

minimize redundant rebroadcasts of query messages, additional efforts are required for 

maintaining the application-layer P2P overlay in VANETs. The transmission of lookup and 

maintenance messages through the P2P overlay requires the use of underlying VANET 

routing protocols and must introduce routing overhead in the bandwidth-limited VANETs. 

Additionally, due to the P2P overlay being built on top of the VANETs, the architecture 

also suffers from the same disconnectivity problem under low vehicle densities as the 

previous single-tier VANET system. 

 

2.3 Single-Tier Infrastructure-Based P2P System 
To overcome the disconnectivity problem of VANETs, another single-tier architecture 

involves forming an application-layer P2P overlay in an infrastructure-based network, 

instead of on top of VANETs. This system architecture is classified as single-tier 

infrastructure-based P2P system. Vehicles are required to have a broadband wireless 

interface to access the infrastructure-based network. Vehicles communicate with each other 

through infrastructure-based communication instead of direct ad hoc communication. The 

P2P overlay could also be unstructured or structured. Figure 2.3 shows an example of the 

single-tier infrastructure-based architecture based on a structured P2P overlay (i.e., Chord).  
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P2P Overlay in Infrastructure Networks

Neighbor 
connection

 

Figure 2.3:  Example of single-tier infrastructure-based P2P architecture based on Chord. 

 

A P2P-based traffic information system was proposed in [3] by exploiting cellular 

communication and P2P networking technology. In this system, vehicles form a structured 

P2P overlay and query traffic information through cellular communication, thereby 

avoiding the disconnectivity problem of VANETs. However, a previous study [23] has 

indicated that structured P2P systems suffer from frequent node join/leave (i.e., churn), and 

they are less efficient than unstructured P2P systems in a dynamic network environment 

such as mobile and vehicular networks. Although the approach utilizes an 

infrastructure-based communication system to avoid network disconnectivity, lookup 

delays in an infrastructure-based P2P overlay may increase because the communication 

latency of an infrastructure network is significantly greater than that of VANETs. Moreover, 

this architecture does not utilize the IVC, which is an efficient and low-latency solution for 
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short-distance information exchanges. 
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CHAPTER 3 A TWO-TIER VANET/P2P 

INFORMATION RETRIEVAL SYSTEM 

We propose an information retrieval system based on a two-tier VANET/P2P 

architecture, which consists of low-tier VANETs and a high-tier infrastructure-based P2P 

overlay network. Vehicles that participate in low-tier VANETs can communicate with each 

other through IVC, whereas only a portion of vehicles are elected to form a high-tier P2P 

overlay through infrastructure-based wireless communication. Each vehicle observes and 

collects information such as traffic condition in its local area. The information is shared 

among vehicles moving on roads, and may be requested by other vehicles. The required 

information can be retrieved through lookups performed in the low-tier and high-tier 

networks. Figure 3.1 shows an example of the proposed two-tier VANET/P2P system. 

 

High-tier infrastructure-based P2P overlay network

Low-tier vehicular ad hoc network

Requesting vehicle

D2

D1

Superpeer

Base Transceiver 
Station 

 

Figure 3.1:  Example of two-tier VANET/P2P system. 
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In this chapter, we first present assumptions made by the proposed system in Section 3.1 

and then present a detailed design of the two-tier VANET/P2P system in Sections 3.2, 3.3, 

and 3.4. Section 3.5 generalizes the proposed VANET/P2P architecture as a general system 

model. Section 3.6 discusses several design issues for information retrieval services in a 

vehicular environment and compares the proposed two-tier system with single-tier systems. 

Finally, we evaluate the performance of different systems through simulation in Section 

3.7. 

 

3.1 Assumptions 
With continuous advances in technology, it is feasible to assume that each vehicle can 

obtain its driving conditions, such as current geographic location and current speed using 

in-vehicle sensors (e.g., GPS receivers). A vehicle is equipped with a digital map database 

consisting of information regarding road topology and roadside facilities (e.g., gas stations 

and parking lots). Road topology is divided into road segments, each of which is associated 

with a unique segment identifier (ID) and geographic location. Because vehicles are 

envisioned to communicate across multiple wireless interfaces, each vehicle is assumed to 

be equipped with two wireless communication interfaces: one for direct ad hoc 

communication and the other for infrastructure-based communication. However, the 

two-tier VANET/P2P system does not strictly require all the vehicles to be equipped with 

two wireless interfaces. A vehicle equipped with only one interface is able to communicate 

with others in the two-tier system through the vehicles equipped with the two wireless 

interfaces, as will be discussed later. 

In a vehicular environment, information available to or requested by users is typically 

related to geographic locations. Therefore, the information requested through the system is 
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assumed to be related to a road segment that can be identified by its segment ID. A request 

for information made by users explicitly specifies the road segment (i.e., segment ID) 

where the information is located. It is further assumed that the required information related 

to a road segment can be obtained from the vehicles currently driving on that road segment. 

Although there is a reasonable possibility that vehicles are aware of nearby information, 

data processing functions such as data aggregation and compression may need to be 

performed on the collected data to fulfill the requirements of particular applications. For 

example, to estimate the traffic condition of a road segment, a common approach is to 

collect speed information from vehicles driving on the road segment and then apply a data 

aggregation scheme to derive the average speed for the road segment [11]. A data 

compression scheme may also be adopted to disseminate multiple data in a single message 

to nearby vehicles. This data processing, which may be correlated with or independent of 

the retrieval process, is closely related to information types and application requirements. 

This study focuses on the service infrastructure (i.e., system architecture and retrieval 

mechanism), and leaves the integration of data processing and information retrieval 

services to achieve high-level applications and services to future work. 

 

3.2 Superpeer Election in Low-Tier VANETs 
VANETs are established among vehicles through IVC. In low-tier VANETs, vehicles are 

organized into groups (i.e., clusters). Several distributed clustering mechanisms have been 

proposed to form group structures in mobile and vehicular ad hoc networks based on 

metrics, such as node ID, connectivity degree, and vehicle mobility (e.g., direction and 

speed) [24], [25]. The two-tier VANET/P2P system adopts a heuristic Max-Min d-cluster 

formation [26] to form multi-hop clusters based on node IDs. Each vehicle is assigned a 
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unique node ID, which can be generated, for example, by hashing the vehicle registration 

identifier. Vehicles periodically broadcast messages through IVC to exchange node 

information, such as node IDs and current location, with neighboring vehicles. After the 

exchanges, a vehicle is elected as a clusterhead if it has the largest ID among the vehicles 

within d hops or it is the largest node in the d-hop neighborhood of one of its d-hop 

neighbors. In addition to node IDs that the Max-Min d-cluster algorithm refers to, previous 

studies on clustering algorithms (e.g., [25]) further adopt vehicle mobility to obtain a stable 

cluster structure in a high-mobility vehicular environment. Improving the stability of the 

cluster structure by incorporating other clustering algorithms in the proposed two-tier 

system is a direction for future work. 

Each vehicle can recognize it as a clusterhead or knows its clusterhead if it is not. In the 

two-tier system, a clusterhead is called a superpeer, and other vehicles in the cluster are 

called normal peers. Vehicles, including superpeers and normal peers, are able to 

communicate with one another through IVC in VANETs. No difference between 

superpeers and normal peers appears from a VANET perspective. The message overhead of 

maintaining the cluster structure decreases when the frequency of superpeer election 

decreases. However, if the superpeer election is performed much less frequently, the 

lookup success rate decreases. This is because normal peers may move out of range of their 

superpeers and cannot communicate with their superpeers if the superpeer election is 

conducted infrequently. On the other hand, normal peers may not be able to communicate 

with their superpeers through neighboring nodes when a larger cluster size in used. 

Therefore, we examine the effects of superpeer election frequency and cluster size on 

system performance in Section 3.7. 

All normal peers rely on superpeers to access the high-tier P2P overlay; therefore, 

additional computation and communication costs are imposed on the superpeers. An issue 
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of fairness arises as a vehicle serving as the superpeer all the time may be undesirable. To 

deal with this issue, one simple approach is to use a different node ID when a vehicle 

re-joins the system. For example, a vehicle can generate a different node ID by hashing its 

original ID with a random number upon joining. The vehicle with the largest node ID will 

not be elected as the superpeer again because it may have a different node ID. To achieve 

improved fairness, the ID generation can account for the time periods of being a superpeer. 

The longer the period, the smaller the node ID is generated next time. Moreover, an 

incentive mechanism can be incorporated into the information retrieval service so that 

users would be willing to take the role of superpeers. 

 

3.3 High-Tier Peer-to-Peer Overlay Organization 
The vehicles elected as superpeers use their infrastructure-based communication 

interfaces to form an application-layer P2P overlay where the superpeers cooperate to 

share information with each other and provide information retrieval services to other 

vehicles. P2P networking technology has been widely used as an efficient approach in 

content sharing and information retrieval without requiring a centralized server [8]. An 

application-layer P2P overlay is constructed by participating nodes (i.e., vehicles for the 

information retrieval service under consideration). P2P overlay networks can be classified 

as unstructured (e.g., Gnutella [20]) and structured (e.g., Chord [21]) according to network 

topology and content placement. We use Gnutella and Chord as examples to construct an 

unstructured and structured high-tier P2P overlay, respectively, and present the two overlay 

designs in the following. 

 

3.3.1 Unstructured Peer-to-Peer Overlay 
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When a new superpeer joins a Gnutella-based P2P overlay, it first connects to any 

superpeer that is already in the overlay. In P2P systems, information about existed nodes in 

the P2P overlay can be obtained by contacting some well-known bootstrap node. The 

joining superpeer acquires the information of other superpeers in the overlay, randomly 

establishes connections with some of them, and maintains neighbor information in a 

neighbor table. After joining the P2P overlay, the new superpeer can share its information 

with other superpeers and retrieves information from the P2P overlay. Figure 3.2 shows an 

example of the two-tier VANET/P2P system based on a Gnutella-based P2P overlay. 

 

Vehicular Ad-Hoc Network

P2P Overlay Network

Superpeer

Vehicles with both interfaces
Vehicles with IVC interfaces

 

Figure 3.2:  Example of two-tier VANET/P2P system based on Gnutella. 

 

Since vehicles are usually moving, the members of the high-tier P2P overlay (i.e., 

superpeers) may continuously change. Thus, superpeers must perform a stabilization 

procedure to maintain their neighbor connections. To do so, superpeers periodically send 

PING messages to their neighbors, and receive PONG messages if a neighbor is still alive. 

When a superpeer detects the departure of a neighbor (i.e., no receipt of a PONG), it 

randomly connects to another superpeer as its new neighbor and maintains the new 
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neighbor connection. The messages used to establish and maintain the P2P overlay are 

transmitted between superpeers using infrastructure-based wireless communication. 

To further improve the stability of P2P overlay, a graceful departure mechanism can be 

applied to the two-tier system. After new superpeers join the P2P overlay, the previous 

superpeers stay a few seconds before stepping down in the P2P overlay. Therefore, there is 

an overlapping (or handover) period for old and new superpeers. This graceful departure 

mechanism ensures that the P2P overlay is stable and that there are always a sufficient 

number of superpeers to forward queries in a P2P overlay. 

 

3.3.2 Structured Peer-to-Peer Overlay 

In a Chord-based P2P overlay, superpeers establish a structured overlay in the form of a 

Chord ring. The ring topology is an m-bit identifier space ranging from 0 to 2m-1. Each 

superpeer has a unique identifier (i.e., node ID) hashed from some identifier such as the 

vehicle identifier number (VIN). The node ID is mapped into the identifier space. The node 

ID used in the P2P overlay may be the same as or different from that used for superpeer 

election. Each superpeer maintains a finger table with at most m entries. The ith entry in 

the finger table of a superpeer with ID n is the first superpeer whose ID is at least 2i-1 away 

from n in the ring space. A superpeer n also maintains the predecessor, the superpeer whose 

ID immediately precedes n, and the successor, the superpeer whose ID most closely 

follows n. Figure 3.3 shows an example of the two-tier VANET/P2P system based on a 

Chord-based P2P overlay. 
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Vehicular Ad-Hoc Network

Superpeer

Vehicles with both interfaces
Vehicles with IVC interfaces

P2P Overlay Network

 

Figure 3.3:  Example of two-tier VANET/P2P system based on Chord. 

 

In the same identifier space, information related to a road segment is associated with a 

key that can be generated from the location and information-specific parameters. For 

example, a traffic report of a road segment has a key hashed from the segment ID and a 

pre-defined value indicating traffic condition as information type. In the Chord overlay, the 

information with key k is maintained by the successor, which is the first superpeer whose 

ID is equal to or follows k clockwise around the Chord overlay. Thus, each superpeer is 

responsible for a subset of keys and the associated information. To share information in 

such a structured P2P overlay, a superpeer must publish information to the responsible 

nodes after collecting information in the VANETs. 

To maintain finger tables and the P2P overlay, each superpeer periodically performs a 

stabilization procedure to confirm the entries in its finger table. In addition, when an 

existing superpeer leaves or a new superpeer joins the P2P overlay, information may need 
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to be updated on the new successors that are responsible for. 

 

3.4 Information Sharing and Retrieval 
In VANETs, vehicles cooperatively share their data with nearby vehicles and collect 

information available in their areas. Each vehicle stores the collected data and information 

in a local database. According to application-specific requirements, these data may be 

further processed and analyzed to generate the desired information. The results of analyzed 

data are retained for a certain period (e.g., a few seconds or minutes), after which they are 

expired. A user in a vehicle may send an inquiry for information, such as traffic conditions 

and available services for a specific location (i.e., a specific road segment). Information 

retrieval in the two-tier VANET/P2P system requires performing lookup queries in both the 

low-tier VANETs and high-tier P2P overlay network. A lookup message consists of a 

unique message ID, information regarding the requesting vehicle (e.g., its ID and location), 

the road segment ID of the destination, the requested information type (e.g., traffic 

conditions and gas prices), information regarding the forwarding vehicles (i.e., the vehicles 

that forward the message), and relevant parameters. 

 

3.4.1 Information Lookup in VANETs 

In VANETs, an information lookup is performed among vehicles in a hop-by-hop 

manner until a vehicle storing the requested information for the destination is located. To 

alleviate the broadcast storm problem, a time-to-live (TTL) mechanism and geographic 

forwarding scheme are used to forward the lookup message geographically closer to the 

destination at each hop.  

In the two-tier system, a vehicle joining and leaving a cluster group does not affect 
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lookup forwarding in VANETs. When a vehicle joins the two-tier system, it first 

determines if it is a superpeer or a normal peer. After the superpeer election process is 

complete, the vehicle can forward lookups in VANETs when receiving lookups from other 

vehicles through the VANETs, regardless of which type of peer it becomes. A vehicle 

ceases to assist in forwarding lookups in VANETs when it leaves the system. 

 

3.4.2 Information Lookup in Unstructured Peer-to-Peer Overlay 

In contrast to the lookups in VANETs, only superpeers are responsible for performing 

lookups in the high-tier P2P overlay. A superpeer may originate a lookup request for 

information itself or receive a request originated by a normal peer within the same cluster 

of VANETs. In both cases, the superpeer that initiates a lookup in the P2P overlay is called 

the initiating superpeer. The lookup procedure performed in the P2P overlay is based on 

the adopted P2P networking model.  

In a Gnutella-based P2P overlay, a lookup query is performed based on TTL-limited 

flooding. When a superpeer receives a query, it first checks if it has the requested 

information. If the superpeer has the information, it replies to the query. Otherwise, the 

superpeer decreases the TTL by one and forwards the query to all of its neighbors in the 

P2P overlay if the TTL is still greater than zero. The forwarding process is repeated until a 

superpeer storing the requested information is located or the TTL value of the lookup 

becomes zero. Different TTL values may be used for lookups in low-tier VANETs and in 

the high-tier P2P overlay.  

The geographic positions of road segments are well-defined on a digital map and all 

vehicles are aware of their own locations. To improve lookup performance, the two-tier 

system applies a geographic routing mechanism to the lookups in the Gnutella-based P2P 
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overlay. The geographic routing mechanism routes a query to the neighboring superpeers 

that are close to the road segment in the query. This approach considerably reduces lookup 

latency and the number of lookup messages compared with the conventional flooding 

approach. 

Vehicle joining and leaving may affect the lookups performed in the high-tier P2P 

overlay. When a normal peer generates a lookup request, it broadcasts the request in 

VANETs and also requests its current superpeer to forward the lookup in the P2P overly. 

When a normal peer joins another cluster group, it turns to another superpeer of the new 

cluster and asks for assistance with P2P lookup forwarding. Conversely, when a vehicle is 

elected as a superpeer, it can perform lookups in the P2P overlay after the overlay joining 

process is complete. When a superpeer becomes a normal peer, the superpeer may still 

receive P2P lookup forwarding requests from its normal-peer neighbors if the normal peers 

have not yet updated their new superpeer. To avoid lookup failures, a graceful departure 

mechanism can be adopted in the P2P overlay. In that case, superpeers continue to handle 

P2P lookups for a short period after they step down from the role of superpeer. 

 

3.4.3 Information Lookup in Structured Peer-to-Peer Overlay 

In a Chord-based P2P overlay, when a superpeer receives a query for information with 

key k, it first checks whether or not it is responsible for the key. If it has the requested 

information, it replies to the query with the desired information. Otherwise, the superpeer 

forwards the query to its P2P neighbor whose ID immediately precedes k in the overlay. 

This forwarding procedure continues until the query reaches the successor of key k, i.e., the 

superpeer responsible for the key. Upon receiving the query, the responsible successor 

replies to the initiating superpeer, and then to the normal peer originating the query if 
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needed. 

 

3.4.4 An Example of Information Retrieval 

Figure 3.4 provides an example of information retrieval in the proposed two-tier 

VANET/P2P system based on a Gnutella-based P2P overlay. In this example, a new vehicle 

n7 which only has an IVC interface wants to join the two-tier system. When joining, n7 

first connects to VANETs via its IVC interface in step 1 and starts to disseminate 

information in step 2. In the VANETs, the distributed superpeer election algorithm is 

periodically performed in step 3. Once a vehicle which has both IVC and 

infrastructure-based communication interfaces, say n1, becomes a superpeer, it joins the 

unstructured P2P overlay in step 4. If n1 is a newly joined superpeer without existing 

superpeer information, it must connect to the bootstrap node to obtain existing superpeers. 

After that, n1 randomly connects to n2 and n3 as its P2P neighbors. The superpeers also 

have to maintain the information they receive from their neighboring vehicles within 

clusters. For example, n4 maintains information about road segment s1 (e.g., traffic 

condition) received from vehicles on s1, as in step 5. Moreover, superpeers periodically 

exchange PING/PONG messages to maintain the P2P overlay. These messages also contain 

the location of the vehicles, such as GPS coordinates, to enable geographic routing of the 

queries in the P2P overlay. 

To retrieve the information of a particular road segment, a vehicle broadcasts a query in 

VANETs. For example, if n7 wants to know the traffic information of road segment s1, it 

first broadcasts the query via its IVC in step 6. If any node in n7’s cluster has the unexpired 

traffic report for s1, it responds to n7. Otherwise, the query is continually propagated until 

it is eventually received by the superpeer of n7’s cluster, i.e., n1. The superpeer then 
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forwards this query to other superpeers via the P2P overlay in step 7. This query routing in 

the P2P overlay is based on the geographic routing mechanism. n1 first sends the query to 

all of its neighbors in the P2P overlay, i.e., n2 and n3. Then, n2 and n3 select one vehicle 

which is the node nearest to the road segment s1. n2 and n3 forward the query to n5 and n4, 

respectively. Finally, the superpeer n4 receives the request and responds to n7 through n1 

in step 8. 
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1) n7 joins the system via IVC.
2) n7 periodically disseminates information.
3) Vehicles elect superpeers in VANETs.
4) n1 becomes a superpeer and joins the P2P overlay.
5) n4 maintains information received from neighboring vehicles within a cluster.
6) n7 queries traffic information of s1 via IVC.
7) n1 forwards the query through the P2P overlay using geographic routing.
8) n4 responds the traffic report of s1 to n7 through n1.
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Figure 3.4:  Example of information retrieval in two-tier VANET/P2P system based on a 

Gnutella-based P2P overlay. 

 

3.5 A General VANET/P2P System Model 
The proposed two-tier VANET/P2P system not only is a new system architecture but 



27 
 
 
 

represents a general system model for information retrieval system in a vehicular 

environment. The general model consists of several layers for design considerations of the 

information retrieval system. From the lowest level of the model, vehicles can utilize IVC 

to form VANETs. They may adopt a clustering mechanism based on IDs or other metrics to 

perform superpeer election. Vehicles can further utilize infrastructure-based 

communication (e.g., UMTS, Mobile WiMAX, and LTE) if available. Finally, they may 

organize themselves into an application-layer P2P overlay using either intervehicle or 

infrastructure-based communication. Figure 3.5 shows the general VANET/P2P model and 

the two-tier information retrieval system based on this model. 

 

  

(a) General VANET/P2P model (b) Two-tier system based on the 

model 

Figure 3.5:  A general VANET/P2P model and the two-tier system based on the model. 

 

The three single-tier information retrieval systems described in Chapter 2 can also be 

constructed using the general VANET/P2P model. For the single-tier VANET system, 

vehicles utilize only IVC to form VANETs. Although they do not perform superpeer 

election, they can do it if they will. For the single-tier P2P over VANET system, vehicles 

form VANETs, perform no superpeer election, utilize no infrastructure-based 
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communication, and form a P2P overlay on top of VANETs. For the single-tier 

infrastructure-based P2P system, vehicles utilize infrastructure-based communication to 

form a P2P overlay without any usage of IVC and superpeer election. Figure 3.6 shows the 

three single-tier systems based on the general VANET/P2P model. 

 

   

(a) Single-tier VANET system (b) Single-tier P2P over 

VANET system 

(c) Single-tier infrastructure-based 

P2P system 

Figure 3.6:  Single-tier systems based on the general VANET/P2P model. 

 

3.6 Design Issues and Comparisons 
This section provides a qualitative analysis of single-tier and the proposed two-tier 

architectures for realizing information retrieval services in a vehicular environment. A 

quantitative analysis based on simulation is presented in the next section. 

 

3.6.1 Network Connectivity 

To share and retrieve information, vehicles participating in the single-tier systems are 

required to have either IVC interfaces for VANET and P2P over VANET systems, or 

broadband wireless network interfaces for infrastructure-based P2P systems. A vehicle 
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cannot access the information retrieval service if it does not support the required 

communication system. By contrast, the proposed two-tier VANET/P2P system does not 

impose such a constraint on vehicles. A vehicle with only IVC capability shares and 

retrieves information in the low-tier VANETs as though it participates in VANET-based 

systems. Additionally, the vehicle can access the information available in the high-tier P2P 

overlay through communicating with superpeers via IVC. On the other hand, a vehicle 

with only infrastructure-based connectivity joins the high-tier P2P overlay where it can 

retrieve information from other superpeers, which may connect to other vehicles in 

VANETs using IVC. The proposed two-tier VANET/P2P architecture is more flexible so 

that it can accommodate vehicles with different wireless communication technologies. 

 

3.6.2 Information Sharing 

In both single-tier VANET-based and two-tier VANET/P2P systems, vehicles can 

broadcast information via IVC to disseminate information in VANETs. A vehicle may 

derive the desired information based on the information received from other vehicles. For 

example, in a traffic information system, vehicles periodically broadcast their observed 

traffic conditions via IVC. As a result, a vehicle can aggregate collected traffic information 

to generate a traffic report, which is more accurate than that based on a single observation. 

Information can be disseminated and propagated in a single-hop or multi-hop broadcast 

manner. Due to the limited bandwidth of VANETs, the single-hop broadcast of information 

is preferred to avoid overhead of multi-hop broadcasts and broadcast storms. 

By contrast, no such information dissemination exists in the single-tier 

infrastructure-based P2P systems. Each vehicle knows only the information available in the 

areas it has visited and the information of responsible road segments that the vehicle 
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handles when a structured P2P overlay is adopted. Vehicles cannot directly exchange 

information even when they are near to each other on a road. A vehicle must publish its 

information in the P2P overlay to share information with others and perform a lookup in 

the P2P overlay to obtain the required information. 

 

3.6.3 Information Lookup 

In the single-tier VANET system, the lookup for information can achieve a low latency, 

for example, a few milliseconds, through direct communication between vehicles; but may 

fail due to network partitioning under low vehicle densities. As the density increases, an 

increase occurs not only in the connectivity, but also in communication interferences and 

collisions. Therefore, both the success rate and lookup latency increase when more 

vehicles participate in the system. An efficient and effective lookup based on multi-hop 

communication remains a challenge for VANETs. 

The single-tier P2P over VANET system integrates the P2P lookup mechanism and 

VANET routing protocols to perform information lookups in VANETs. With a P2P overlay 

built on top of the VANETs, the approach inherits the network disconnectivity problem and 

bandwidth limitations of VANETs. Moreover, the application-layer P2P overlay relies on 

VANET routing to transmit lookup and maintenance messages over VANETs. When the 

number of vehicles increases, messages for VANET routing, information lookup, and 

overlay maintenance are considerably increased in the VANETs. This architecture suffers a 

scalability problem. 

When an application-layer P2P overlay is built through an infrastructure-based network, 

the lookup performance depends mainly on the adopted P2P approach, regardless of the 

vehicle density. However, the infrastructure-based wireless communication has a higher 
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transmission delay than direct a hoc communication because of the communication 

through base stations and core networks. Therefore, lookups in the single-tier 

infrastructure-based P2P system achieve a high success rate but have long latencies.  

In the proposed two-tier VANET/P2P system, lookups for short-distance information can 

be resolved quickly through the low-tier VANETs, and queries for long-distance 

information can take advantage of the high-tier P2P overlay to mitigate the network 

disconnectivity problem. The radio resource of the wireless infrastructure is also limited; 

therefore, adaptive schemes that perform lookups between the two networks (according to 

road networks, vehicular mobility, and network conditions) to minimize the lookup 

overhead over the high-tier P2P overlay need to be further studied. An adaptive lookup 

protocol for the two-tier VANET/P2P system is proposed and presented in the next chapter. 

 

3.6.4 Peer-to-Peer Overlay Construction 

P2P networking technology has been widely utilized to share resources in various 

systems such as file sharing systems. A P2P overlay can also be constructed among 

vehicles to provide sharing and retrieval of information in vehicular systems (e.g., traffic 

information systems). In particular, P2P traffic information systems differ from P2P 

file-sharing systems in many aspects, including highly dynamic participants, high data 

update and query rates, and highly correlated queries. These characteristics should be 

considered when designing P2P traffic information systems. In an unstructured P2P 

overlay such as a Gnutella-based system, the unstructured P2P overlay could accommodate 

the frequent changes of network topology. Vehicles collect traffic information, generate 

traffic reports, and locally maintain traffic reports without publishing reports to other 

vehicles. By contrast, more efforts are needed in a structured P2P overlay, such as a 
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Chord-based system, to maintain the overlay structure and publish traffic reports to the 

responsible vehicles. 

The traffic conditions along a route to the destination are usually queried simultaneously. 

By adopting the geographic routing scheme that forwards lookups through an unstructured 

P2P overlay, the lookup forwarding path approximately follows the route toward the 

destination. Therefore, fewer lookups are required to obtain the required traffic information. 

By contrast, an individual lookup must be performed for each road segment in the 

structured P2P system. Another structured P2P approach, Content Addressable Network 

(CAN) [27], uses a two-dimensional coordinate space. The lookup routing path in the CAN 

space would come as close to the route in the road network as the geographic lookup 

routing in an unstructured P2P overlay. However, the CAN approach still requires 

considerable overlay maintenance overhead. The above characteristics cause the 

unstructured P2P approach to be more applicable than the structured P2P approach for the 

decentralized traffic information systems. 

The two-tier system organizes superpeers in a P2P overlay as a hierarchical structure. As 

a result, the overall maintenance and lookup overheads are reduced because they grow as a 

function of the number of participants. The hierarchical design improves the scalability and 

performance of the P2P systems. However, load on superpeers may be high since they 

provide P2P lookup services to all vehicles. To reduce the load on superpeers and improve 

the performance of superpeer overlay, further improvements, such as a multi-level 

hierarchy and superpeer redundancy, are directions for future research. 

Finally, Table I summarizes the comparisons of the four architectures for realizing 

information retrieval services in a vehicular environment. 
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Table I:  Comparison of architectures for information retrieval services. 

Characteristics 

 

System architecture 

a. Single-tier 

VANET 

b. Single-tier P2P 

over VANET 

c. Single-tier 

infrastructure-based 

P2P 

d. Two-tier 

VANET/P2P 

Network 

connectivity 

Intervehicle Intervehicle Infrastructure-based Intervehicle or 

infrastructure-based, 

or both 

Information 

sharing 

Broadcast via IVC Broadcast via IVC; 

sharing in 

VANET-based P2P 

overlay 

Sharing in 

infrastructure-based 

P2P overlay 

Broadcast via IVC; 

sharing in 

infrastructure-based 

P2P overlay 

Information 

lookup 

Multi-hop 

broadcast in 

VANETs; lowest 

latency if success; 

success rate and 

latency increase 

with vehicle 

density 

P2P lookup in 

VANET-based P2P 

overlay; 

performance worse 

than single-tier 

VANET 

P2P lookup in 

infrastructure-based 

P2P overlay; high 

success rate and 

latency; performance 

depends on P2P 

networking approach 

Multi-hop broadcast 

in VANETs with 

superpeer lookup in 

infrastructure-based 

P2P overlay; good 

balance between 

success rate and 

latency 

P2P overlay 

construction 

None Overlay built on 

top of VANETs 

Overlay in 

infrastructure 

network 

Superpeer-based 

overlay in 

infrastructure 

network 
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P2P system 

overhead 

None Overhead to 

maintain P2P 

overlay 

Overhead to maintain 

P2P overlay 

Less overhead to 

maintain 

superpeer-based P2P 

overlay 

Challenges Network 

disconnectivity; 

broadcast storm 

Network 

disconnectivity; 

VANET routing 

overhead 

Limited bandwidth; 

long delay 

Superpeer election; 

superpeer load; 

redundant lookups 
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3.7 Performance Evaluation 
The performance of single-tier systems and the proposed two-tier VANET/P2P system is 

evaluated using a traffic simulator and network simulator. This section presents simulation 

results and discusses them. 

 

3.7.1 Setup 

We use the micro-scope road traffic generator, Simulation of Urban MObility 

(SUMO)  [28], to generate vehicular mobility traces that are then fed into the network 

simulator, QualNet [29]. The road topology is a 5000 m × 5000 m grid road network, in 

which each road segment is 500 meters with two lanes in each direction. The maximum 

vehicle speed is set to 13.9 m/s (i.e., 50 km/h). The number of vehicles varies from 200 to 

1000. Each vehicle is equipped with both intervehicle and infrastructure-based wireless 

communication interfaces. The vehicular network uses IEEE 802.11a with the lognormal 

shadowing, two-ray path loss, and Rayleigh fading. The radio range is set to 250 meters. 

We assume that the high-tier infrastructure-based wireless network is Mobile WiMAX or 

UMTS which can provide a reliable communication between vehicles. 

In VANETs, vehicles periodically broadcast messages to exchange information with 

neighboring vehicles for information sharing in both single-tier and two-tier systems, and 

superpeer election in only two-tier system. We use a traffic information system as an 

example of the information retrieval service. Each vehicle broadcasts its current speed and 

location, and then generates the traffic report of its current road segment based on its 

observation and traffic messages obtained from other vehicles. In two-tier VANET/P2P 

system, vehicles perform superpeer election every one second to form clusters. The cluster 

size is set to one hop. The TTL value for lookups in the VANETs is infinite so that all 
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connected vehicles in the VANETs could receive the lookup queries. These settings help us 

to understand the net improvement by introducing a high-tier P2P overlay. 

Gnutella and Chord are used as the representative unstructured and structured P2P 

overlay networks, respectively. In the Gnutella-based P2P overlay, each node maintains 15 

neighbors, and the geographic routing mechanism is applied to perform P2P lookups for 

information with a TTL value of seven. In the Chord-based P2P overlay, the identifier 

space is set to 215. Each node maintains a finger table with 15 entries. In both P2P overlays, 

the stabilization procedures are performed every ten seconds to maintain the overlays. We 

simulate each scenario for 200 seconds and ten runs. 

In all scenarios, the P2P over VANET architecture performs more poorly than the 

single-tier VAENT architecture with a success rate below 20% and lookup latency over 

100 ms. Results of the P2P over VANET architecture are excluded from the comparisons in 

the figures below. Therefore, we consider five different design strategies among the other 

three system architectures: the single-tier VANET approach (1T-VANET); the single-tier 

infrastructure-based P2P approach using Chord (1T-struct); the single-tier 

infrastructure-based P2P approach using Gnutella (1T-unstruct); the two-tier approach 

using Chord (2T-struct); and the two-tier approach using Gnutella (2T-unstruct). We 

evaluate their performance in terms of lookup success rate, lookup latency, VANET 

bandwidth usage, and P2P overlay bandwidth usage, defined as follows. 

• Lookup success rate is defined as the ratio of the number of successful lookups to the 

total number of lookup requests generated by vehicles. A lookup is successful if a 

requesting vehicle can receive responses containing the required information. 

• Lookup latency is the average latency for a successful lookup. It measures the elapsed 

time between the time that a lookup request is generated and the time that the 

corresponding response is received by the requesting vehicle. 
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• VANET bandwidth usage measures VANET bandwidth used for lookups performed in 

VANETs. 

• P2P overlay bandwidth usage measures infrastructure network bandwidth used for 

lookups and overlay maintenance performed in a P2P overly. 

 

3.7.2 Results 

Figure 3.7 shows the lookup success rate under different number of vehicles. This figure 

shows that the single-tier VANET system has the lowest lookup success rate, especially in 

low density scenarios. This is because some lookups cannot reach the vehicles with the 

requested information in the disconnected VANETs. This problem can be alleviated by 

increasing the number of vehicles or introducing an infrastructure-based P2P overlay. 

Both single-tier structured P2P and unstructured P2P systems significantly improve the 

lookup success rate because an infrastructure network does not have the disconnectivity 

problem and vehicles can communicate with any other vehicles through 

infrastructure-based communication. For the single-tier P2P systems, lookup success rate is 

independent of vehicle densities, and incorrect neighbor or finger information on P2P 

nodes is mainly caused by churn (i.e., node join/leave), resulting in lookup failures. 

Simulation results show that the churn has an impact on the structured P2P approach. 

Although the churn problem can be alleviated by frequently performing stabilization 

procedures to maintain a stable structured P2P overlay, these frequent stabilization 

procedures introduce extra maintenance overhead. On the other hand, the unstructured P2P 

approach adapts to churn much more effectively than the structured P2P approach in a 

dynamic vehicular network, as the single-tier unstructured P2P system achieves nearly a 

95% lookup success rate. 
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The two-tier structured P2P system outperforms the single-tier VANET system because 

it also conducts lookups over the P2P overlay and can mitigate the disconnectivity problem 

of the VANETs. The two-tier structured P2P system has a success rate slightly lower than 

the single-tier structured P2P system because the periodical superpeer election may cause 

node join/leave in the P2P overlay and the structured P2P approach is vulnerable to churn. 

By contrast, the two-tier unstructured P2P system is resilient to churn and achieves nearly a 

95% lookup success rate, further accelerating the lookup and reducing maintenance costs 

compared to a single-tier unstructured P2P system, as will be shown later. 

 

 

Figure 3.7:  Lookup success rate for different approaches. 

 

Figure 3.8 shows the average latencies of successful lookups. The single-tier VANET 

system achieves the shortest lookup latencies among all systems because of low-latency 

IVC. The lookup latency and success rate of the VANET system both increase with the 
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number of vehicles because more vehicles are in a connected VANET and a query must be 

propagated for more hops to reach the vehicle with the desired information. 

The single-tier structured P2P system has the longest latency because the lookup hop 

count in the Chord-based overlay is proportional to the logarithm of the Chord network 

size. A successful lookup requires approximately six to eight hops in the Chord-based 

overlay as one-hop latency in infrastructure networks could be 600 ms long. Compared to 

the single-tier structured P2P system, the single-tier unstructured P2P system improves 

lookup latency by 50%–60%, because the geographic lookup in the Gnutella-based overlay 

can reach every vehicle within three hops. 

By combining VANETs and an infrastructure-based P2P overlay, lookups can be 

simultaneously distributed over the VANETs and P2P overlay to improve the latency 

further. The two-tier systems outperform the single-tier P2P systems because low latencies 

can be achieved through lookups performed in VANETs. In summary, the two-tier systems 

achieve higher lookup success rate than the single-tier VANET system, and have lower 

lookup latency than the single-tier P2P systems. Moreover, the unstructured P2P 

approaches are more suitable for single-tier P2P and two-tier VANET/P2P systems because 

they achieve higher lookup success rates and introduce less lookup latencies than the 

structured P2P approaches. 
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Figure 3.8:  Lookup latency for different approaches. 

 

Figure 3.9 and Figure 3.10 shows the average bandwidth usage of VANETs (i.e., IVC 

lookup) and P2P overlay (i.e., P2P lookup and overlay maintenance in infrastructure 

network) per vehicle, respectively. The single-tier P2P systems do not consume VANET 

bandwidth as they only use infrastructure network. On the other hand, the single-tier 

VANET system utilizes only IVC, and thus does not consume the bandwidth of 

infrastructure network. As shown in Figure 3.9, the bandwidth usage of VANETs for the 

single-tier VANET and two-tier VANET/P2P systems significantly increases with the 

number of vehicles. The number of lookup messages increases in VANETs because more 

vehicles are involved in the lookups. 

Figure 3.10 indicates the bandwidth usage of infrastructure network. The single-tier P2P 

and two-tier VANET/P2P systems occupy a certain infrastructure network bandwidth in 

performing the lookup and maintenance of the P2P overlay. The two-tier systems reduce 
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the bandwidth usage of infrastructure network by 40%–60% compared with the single-tier 

P2P systems because only some vehicles (i.e., superpeers) participate in the P2P overlay 

and perform the P2P operations. Although the unstructured P2P approach requires more 

bandwidth for P2P lookups, it still outperforms the structured P2P approach because of less 

P2P maintenance overhead. 

 

 

Figure 3.9:  VANET bandwidth usage for different approaches. 
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Figure 3.10:  P2P overlay bandwidth usage for different approaches. 

 

 

In the previous simulations, the superpeer election is performed every one second. The 

message overhead of maintaining the cluster structure decreases when the frequency of 

superpeer election decreases. When the election is performed every two seconds, the 

clustering message overhead in VANETs can be reduced while the lookup success rate is 

almost unchanged. However, if the superpeer election is performed much less frequently 

(e.g., longer than eight seconds), the lookup success rate decreases. This is because normal 

peers may move out of range of their superpeers and cannot communicate with their 

superpeers if the superpeer election is conducted infrequently. Although a vehicle can 

forward a lookup message to its VANET neighbors, the opportunity to send the lookup 

messages to the destination via P2P overlay may lose. On the other hand, the lookup 

latency is reduced slightly with a longer election period because less lookups are resolved 
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through P2P overlay which introduces more lookup latency than VANETs. Figure 3.11 and 

Figure 3.12 show the simulation results under different superpeer election frequencies, 

where Tclus indicates the clustering period (i.e., superpeer election period). 

 

 

Figure 3.11:  Lookup success rate under different clustering periods. 

 



44 
 
 
 

 

Figure 3.12:  Lookup latency under different clustering periods. 

 

The superpeer election is performed periodically to form clusters of vehicles within a 

range in VANETs. With one-hop clusters, vehicles are elected as superpeers if they have 

the largest IDs among one-hop neighbors. The one-hop clusters ensure that a normal peer 

can communicate directly with its superpeer to request a lookup in the P2P overlay. 

However, because vehicles move and the VANET topology changes, normal peers may not 

be able to communicate with their superpeers through neighboring nodes especially for a 

larger cluster size, i.e., a larger number of hops for a cluster. The lookup success rate 

decreases when the number of hops for a cluster increases. Figure 3.13 and Figure 3.14 

show the simulation results under different numbers of clustering hops (i.e., cluster size). 
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Figure 3.13:  Lookup success rate under different clustering hops. 

 

 

Figure 3.14:  Lookup latency under different clustering hops. 
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3.8 Summary 
In this chapter, we propose a two-tier VANET/P2P system to support information 

retrieval services for the vehicular environment in an effective and efficient manner. When 

the vehicle density is low, information can be retrieved through lookups performed in the 

infrastructure-based P2P overlay. Thus, the two-tier system can alleviate the 

disconnectivity problem of VANETs to maintain a high lookup success rate. In addition, 

the two-tier system minimizes the bandwidth usage in the infrastructure network. On the 

other hand, given a sufficient vehicle density, lookups may be resolved rapidly through 

VANETs, and a short lookup latency can be achieved. Therefore, the proposed two-tier 

VANET/P2P system can improve success rate compared with single-tier VANET-based 

systems while reducing lookup latency and bandwidth usage compared with single-tier 

infrastructure-based P2P systems. Simulation results also reveal that a two-tier 

unstructured P2P system can tolerate network dynamics and achieve higher performance 

than a two-tier structured P2P system. 
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CHAPTER 4 ADAPTIVE TWO-TIER LOOKUP 

PROTOCOL 
In the two-tier VANET/P2P information retrieval system, lookups for information are 

performed in the low-tier VANETs and high-tier P2P overlay simultaneously. Information 

can be retrieved with low latency through the VANETs if VANETs are connected, and 

through the P2P overlay if lookups in the VANETs fail. Therefore, the two-tier system can 

achieve both low latency and high success rate. However, the two-tier system may 

introduce high lookup overheads due to lookups performed in both networks. It may cause 

redundant P2P lookups when lookups can be resolved in connected VANETs. On the other 

hand, the two-tier system does not consider that an intermediate node in the P2P 

forwarding path may be able to route the lookup to the destination rapidly through the 

VANETs. This results in not only losing the chance of performing lookups through the 

VANETs with lower latency, but also wasting infrastructure network resources in the P2P 

overlay. 

Figure 4.1 shows an example of conventional information retrieval in the two-tier 

VANET/P2P system. In step 1, a vehicle requests information available in location D by 

broadcasting a lookup in VANETs. The lookup is forwarded toward destination D in 

VANETs, but it cannot reach the destination due to VANET disconnectivity, as in step 2. 

On the other hand, the lookup can be forwarded to superpeer located in the destination 

through the P2P overlay, as in step 3 and step 4. However, the lookup can be rapidly routed 

to the destination by superpeer nd through VANETs if superpeer nd redirects the lookup to 

VANETs when receiving the lookup in step 3. Thus, the lookup forwarded by nd in the P2P 

overlay is unnecessary since the lookup through VANETs can be resolved with a lower 
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latency. 

 

High-tier infrastructure-based P2P overlay network

Low-tier vehicular ad hoc network

Destination D

Requesting vehicle

…
…

 










Initiating superpeer

❶ The requesting vehicle broadcasts a lookup in VANETs for destination D.
❷ The lookup is forwarded hop-by-hop towards D in VANETs, but the query cannot reach D
due to VANET disconnectivity problem.
❸ At the same time, the superpeer (i.e., initiating superpeer) receives the request and then
initiates another lookup in P2P overlay and forwards the lookup to other superpeers.
❹ The lookup finally reaches the vehicle located in D through P2P overlay.

na







nd

 

Figure 4.1:  Example of conventional information retrieval in the two-tier VANET/P2P 

system. 

 

To improve the lookup performance, we propose an adaptive lookup protocol for the 

two-tier VANET/P2P information retrieval system. The adaptive lookup protocol leverages 

the reachability of road segments to determine whether information lookups should be 

performed in low-tier and/or high-tier networks. The reachability indicates whether a road 

segment can be reached through the low-tier VANETs. We benefit from the reachability 

information to improve the lookup routing. This chapter presents the adaptive two-tier 

lookup protocol. 
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4.1 Reachability Model 
Each vehicle locally maintains the reachability of road segments in a reachability 

database. For a vehicle, a road segment is considered reachable if the vehicle receives 

messages that have recently traversed the road segment through VANETs. The reachability 

of road segments for a vehicle is based on two sources of information: (1) The first-hand 

reachability information that a vehicle can directly observe. For example, a vehicle may 

receive or forward lookup messages from other vehicles that have traversed several road 

segments. (2) The second-hand reachability information, for which one vehicle may share 

its first-hand reachability information with its neighbors. Because vehicles are moving, the 

reachability information is not always correct. Consequently, reachability information is 

maintained in a soft-state manner and the information decays over time. 

The reachability information is continuously collected and disseminated using various 

messages transmitted among vehicles in VANETs, such as lookup messages and node 

information messages. For lookup messages, a lookup query and response consist of the 

location of the requesting vehicle and responding vehicle. When a vehicle receives a 

lookup message originating from vehicle n, it updates the reachability regarding the road 

segment where vehicle n is located. The road segment is reachable because a message from 

the location can be received. In addition to the road segment where a message is generated, 

the lookup message may traverse several road segments. The lookup message may contain 

a list of the traversed road segments, which can be recognized as reachable by the vehicles 

receiving the message. Piggybacking information of traversed road segments in a 

transmitted message has been used as an efficient mechanism to collect information along 

the traversed path [30]. Through these mechanisms, a vehicle can gather first-hand 

reachability information. 
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To efficiently maintain and exchange reachability information, a Bloom filter data 

structure is used [10]. A Bloom filter is a space-efficient data structure that represents a set 

of elements in order to support membership queries in the set [31]. It consists of a bit array 

of m bits; all bits are initialized at 0. There are k independent uniform hash functions h1, 

h2, …, hk, each of which maps an element to one bit in the array. An element x is 

represented by k bits indexed by hi(x) where i = 1, 2, …, k in the array. To add an element 

to the set, the k bits that the element is mapped to are set to 1. A query for element x (i.e., 

whether x is in the set) checks whether all hi(x) are set for i = 1, 2, …, k. The element is 

likely to be in the set if the k bits are set. Otherwise, the element does not belong to the set. 

The use of the Bloom filter in efficient information exchanges has been considered in 

various applications, such as service discovery [32], cache lookup [33], and query routing 

in P2P networks [34]. 

Each vehicle locally maintains a Bloom Filter BF to store the first-hand reachability 

information of road segments. When receiving a lookup message consisting of road 

segment s, a vehicle updates the reachability of segment s in its BF by setting the bits hi(s) 

to 1 for i = 1, 2, …, k. As described in Section 3.2, vehicles periodically broadcast their 

node information through IVC for superpeer election in the two-tier system. The 

reachability information locally maintained in a vehicle can be included in the periodic 

messages to be disseminated to other vehicles. Thus, when a vehicle broadcasts a node 

information message, it also advertises its reachability information with the message. After 

receiving the message, other vehicles extract the Bloom filter in the message and aggregate 

it with their own Bloom filters. Thus, a vehicle can gather second-hand reachability 

information from its neighbors. Any two Bloom filters can be merged into one by simply 

performing bitwise OR operations on them. The reachability information can be 

disseminated over multiple hops through the vehicles that are connected in the VANETs 
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(i.e., they are reachable to each other). Figure 4.2 shows the algorithms for maintaining 

reachability information using Bloom filters. 

 

AddReachability(BF, s):  

1:   // execute when a vehicle receives a lookup from road segment s, add road segment 

s to BF with k hash functions. 

2:   for all {1,2,..., }i k∈  do 

3:      [ ( )] 1iBF h s ←  

4:   end for 

 

AggregateReachability(BF, BFr):  

5:   // execute when a vehicle receives a Bloom filter from its neighbors, aggregate local 

BF with the received BFr. 

6:   rBF BF BF← ∪  

 

DecayReachability(BF):  

7:   // execute periodically to decay m-bit BF. 

8:   for all {1,2,..., }i m∈  do 

9:     if (BF[i] == 1) then 

10:      with probability p, [ ] 0BF i ←  

11:    end if 

12: end for 

Figure 4.2:  Algorithms for maintaining reachability information using m-bit Bloom 

filters. 
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As vehicles are moving, the reachability of road segments continuously changes because 

of high vehicle mobility and rapid VANET topology changes. The reachability information 

received at time t1 may be inaccurate at a later time t2. To accommodate the network 

dynamics, the reachability information is maintained as a soft state. A decay mechanism 

[34] is adopted to reduce confidence in the reachability information. Each vehicle decays 

its BF every Tdecay. For every Tdecay, each bit that is set to 1 in BF is reset to 0 with 

probability p.  

In the Bloom filter, the number of bits set to 1 for a road segment divided by total bits k 

is interpreted as the reachability probability of the given road segment. Let 

( ) |{ | [ ( )] 1, 1, 2,..., } |is i BF h s i kθ = = =  be the number of 1s in BF corresponding to road 

segment s. A larger ( )sθ  indicates that the reachability information may have been 

updated recently, and road segment s can be reached with a greater probability. Therefore, 

we define ( ) ( ) /s s kγ θ=  as the reachability probability of road segment s. The 

reachability probability measures the probability that the information continues to be 

accurate and a lookup message can be routed to the destination through the VANETs. 

Finally, the reachability collection and dissemination described above are mainly passive 

schemes. The reachability of road segments can also be discovered using other active 

mechanisms. For example, a reachability discovery message can be generated by a 

randomly selected vehicle to discover the reachability in particular locations. The message 

acts as a one-way lookup query (i.e., no lookup response), and discovers reachability when 

being forwarded toward a destination. How to select vehicles and destinations to initiate 

the reachability discovery process is an issue that may depend on vehicle location and 

current reachability. Active discovery may cause overheads in VANETs. 
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4.2 Lookup Initiation 
In the two-tier VANET/P2P information retrieval system, a normal peer or superpeer can 

generate a lookup request for information available in a location. When a normal peer 

generates a lookup request, the request is broadcasted through IVC, and can be received by 

other vehicles, including the superpeer of the normal peer. The superpeer of the requesting 

normal peer is responsible for determining whether it should perform the lookup though 

the VANETs and/or P2P overlay. On the other hand, when a superpeer generates a lookup 

request, it also determines whether the lookups in the VANETs and P2P overlay are 

necessary. The superpeer, which determines the lookup procedure in these two instances, is 

called the initiating superpeer. 

Each vehicle locally maintains a Bloom filter BF to store the reachability information of 

road segments. For a lookup for information located in destination D, the initiating 

superpeer determines whether to perform lookups through the VANETs and/or P2P overlay 

according to the reachability probability of D in its BF. The two reachability thresholds are 

defined as lγ  and hγ  to determine the lookup routing. If the reachability probability of D, 

that is ( )Dγ , is greater than the high threshold hγ , that is ( ) hDγ γ> , there is a 

significant chance that the lookup can be routed to the destination through the VANETs. In 

this situation, the lookup is forwarded to the VANETs to reduce the lookup messages in the 

P2P overlay. If the reachability probability of D is less than the low threshold lγ , that is 

lD γγ <)( , it is occasionally possible that the lookup can be routed to the destination 

through the VANETs. In this situation, the lookup to the P2P overlay should only be 

forwarded to avoid a lookup failure, and to reduce the lookup messages in the VANETs.  

However, when the reachability probability of D is between the high threshold and low 

threshold, that is ( )l hDγ γ γ≤ ≤ , the decision to forward the lookup to either the P2P 
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overlay or VANETs is uncertain. This is mainly because the accuracy of the reachability 

information maintained in the Bloom filters is not guaranteed. The inaccuracy of 

reachability information can be caused by four reasons. First, the reachability information 

may be out-of-date because of the dynamics of a vehicular network. The second reason is 

the false positives in the Bloom filter. A false positive occurs when the bit positions 

corresponding to a road segment are set by other road segments, which are also mapped to 

the same bits. The hash function design and the size of the Bloom filter influence the 

possibility of false positives in the Bloom filter. The third reason is the false negatives in 

the Bloom filter. For every decay period, i.e., Tdecay, we decay all bits in the Bloom filter 

instead of the correspondent bits of road segments one segment by one segment. Therefore, 

hash collisions (i.e., the bit positions corresponding to a road segment are also shared by 

other road segments) will not introduce additional decays on the bits mapped by several 

road segments. However, false negatives may occur because the bits in the Bloom filter 

may reset to 0 due to a number of decays over time. The decay mechanism is adopted to 

reduce the confidence of the reachability information. As vehicles are moving, the 

reachability of road segments continuously changes. Therefore, to accommodate the 

VANET dynamics, the reachability information is maintained in a soft-state manner. The 

false negatives make the adaptive lookup protocol to be more conservative and to forward 

lookup queries through P2P overlay instead of possible connected VANETs. As a result, 

lookup latency may not be reduced significantly. Fourth, even when the reachability 

information is correct, the lookup over the VANETs may not succeed because of network 

congestion. If the reachability probability of D is between the high and low thresholds but 

the lookup message is only forwarded to the VANETs, the lookup messages may not 

successfully reach the destination and may introduce a lookup failure. However, if the 

lookup is only forwarded to the P2P overlay, an opportunity to reduce latency is lost if the 
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message can be routed to the destination through the VANETs. Therefore, when the 

reachability probability of D is between the high and low thresholds, lookups in both the 

P2P overlay and VANETs should be performed to gain latency improvement without 

introducing lookup failures. This design may introduce redundant P2P and/or VANET 

messages, which are used to compensate for the dynamics in a vehicular network, 

communication loses in the VANETs, and false positives in the Bloom filter. Therefore, if 

the reachability probability is greater than the low threshold, that is ( ) lDγ γ≥ , the lookup 

is forwarded to the VANETs. If the reachability probability is less than the high threshold, 

that is ( ) hDγ γ≤ , the lookup is forwarded to the P2P overlay. In situations where a 

vehicular network is stable, there is no congestion or packet loss in the VANETs, and false 

positives in the Bloom filter rarely occur, the low and high thresholds may be set to the 

same value. In this situation, lookup latency and lookup overheads can be minimized while 

a high lookup success rate can be achieved. Moreover, if the high threshold is set to 1 and 

the low threshold is set to 0, the proposed lookup protocol reverts to the lookup scheme 

which is very similar to the conventional two-tier lookup protocol. In the proposed 

protocol, 0 1l hγ γ≤ < ≤  is suggested. The low and high thresholds are design parameters 

that should be adjusted according to situations in a real environment. A discussion on the 

selection of parameters in the simulation section is presented. Protocol 1 in Figure 4.3 

shows the pseudo-code to initiate a lookup. 

 

Protocol 1. Lookup initiation 

Notation: 

D: Destination road segment 

BF: Local Bloom filter 
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1:   if the current vehicle serves as a normal peer then 

2:       Broadcast lookup message in VANETs and request its superpeer for P2P 

lookup 

3:   else // the current vehicle serves as a superpeer and generates a lookup or receives a 

request from its normal peer 

4:       GetReachability( , )BF Dγ ←  

5:       if ( )lγ γ≥  then 

6:           Broadcast lookup message in VANETs 

7:       end if 

8:       if ( )hγ γ≤  then 

9:           for each P2P neighbor ni do 

10:             Forward lookup to ni in P2P overlay 

11:         end for 

12:     end if 

13: end if 

 

GetReachability(BF, s):  

14: // execute to get reachability probability of road segment s from BF. 

15: 0θ ←  

16: for all {1,2,..., }i k∈  do 

17:     [ ( )]iBF h sθ θ← +  

18: end for 

19: Return kθ  

Figure 4.3:  Lookup initiation for the normal peer and initiating superpeer. 
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4.3 Lookup Forwarding 
When receiving lookup messages from other superpeers in the P2P overlay, a superpeer 

may have to continue to forward the lookup messages if it does not have the required 

information. If a lookup forward is necessary, it determines whether a lookup should be 

continuously forwarded in the P2P overlay or be adaptively redirected to the VANETs 

according to the reachability information. If ( ) hDγ γ≤ , then it continues to forward the 

lookup to the neighbor, which is closest to D, as the conventional lookup forwarding in the 

P2P overlay. If ( ) lDγ γ≥ , then it redirects the lookup to the VANETs by broadcasting the 

lookup through IVC. 

The lookup forwarding in the VANETs also exploits reachability information. When a 

vehicle receives a lookup message in the VANETs, it may reply with the requested 

information if it has it. Otherwise, it forwards the lookup in the VANETs using geographic 

forwarding scheme if ( ) lDγ γ≥ . Protocol 2 in Figure 4.4 shows the pseudo-code to 

forward a lookup. 

 

Protocol 2. Lookup forwarding in the P2P overlay and VANETs 

Notation: 

D: Destination road segment 

BF: Local Bloom filter 

Dist(ni): Distance from vehicle ni to destination D 

REQ: Requested information 

DB: Local information database 

ns: Sending vehicle from which a lookup message is received 
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1:   // execute when a vehicle receives a lookup message from vehicle ns in the P2P 

overlay. 

2:   if REQ DB∈ then 

3:       Reply information back to the initiating superpeer 

4:       Return 

5:   end if 

6:   GetReachability( , )BF Dγ ←  

7:   if ( )lγ γ≥ then 

8:       Broadcast lookup message in VANETs 

9:   end if 

10: if ( )hγ γ≤  then 

11:     For all P2P neighbors ni ≠ ns, pick nj with the smallest Dist(nj) 

12:     Forward lookup to nj in the P2P overlay 

13: end if 

 

14: // execute when a vehicle receives a lookup message from vehicle ns in the VANETs. 

15: if REQ DB∈  then 

16:     Reply information back to the requesting vehicle 

17:     Return 

18: end if 

19: GetReachability( , )BF Dγ ←  

20: if ( )lγ γ≥  then 

21:     Use geographic forwarding scheme to forward lookup message toward D in 
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the VANETs  

22: end if 

Figure 4.4:  Lookup forwarding in the P2P overlay and VANETs. 

 

Figure 4.5 shows an example of the adaptive lookup protocol applied to the scenario 

shown in Figure 4.1 After receiving a request, the initiating superpeer decides not to 

perform a lookup in the VANETs according to its reachability probability of the destination 

(i.e., ( ) lDγ γ< ). It initiates a lookup in the P2P overlay. The lookup performed in the P2P 

overlay can reach the destination through superpeers nb, nc, and nd. Moreover, when 

superpeer nd receives the lookup in the P2P overlay, it redirects the lookup to the VANETs 

because the reachability probability of D is greater than hγ . Thus, the lookup can be 

forwarded to the destination through the VANETs, resulting in a rapid lookup process. 

Low-tier vehicular ad hoc network

Destination D

Requesting vehicle

…
…

 














Initiating superpeer

❶ The requesting vehicle broadcasts a lookup in VANETs for destination D.
❷ The initiating superpeer decides not to perform VANET lookup according to the
reachability information.
❸ The initiating superpeer performs lookup in the P2P overlay.
❹ The P2P lookup is redirected to the VANETs by superpeer nd with a high reachability
probability of D and finally arrives D.

na

nd

nb nc



 

Figure 4.5:  Example of the adaptive lookup protocol in the two-tier VANET/P2P system. 
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In this chapter, we use a two-tier VANET/P2P system based on the unstructured P2P 

overlay (i.e., Gnutella) to present the proposed adaptive lookup protocol. The proposed 

lookup protocol is independent of the P2P lookup mechanism (i.e., the P2P overlay) 

because it routes lookups between VANETs and the P2P overlay. Thus, the proposed 

protocol can be applied to any two-tier VANET/P2P system with a structured or 

unstructured P2P overlay. Moreover, single-tier infrastructure-based P2P systems (e.g., 

PeerTIS [3] as described in Section 2.3) can also benefit from the proposed protocol if they 

integrate VANET communications. If these systems add intervehicle communication 

interfaces to establish VANETs and use both P2P overlay and VANETs simultaneously, 

they then become two-tier P2P systems. According to the results shown in Section 3.7, 

two-tier structured P2P systems can reduce the lookup latency and overhead of a P2P 

overlay more than single-tier structured P2P systems. However, because vehicles are 

moving, a structured P2P overlay becomes unstable because of frequent updates to the 

logical locations of vehicles in the structured P2P overlay. Conversely, two-tier 

unstructured P2P systems can tolerate these network dynamics and achieve much higher 

performance than two-tier structured P2P systems. Therefore, we use a two-tier 

unstructured P2P system based on Gnutella to illustrate the proposed adaptive lookup 

protocol. 

 

4.4 Performance Evaluation 
This section presents the simulation results to evaluate the performance of the proposed 

adaptive lookup protocol in the two-tier VANET/P2P system using a traffic simulator and 

network simulator. 
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4.4.1 Setup 

The performance of the adaptive lookup protocol in the two-tier VANET/P2P system is 

evaluated using a traffic simulator and network simulator. The open-source and 

micro-scope traffic generator is used, namely the Simulation of Urban MObility (SUMO) 

[28], to generate vehicle mobility traces that are then imported into the network simulator. 

This simulation uses a 5000 m × 3500 m real road map of Chicago, United States, obtained 

from OpenStreetMap [35]. The number of vehicles varies from 200 to 500. The maximum 

vehicle speed is set to 13.9 m/s (i.e., 50 km/h). 

The two-tier VANET/P2P information retrieval system is implemented in the QualNet 

network simulator [29]. Each node in QualNet represents one vehicle and travels according 

to the mobility traces. The low-tier vehicular network is simulated by IEEE 802.11a with a 

two-ray path loss, Rayleigh fading, and lognormal shadowing. The radio range is 350 m. 

We assume that the high-tier infrastructure-based wireless network is Mobile WiMAX or 

UMTS which can provide a reliable communication means between vehicles. All the 

vehicles are equipped with both intervehicle and infrastructure-based wireless 

communication interfaces. The simulation parameters are summarized in Table II. 

 

Table II:  Simulation parameters. 

Parameter Value 

Channel frequency 5 GHz 

Propagation model Two-ray 

Fading model Rayleigh 

Shadowing model Lognormal 

Propagation distance 350 m 
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Antenna model Omnidirectional 

Transmission power 20 dBm 

PHY model 802.11a 

MAC model 802.11 DCF 

 

In the VANETs, vehicles periodically broadcast messages to exchange information with 

neighboring vehicles for superpeer election and information sharing. If the superpeer 

election is performed less frequently (e.g., longer than eight seconds), a lookup request 

issued by a normal peer may not be received by its superpeer because the normal peer has 

moved out of range of its superpeer. In addition, normal peers may not be able to 

communicate with their superpeers through neighboring nodes especially for a larger 

cluster size, i.e., a larger number of hops for a cluster. The lookup success rate decreases 

when the number of hops for a cluster increases. In the simulation, the superpeer election is 

performed every 1 s to form one-hop clusters. Through infrastructure-based wireless 

communication, superpeers construct the high-tier P2P overlay based on the unstructured 

Gnutella model. In the Gnutella overlay, each node maintains eight neighbors, and the 

neighbor connections are maintained every 10 s. 

We use a traffic information system as an example to demonstrate the efficiency of the 

information retrieval service. Vehicles can share, collect, and query traffic information in 

the system. Each vehicle continuously broadcasts its current speed and collects speed 

information from neighboring vehicles. Based on the collected speed information of a road 

segment, a vehicle derives the average speed as traffic condition for the road segment. 

Each vehicle generates a lookup request for the traffic information of a randomly chosen 

road segment every 10 s. Vehicles located on the destination road segment reply with the 
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estimated average speed when receiving the lookup query. The lookups in VANETs are 

propagated in a multi-hop manner and the TTL value is set to 20. On the other hand, the 

TTL value for lookups in the P2P overlay is set to seven. Each scenario is run for 200 s. 

The Bloom filter has 2000 bits and the number of hash functions is five. The size of the 

Bloom filter and the hash functions are carefully chosen to minimize false positive errors 

in the Bloom filter. In VANETs, however, network dynamics have a much more serious 

influence on the accuracy of reachability information than the size of the Bloom filter. 

Therefore, we use a sufficiently large Bloom filter and consider other design factors. 

We evaluate the performance of the two-tier system using the conventional lookup 

mechanism (2T-CON) and the proposed adaptive lookup mechanism (2T-ADP) in terms of 

lookup success rate, lookup latency, VANET lookup overhead, and P2P lookup overhead, 

defined as follows. 

• Lookup success rate is defined as the ratio of the number of successful lookups to the 

total number of lookup requests generated by vehicles. A lookup is successful if a 

requesting vehicle can receive responses containing the required information. 

• Lookup latency is the average latency for a successful lookup. It measures the elapsed 

time between the time that a lookup request is generated and the time that the 

corresponding response is received by the requesting vehicle. 

• VANET lookup overhead measures the average number of lookup messages 

transmitted in the low-tier VANETs per second. 

• P2P lookup overhead measures the average number of lookup messages transmitted 

among the superpeers in the high-tier P2P overlay per second. 

Because the two-tier VANET/P2P system must be maintained regardless of the lookup 

protocol used, both the conventional and the adaptive lookup protocols can be assumed to 

introduce the same amount of maintenance messages (i.e., messages for maintaining 
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clustering and the P2P overlay). Thus, maintenance messages are not considered. 

 

4.4.2 Results in a Stationary Scenario 

First, we simulate a stationary scenario where each vehicle stays at the same location 

during the entire simulation time. This configuration eliminates the effects of the dynamics 

of VANETs and thus can verify the design of the Bloom filter and the correctness of the 

reachability information. Since the VANETs in each simulation run are stable, we set a low 

decay probability p to 0.2 and the decay timer Tdecay to 1 s to evaluate the performance. We 

simulate this ideal case in order to understand how much performance improvement that 

the adaptive lookup protocol can achieve by fully utilizing the reachability information. 

As described previously, the values of low and high thresholds (i.e., lγ  and hγ ) are 

decided depending on the confidence in the reachability information. In the stationary 

scenario which we also minimize the false positive errors in the Bloom filter, we have 

more confidence in the reachability probability of a road segment. Moreover, a low value 

of lγ  would consume more bandwidth of VANETs without apparent benefits on 

performance. Therefore, we set both lγ  and hγ  to be 0.5. Finally, we increase hγ  to 0.7 

but keep 0.5lγ =  to investigate the impact of hγ  on the performance. 

Figure 4.6 shows the results of lookup success rate. The conventional lookup mechanism 

can reach a stable success rate over 95% for information retrieval in the two-tier system. 

The results also show that even in the stationary scenario, the success rate cannot reach 

100% because certain packet losses may occur because of the wireless network congestion 

and wireless channel interference. When the vehicle density is low, the adaptive lookup 

protocol can achieve the same success rate as the conventional lookup mechanism. When 

the vehicle density increases, however, more lookup messages would be generated by 
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vehicles, resulting in VANET congestions. A lookup message may not reach the destination 

through the VANETs and cause a lookup failure. If both thresholds are set to the same 

value (i.e., h lγ γ= ), the success rate of the adaptive lookup protocol decreases a little bit. 

This is mainly because if the reachability probability of the destination is higher than lγ  

(i.e., it is also higher than hγ  in this case), the lookup is only forwarded in the VANETs. 

In this case, the success of a lookup only relies on the lookups in the VANETs, but a 

VANET lookup may lose due to the network congestion issue under a high vehicle density. 

On the other hand, if hγ  is set to be higher than lγ , lookups are sent to both P2P and 

VANETs when the reachability probability is between hγ  and lγ . These additional P2P 

lookups can compensate for these losses in the VANETs and thus we can maintain a high 

lookup success rate. 

 

 

Figure 4.6:  Lookup success rate in a stationary scenario. 
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The results of lookup latency are shown in Figure 4.7. For both the conventional and 

adaptive lookup mechanisms, the lookup latency decreases with the increasing number of 

vehicles because the VANET connectivity increases and thus the required information can 

be retrieved rapidly through lookups performed in connected VANETs. Moreover, the 

adaptive lookup protocol can redirect a lookup to the low-tier VANETs as soon as the 

reachability probability of the destination is high enough. When the vehicle density 

increases, the lookup latency can be reduced by up to 18%. The hγ  does not affect the 

lookup latency because the lookups redirected to the VANETs are determined according to 

lγ . 

 

 

Figure 4.7:  Lookup latency in a stationary scenario. 

 

Figure 4.8 and Figure 4.9 show the results of lookup overhead in the VANETs and P2P 

overlay, respectively. The lookup overhead in both VANETs and P2P overlay can be 
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reduced by using the adaptive lookup protocol. The adaptive lookup protocol uses lγ  to 

avoid unnecessary lookups in the VANETs and thus the VANET lookup overhead can be 

reduced. The impact of different values of hγ  on the VANET overhead is negligible 

because hγ  is mainly used to determine whether P2P lookups need to be continuously 

forwarded in the P2P overlay. On the other hand, to increase hγ  also increases the P2P 

lookup messages but it can compensate for the lookup losses in the VANETs to maintain a 

high lookup success rate. Furthermore, the adaptive lookup protocol can still reduce the 

P2P lookup overhead compared to the conventional lookup mechanism because P2P 

lookups are not required when the reachability probability is greater than hγ . 

 

 

Figure 4.8:  VANET lookup overhead in a stationary scenario. 
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Figure 4.9:  P2P lookup overhead in a stationary scenario. 

 

The results of the stationary scenario indicate that the proposed mechanism to collect 

and maintain the reachability information of road segments is efficient and reachability 

information of road segments is accurate. The reachability information helps the adaptive 

lookup protocol reduce the lookup latency, P2P overhead, and VANET overhead. The same 

success rate as the conventional lookup mechanism can be achieved by setting a higher 

value of hγ . The simulation results also reveal that some duplicated lookups over both 

VANETs and P2P are helpful to compensate for VANET congestions and packet losses. 

 

4.4.3 Results in a Mobility Scenario 

The second scenario we investigate is a mobility scenario where vehicle movements are 

generated by the traffic simulator. Contrast to the stationary scenario, the reachability of 

road segments in a mobility scenario continuously changes and the reachability 
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information may become out-of-date when vehicles move on the roads. As a result, the 

lookup routing may fail when inaccurate reachability information is referred. Therefore, we 

investigate the capability of the adaptive lookup protocol to adapt to network dynamics 

(i.e., vehicle mobility). The reachability information is maintained in a soft-state manner 

by employing the decay mechanism. The adaptive lookup protocol determines lookup 

forwarding according to current reachability information and the reachability thresholds. 

We first examine the improvement that the decay mechanism can contribute to the 

accuracy of the reachability information in a dynamic vehicular network and then evaluate 

the impact of the reachability thresholds on the lookup performance. 

In the presence of VANET changes, reachability information must be updated frequently 

to ensure accuracy. The decay mechanism uses the timer Tdecay and probability p to decay 

the reachability information over time. The two decay parameters have a similar effect on 

the reachability information of road segments. A smaller Tdecay and a larger p lead to a 

faster decay of reachability information. Therefore, in this study, the timer Tdecay is fixed, 

but the probability p is varied to decay the reachability information when propagating the 

Bloom filters. In the simulation, we first investigate whether a large p can improve the 

accuracy of the reachability information. Both lγ  and hγ  are first set to 0.5 in this 

simulation while we increase p from 0.2 to 0.5. 

Figure 4.10 depicts the results of lookup success rate. In a mobility scenario, the 

conventional lookup mechanism still achieves a high success rate as in the stationary 

scenario. For the adaptive lookup protocol, however, VANET changes cause a significant 

decrease in lookup success rate when a low p is used. A low p implies that reachability 

information of road segments will remain valid for a long period. The estimation of the 

reachability probability of a road segment is over-optimistic. As a result, a lookup 

redirected to the VANETs may not reach the destination due to the over-estimated 
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reachability probability of the destination. Therefore, p should be increased to decay the 

confidence in reachability information according to the dynamics of a vehicular network. 

When p increases, reachability information refreshes frequently and the reachability 

information becomes more reliable and accurate. As can be seen from Figure 4.10, the 

lookup success rate by applying the adaptive lookup protocol can be improved when p 

increases. However, when h lγ γ=  , the adaptive lookup protocol still cannot achieve the 

same success rate as the conventional lookup mechanism. As we discussed previously, a 

P2P lookup redirected to the VANETs may not be able to reach the destination when 

VANET congestion occurs under a high vehicle density. Such lookup failures can be 

alleviated by increasing hγ  and the simulations will be discussed later. Another 

improvement is to incorporate broadcast storm mitigation techniques, such as that in [19], 

into the adaptive lookup protocol to mitigate the collision and congestion occurring in 

dense VANETs. This improvement can be a direction of future research. 

 

Figure 4.10:  Lookup success rate in a mobility scenario. 
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The results of lookup latency are shown in Figure 4.11. In a mobility scenario, the 

connectivity of VANETs increases when the number of vehicles increases. The required 

information can be obtained through rapid lookups performed in the VANETs. As a result, 

the time required to retrieve information in the two-tier system decreases with increasing 

number of vehicles for both the conventional and adaptive lookup mechanisms. Moreover, 

the adaptive lookup protocol can further reduce the lookup latency by exploiting 

reachability information. A lookup can be redirected to the low-tier VANETs and reaches 

the destination rapidly when the reachability probability of the destination is high enough. 

When p is set to a small value, the reachability information will be kept for a period, and 

the reachability probabilities of road segments increase. Therefore, the adaptive lookup 

protocol prefers to forward lookups in the VANETs and gains the reduction of lookup 

latency for a small p. Although the lookup latency increases with p, the adaptive lookup 

protocol can still reduce lookup latency compared to the conventional lookup mechanism. 
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Figure 4.11:  Lookup latency in a mobility scenario. 

 

The results of lookup overhead in the VANETs and P2P overlay are shown in Figure 

4.12 and Figure 4.13, respectively. For a small p, the adaptive lookup protocol introduces 

more VANET lookup overhead because the protocol is optimistic to the VANET 

reachability and forwards more lookups in the VANETs. On the other hand, a larger p 

increases P2P lookup overhead because reachability probability is more likely to be low, 

and thus the adaptive lookup protocol prefers to forward lookups in the P2P overlay to 

avoid lookup failures. As can be seen from Figure 4.13, even with a large p, P2P lookup 

overhead can still be reduced by avoiding unnecessary P2P lookups once the reachability 

probability is high enough. 
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Figure 4.12:  VANET lookup overhead in a mobility scenario. 

 

 

Figure 4.13:  P2P lookup overhead in a mobility scenario. 



74 
 
 
 

 

The Bloom filter is a probabilistic data structure that cannot guarantee the accuracy of 

information. Simultaneously, because of the dynamic nature of VANETs, it is more 

appropriate to use probabilistic information in the dynamic vehicular environment. 

Therefore, this approach does not attempt to maintain the exact reachability information, 

but instead, relies on the probabilistic information maintained in the Bloom filter to 

determine if a lookup message can be delivered to the destination through VANETs. The 

results based on stationary vehicles eliminate the effects of dynamics of VANETs, and can 

verify the quality of the Bloom filter and the accuracy of the reachability information. 

Moreover, the results of the mobility scenario demonstrate the effectiveness of the 

reachability information and the benefit of the proposed approach in a dynamic vehicular 

environment. 

Next, we investigate the impact of the reachability thresholds (i.e., lγ  and hγ ) on 

lookup performance in a mobility scenario. As discussed previously, lγ  should not be set 

to a low value to achieve a desired performance while a large hγ  can compensate for 

lookup failures caused by VANET congestions. We mainly focus on the effect of hγ . 

Therefore, we keep lγ  = 0.5 and increase hγ  to 0.7 and 0.9. Furthermore, we set p to 0.4 

since it exhibits an acceptable performance in the mobility scenario we considered. 

Figure 4.14 shows the results of lookup success rate. When hγ  increases, the success 

rate can be improved and achieve performance similar to that of the conventional lookup 

mechanism. These results are similar to that shown in the stationary scenario. When the 

reachability probability is between lγ  and hγ , lookups are performed in both the 

VANETs and P2P overlay. The additional P2P lookups can compensate for possible lookup 

failures occurred in the VANETs. The results of lookup latency are shown in Figure 4.15. 

When the same p is used and the vehicle density is low, the lookup latency remains stable 
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regardless of the values of hγ  used by the adaptive lookup protocol. On the other hand, 

when the vehicle density increases, the lookup latency may increase slightly with hγ  

because more information can be obtained through P2P lookups with longer latencies. 

 

 

Figure 4.14:  Lookup success rate in a mobility scenario. 
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Figure 4.15:  Lookup latency in a mobility scenario. 

 

As can be seen from Figure 4.14 and Figure 4.15, the proposed protocol would prefer to 

forward lookups in VANETs to exploit the VANET reachability when the density increases. 

Thus, the lookup latency can be reduced with an increased density. However, increased 

messages may cause network congestion and contention in VANETs, resulting in a 

degradation of lookup success rate. To alleviate VANET congestions, broadcast storm 

mitigation techniques, as mentioned previously, can be used. Furthermore, we can rely on 

the designs of the proposed protocol to improve the performance. First, when more and 

more lookup messages are forwarded in high-density VANETs, the network congestion 

occurs. The reachability of VANETs which is estimated based on the number of messages a 

vehicle can receive from VANETs may decrease. If the reachability of VANETs is not 

higher than lγ , the lookups are not forwarded in VANETs according to the design of the 

protocol. Therefore, the total number of VANET messages is not significantly increased in 
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dense traffic areas because the low threshold avoids unnecessary lookups in the areas 

without sufficient VANET reachability. Second, we can set a higher hγ  when the lookup 

success rate decreases. When the reachability of VANETs is lower than hγ , vehicles send 

lookups to P2P overlay to compensate for the lookup losses in VANETs. Although the P2P 

lookup message increases, the proposed protocol can improve the lookup success rate, and 

the number of P2P message is still less than that of the conventional two-tier lookup 

mechanism. 

The results of lookup overhead in the VANETs and P2P overlay are shown in Figure 

4.16 and Figure 4.17, respectively. When hγ  increases, the P2P lookup overhead increases 

because a large hγ  uses more P2P lookups to compensate for the lookup losses in the 

VANETs. The P2P lookup overhead still can be reduced even when a large hγ  is used. 

Particularly, when hγ  = 0.9, a success rate of more than 95% is achieved and the P2P 

overhead can be reduced by 20%. On the other hand, the VANET lookup overhead may 

slightly increase because more P2P lookups are performed and some of them may be 

redirected by superpeers to the VANETs when the reachability probability is high enough. 
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Figure 4.16:  VANET lookup overhead in a mobility scenario. 

 

 

Figure 4.17:  P2P lookup overhead in a mobility scenario. 
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4.5 Summary 
In this chapter, we propose an adaptive lookup protocol for the two-tier VANET/P2P 

system to improve the efficiency of information retrieval. The proposed protocol uses a 

Bloom filter, which is a space-efficient data structure, to collect reachability information of 

road segments; therefore, adaptive routing of queries between low-tier and high-tier 

networks according to reachability probability can be employed. The results in Section 3.7 

show that the two-tier VANET/P2P system can improve lookup success rate compared to 

the single-tier VANET systems and reduce lookup latency and message overhead 

compared to the single-tier infrastructure-based P2P systems. In this chapter, we further 

demonstrate that the adaptive lookup protocol outperforms the original lookup mechanism 

presented in Chapter 3. The results show that compared to the conventional two-tier lookup 

mechanism, the adaptive lookup protocol can reduce lookup latency and overhead while 

achieving a high success rate in information lookups. Therefore, an information retrieval 

system based on the two-tier VANET/P2P architecture (e.g., traffic information system) 

can benefit from the adaptive lookup protocol to retrieve information in a more efficient 

manner than other single-tier systems. 
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CHAPTER 5 CONCLUSION AND FUTURE 

DIRECTIONS 
In this dissertation, we have classified and investigated various single-tier systems, and 

proposed a two-tier VANET/P2P system for information retrieval in a vehicular 

environment. The two-tier system exploits both VANET and P2P technologies. Vehicles 

form low-tier VANETs via IVC while a portion of vehicles establish a high-tier P2P 

overlay through infrastructure-based communication. Information can be shared among 

vehicles and retrieved through lookups preformed in the low-tier VANETs and high-tier 

P2P overlay. We analyzed design issues of different system architectures and compared 

their performance through the SUMO traffic simulator and QualNet network simulator. 

Simulation results reveal that the two-tier VANET/P2P architecture achieves much higher 

lookup success rates than single-tier VANET-based systems and outperforms single-tier 

infrastructure-based P2P systems in terms of success rate, latency, and maintenance cost. 

Open research issues for the new two-tier VANET/P2P architecture such as adaptive 

lookup and routing in between VANET/P2P networks, superpeer election and redundancy, 

and others are also identified and should be further studied. 

We further proposed an adaptive lookup protocol to improve the performance of 

information retrieval in the two-tier VANET/P2P system. The adaptive lookup protocol 

exploits reachability information of road segments to perform lookups between low-tier 

and high-tier networks. To efficiently maintain the reachability information in a dynamic 

vehicular environment, the Bloom filter and probabilistic information are used to 

determine the lookup forwarding. Simulation results show that the proposed adaptive 

lookup protocol significantly improves the performance of lookup latency while it can also 
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achieve a high lookup success rate similar to the conventional approach. Although the 

improvement may lead to an increase in message overhead in VANETs, the proposed 

protocol can significantly reduce P2P message overhead in the infrastructure-based 

network by 20%–33%. It is particularly important and valuable for the two-tier 

VANET/P2P system to make full use of VANETs and to efficiently use the resources of the 

infrastructure-based wireless communication. We have investigated the effects of the 

protocol designs on the lookup performance under various network scenarios. Since 

vehicle density (i.e., network condition) varies in areas and over time, one future 

enhancement could consider different and/or dynamic thresholds in various areas (e.g., 

urban or rural area) and during different times (e.g., rush hour or nighttime) according to 

the vehicle density and network condition that vehicles observe or estimate. 

The proposed two-tier VANET/P2P system provides an infrastructure to share and 

retrieve information in the vehicular environment. This infrastructure can also be used to 

implement high-level applications and services such as route planning. For example, the 

route planning application determines what information (i.e., traffic conditions) it needs, 

performs lookups for the necessary traffic information, and then suggests a suitable route 

to the driver based on the obtained traffic reports. A possible implementation of the route 

planning application is to send a number of lookup queries to nearby road segments and 

areas along the path from the source to the destination. The performance of an application 

depends on the number of lookup queries it generates and the lookup latencies required to 

obtain the necessary information. Information can be retrieved in the two-tier VANET/P2P 

system with a high success rate, low latency, and low overhead. Moreover, compared with 

the conventional two-tier lookup mechanism, the adaptive lookup protocol further reduces 

the lookup latency, VANET overhead, and P2P overhead for each lookup query, and 

achieves a high lookup success rate. Therefore, the adaptive lookup protocol is likely to 
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improve the performance of high-level applications. Because of various implementations 

of applications, the discussion of more application scenarios and an evaluation of 

high-level services are topics for future research. 
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