\ >, == D )
B = 2 <~ &

FRPAE S RFY

ERP T LF RN LR R LY
A STUDY ON SEMANTIC ANNOTATION'AND

SUMMARIZATION OF BASKETBALL VIDEO

Foyo2 ik

Ry TmnEEL



ERP P L AR BB RFER LT
A STUDY ON SEMANTIC ANNOTATION AND
SUMMARIZATION OF BASKETBALL VIDEO

y = 4 . M ¥ % Student: Chun-Min Chen

oy
|

hExrr @ mBEgd Advisor: Dr. Ling-Hwei Chen

A Dissertation Submitted to
Institute of Computer Science and Engineering
College of Computer Science
National Chiao Tung University
in Partial Fulfillment of the Requirementsfor the Degree of
Doctor of Philosophy
in
Computer Science

July 2014
Hsinchu, Taiwan, Republic of China

An
Lt
1\.‘3
2
|
-
i
Jvy
.h-‘
\I‘



#H;
Rend
RS,
~E
(\.
L
ol
\qg‘g

% Rk Mk E L
Bz 2~ §F F 08k
L - - A A - S
FHEFEAPORFEES PFI ER L RTFERE S T AR
xRN R R g S Y g A S R R a0 &Y 7

NEE T EES S EEE TS SIS U SNVE S

AR T o ¢ ST AT F AR

‘ ~

pr
[k
=5
N
=Nl

SR PR B S R Y 6 R HER Y LR R
SRR VSRR EE EE T R R T A R TR

PR - RARE NG R AR HE S D

BARM T (A d BT EAS FE R F T~ SRR



M RE C RN RGeS o SR B AL

7?3
b
i
o4

FeRMc A RPN GV R LAgE A - BFREE ﬁ{@

\q\

Vi) a‘rﬁ;’frmrgrgbmpg;azu—,&ﬂ B e B o BEJRIT Rk 3 & 2 72

Y A =

S R F T IR E REE LR RERY 3 A
FEOSERAAERET L 0 AT AT S FREEPR B P o APk
AR D F B > TR IS B JE KRR

B Re L O R my M 2 ARVEUAS A Md T

o ¥ A7 EHE B it g g 0 & - 0 B AR R L Fonahi

NN

B ORGRIMRE TE o

Wi P ERRAEERE R AL 2

gxk

37

e

I

22

§ o BT R EA 4T REe (7 B B g e T S B AR B (T F 4R B B

Boie R o e d 3050t R IR BT A GE S Pk o o AE S E AR R

o

\\\

it BoEREE R AER D —o R BPERETRE FLH
oM FIPRG EfEL MG RN - BATOD 20 @RIERE R Y PR
FITEE  RE-BEREFUES PR EH -

EEE A T LR R L R e B S e R SR VRS

PR AR DERE S F PG R ERNLOPRO APH Y RGBT

VIBLAE O N 8 AT G B Y



ASTUDY ON SEMANTIC ANNOTATION AND
SUMMARIZATION OF BASKETBALL VIDEO
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ABSTRACT

Semantic event and slow motion replay extraction for sports videos have become
hot research topics. Most researches analyze every video frame; however, semantic
events only appear in frames with scoreboard, whereas replays only appear-in frames
without scoreboard. Extracting events and replays from unrelated frames causes
defects: and leads to' degradation of performance. Inthis dissertation, a novel
framework will be proposed to tackle challenges of sports video analysis. In the
framework, a scoreboard detector is first provided to divide video frames to two
classes, with/without scoreboard. Then, a semantic event extractor is presented to
extract semantic events from frames with scoreboard and a slow motion replay
extractor is proposed to extract replays from frames without scoreboard.

As to semantic event extraction, most of existing researches focus on analyzing
audio-visual features of video content as resource knowledge. However, schemes

relying on video content encounter a challenge called semantic gap, which represents



the distance between lower level video features and higher level semantic events.
Although the multimodal fusion scheme that conducts webcast text as external
knowledge to bridge the semantic gap has been proposed recently, extracting semantic
events from sports webcast text and annotating semantic events in sports videos are
still challenging tasks. In this dissertation, we will address the challenges in the
multimodal fusion scheme. Then, we will propose two methods to overcome the
challenges.

As to slow motion replay detection, many methods have been proposed, and they
are classified into two categories. One assumes that a replay is sandwiched by a pair
of visually similar special digital video effects, but the assumption is not always true
in basketball videos. The other analyzes replay features to distinguish replay segments
from non-replay segments. The results are not satisfactory since some features (e.g.
dominant color of sports field) are not applicable for basketball. Most replay detectors
focus on soccer videos. In this dissertation, we will propose a novel idea to detect
slow motion replays in basketball videos.

The feasibility and effectiveness of all the above proposed methods have been
demonstrated in experiments. It is expected that the proposed sports video analysis

framework can be extended to other sports.
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CHAPTER 1
INTRODUCTION

1.1 Motivation

Thanks to the rapid growth of computer science and network technology, people

now are capable of using mobile devices, e.g. notebook, tablet, smart phone, to

acquire sports videos anytime and anywhere. Since substantial number of sports

videos are produced and broadcasted every day, it is nearly impossible to watch them

all. Most of the time, people prefer to watch highlights of sports videos or retrieve

only partial video segments that they are interested in. Many websites, such as ESPN,

NBA, and Yahoo Sports, already make this kind of online service available. These

online services are made by professional film editors and ‘sports reporters by

exhaustedly watching sports videos personally; so people or fans can see the unified

version. However, these services may not please all fans. For example, fans, who

want to practice certain sports skills or imitate specific sports stars cannot take

advantage of the unified version highlight, and have to download the whole game and

search for certain moves made by certain players. It is quite inconvenient. Therefore,

sports video analysis, such as semantic event extraction [1]-[9] and slow motion

replay detection [10]-[18], has become a valuable and hot research topic.



1.2 Related Work

Many research efforts have been spent on sports video analysis. However, some

challenges still remain to be solved and will be presented in the following.

1.2.1 Semantic Event Extraction Challenges

Some semantic event extraction researches [1]-[3] use video content as resource

knowledge. Chen and Deng [1] analyzed video features (e.g. color, motion, shot) to

extract and index events in a basketball video. Hassan et al. [2] extracted audio-visual

(AV) features and applied-Conditional Random Fields (CRFs) based prababilistic

graphical model for sports event detection. Kim and Lee [3] built an indexing and

retrieving system for a golf video by analyzing its AV content. However, schemes

relying on video content encounter a challenge called semantic gap, which represents

the distance between video features and semantic events. Recently, some researches

[4]-[9] use a multimodal fusion of video content and external resource knowledge to

bridge the semantic gap. Webcast text, one of the most powerful external resource

knowledge, is an online commentary posted with well-defined structure by

professional announcers. It focuses on sports games and contains detail information

(e.g., event description, game clock, player involved, etc.). The multimodal fusion

scheme, which analyzes webcast text and video content separately and then does



text/video alignment to complete sports video annotation or summarization, has been

used in American football [4], soccer [6]-[8], and basketball [7]-[8].

For webcast text analysis, Xu et al. [8] apply probabilistic latent semantic

analysis (pLSA), a linear algebra—probability combined model, to analyze the webcast

text for text event clustering and detection. Based on their observation, the

descriptions of the same event in the webcast text have a similar sentence structure

and word usage. They use pLSA to first cluster the descriptions into several categories

and then_extract keywords from each category for event detection. Although they

extend pLSA for both basketball-and soccer, there are two problems in the approach: 1)

the optimal number of event categories is determined by minimizing the ratio of

within-class similarity and between-class similarity. In fact, there are more event

categories for a basketball or soccer game. For example; in a basketball game, many

events, such as timeout, assist, turnover, ejected, are mis-clustered into wrong

categories or discarded as noises. This may cause side effects degrading and limiting

the results of sports video retrieval; 2) after keywords extraction, events can be

detected by keywords matching. In Xu et al.’s method, they use the top ranked word

in pLSA model as single-keyword of each event category. But in some event

categories, the single-keyword match will lead to horrible results. For example, in

their method for a basketball game, “jumper” event represents those jumpers that



players make. Without detecting “makes” as a previous word of “jumper” in

description sentences, the precision of “jumper” event detection is decreased from

89.3% to 51.7% in their testing dataset. However, the “jumper” event actually is an

event that consists of “makes jumper” event and “misses jumper” event. The former

can be used in highlights, and the latter can be used in sports behavior analysis and

injury prevention. Accardingly, using single-keyword match is insufficient and some

important events will be discarded.

In the multimodal fusion scheme, text/video alignment has a great impact on

performance, and it can be-achieved through scoreboard recognition. A scoreboard is

usually overlaid on sports videos to present the audience some game related

information (e.g., score, game status, game clock) that can be recognized and aligned

with text results. For sports with game clock (e.g., basketball and soccer), event

moment detection can be performed through video game clock recognition Xu et al.

[6]-[8] used Temporal Neighboring Pattern'Similarity (TNPS) measure to locate game

clock and recognize each digit of the clock. A detection-verification-redetection

mechanism is proposed to solve the problem of temporal disappearing clock region in

basketball videos. However, recognizing game clock in a frame which has no game

clock is definitely unnecessary. The cost of verification and redetection could have

been avoided. Moreover, the clock digit characters cannot be located on a



semi-transparent scoreboard.

1.2.2 Slow Motion Replay Detection Challenges

As to slow motion replay detection, many methods have been proposed, and they

can be classified into two categories. The first category [10]-[15] is to locate positions

of specific production-actions called special digital video effects (SDVES) or logo

transitions, and bases on these positions to detect replay segments. However, in this

category, they all made an imperfect assumption that a replay is sandwiched by either

two visually similar SDVEs-or-logo transitions, the assumption is not always true in

basketball videos. In fact, a basketball video segment bounded by paired SDVEs is

not always a replay. Moreover, the beginning and end of a basketball replay can have

some combinations: 1) paired visually similar SDVEs; 2) non-paired SDVEs; 3) a

SDVE in one end and an abrupt transition in the other. So, previous work in this

category cannot be applied to basketball videos with replays having combinations (2)

and (3).

The second category [16]-[18] analyzes features of replays to distinguish replay

segments from non-replay segments. Farn et al. [16] extracted slow motion replays by

referring to the dominate color of soccer field; however, it is not applicable in

basketball videos since the size of basketball court is relatively smaller and its



textures are more complicated. Wang et al. [17] conducted motion-related features and

presented a support vector machine (SVM) to classify slow motion replays and

normal shots. The precision rates of two experimented basketball videos are 55.6%

and 53.3% with recall rates 62.5% and 66.7%, respectively. Han et al. [18] proposed a

general framework based on Bayesian network to make full use of multiple clues,

including shot structure, gradual transition pattern, slow motion, and sports scene. The

method is suffered from the inaccuracy of the used automatic gradual transition

detector. Their experiments show precision rate 82.9% and recall rate 83.2%.

The existing two category-methods are generic but not satisfactory for basketball

videos. Moreover, most previous researches analyze every video frame to detect

replays, but detecting replays in video frames that are surely non-replay degrades both

performance and detection rate.

1.3 Synopsis of the Dissertation

Semantic event and slow motion replay extraction for sports videos have become

hot research topics. Most researches analyze every video frame; however, semantic

events only appear in frames with scoreboard, whereas replays only appear in frames

without scoreboard. Extracting events and replays from unrelated frames causes

defects and leads to degradation of performance. To tackle the above-mentioned



challenges, a novel framework combining semantic event extraction and slow motion

replay detection is proposed in this dissertation. In the framework, a scoreboard

detector is first provided to divide video frames to two classes, with/without

scoreboard. Then, a semantic event extractor is presented to extract semantic events

from frames with scoreboard and a slow motion replay extractor is proposed to extract

replays from frames without scoreboard.

The rest ‘of the dissertation is organized as follows.. Chapter 2 presents an

overview. of the proposed framework for sports video analysis. Under the framework,

some sports video analysis-schemes are proposed.and discussed in Chapter 3 to

Chapter 5. Chapter 3 describes an unsupervised approach to extract semantic events

from sports webcast text. The text/video alignment and event annotation method is

proposed in Chapter 4. Chapter 5 provides a slow motion replay detection method for

broadcast basketball video. Some conclusions and future research directions are given

in Chapter 6.



CHAPTER 2
ANOVEL FRAMEWORK FOR SPORTS VIDEO ANALYSIS

In this chapter, we will propose a novel framework to analyze sports videos. One

of the main novelties is to refer to scoreboard information. It is observed that sports

video frames can be partitioned into two categories according to the existence of

scoreboard. Frames with scoreboard existence are-called scoreboard frames, and

others are called.non-scoreboard frames. In general, semantic events appear during

playing of a sports game, which consists of scoreboard frames only. Slow motion

replays -appear during temporal pausing of a sports game, which consists of

non-scoreboard frames only. The phenomenon is dominant and used to skip large

amount of unnecessary processing frames before semantic resource extraction.

Accordingly, the performance and the detection rate can be assured. The chapter is

organized as follows. In Section 2.1, a video frame partition method to divide frames

into scoreboard frames and non-scoreboard frames is.introduced. An overview of the

proposed framework will be presented in Section 2.2. Note that extracting semantic

events from scoreboard frames and extracting slow motion replays from

non-scoreboard frames will be provided in the latter chapters.

2.1 Video Frames Partition

As can be seen from Fig. 2.1, in basketball videos, all frames can be broadly



classified into two categories, scoreboard frames and non-scoreboard frames.

Scoreboard frames present basketball game with scoreboard overlaid on them, while

non- scoreboard frames present the rest, e.g., sideline interview, slow motion replay,

etc. Since semantic events only appear in scoreboard frames, whereas replays only

appear in non-scoreboard frames. It is beneficial to filter out unnecessary processing

frames in each semantic resource extraction step. So, an automatic scoreboard

template extractor is first proposed to extract scoreboard template and scoreboard

position. Then, the video frame partitioning can be done by simple template matching.

It.can be seen from Fig.-2.1(a), a scoreboard is a large, still, and rectangular area

which consists pixels that change very infrequently. Based on this fact, an-automatic

scoreboard template extractor is proposed. First, a context-based static region detector

is provided to extract few static regions called scoreboard candidates. Then a

scoreboard selection method is used to get the right scoreboard. The block diagram of

the scoreboard template extraction is shown in Fig. 2.2.
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Fig. 2.1 Examples of scoreboard frames and non-scoreboard frames.

Video Input

Context-based Static Region Detection

I

Scoreboard Selection

I

Extracted Scoreboard

Template LM

Fig. 2.2 Block diagram of scoreboard template extraction.
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2.1.1 Context-Based Static Region Detection
As to context-based static region detection, a sports video is considered as an
input frame sequence. Let f; be the i-th input frame and K be the total frame number.
For each frame f;, the pixel-based frame difference between f; and its previous frame
fi.1 is first calculated as follows:
Df, (x, ) =|f,(Y)— iy 2<i<K
Where fi(x,y) “represents the color value of pixel (x,y)-at frame fi. Then, an

accumulated difference frame, ADf;, is created by

ADfi(x,y):Zi:ij(x,y), 2<i<K

j=2
Fig. 2.3 shows an example. As time goes by, the accumulated difference at each pixel
can be considered as the change degree at that position.

After binarizing the accumulation result, each white point represents the position
that changes more frequently and each black point represents the opposite. Then, we
do region growing on black points of each binarized accumulated difference frame to
find the largest connected component, which satisfies two constraints, as a potential
scoreboard candidate. One constraint is about size. Since a scoreboard should be large
enough to present score information, the width of the bounding box of the connected
component should be at least 1/12 frame width and the height should be at least 1/18

frame height. The other constraint is about shape. The shape of the connected

11



component should be near rectangular, that is, the ratio of the connected component

area and its bounding box area should be at least 0.9.

frame 1 frame 2 frame 3

(a) Video frame sequence.

sz Df3

(b) Pixel-based frame difference.

ADf, ADfy ADf;

(d) Binarized results.

Fig. 2.3 Example of pixel-based frame difference accumulation.
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For each binarized accumulated difference frame, if a potential scoreboard candidate

is found, its position is then recorded. If the position is unchanged for consecutive

frames, e.g. 300 frames, this means a potential scoreboard candidate is stable enough,

and it can be considered as a scoreboard candidate. The context-based static region

detector is applied repeatedly to the video frame sequence until few candidates are

detected.

2.1.2 Scoreboard Selection

Some sports videos-have-overlaid rectangular logos made by the TV stations.

The TV station logo is overlaid at the same position during the game while the

scoreboard may disappear from. time to time (see Fig. 2.1). Thus the logo is possibly

detected as a scoreboard candidate. Fortunately, a TV station logo is never larger than

a scoreboard, thus the scoreboard selection will prune smaller size candidates. Note

that a scoreboard candidate consists of two parts, position and template. Now, we

have located the scoreboard position. For template, since the scoreboard may

disappear from time to time, extracting a template from a scoreboard candidate

position cannot guarantee a right one. To solve this problem, for each scoreboard

candidate sc extracted from fj, the temporal change of the candidate sc, TC(sc), is

evaluated by

13



M,—1N, -1

T =Y 3 3[R0~ (o)

x=0 y=0

where M. and N, represent the width and height of sc, fi(x,y) represents the color value

of pixel (x,y) at frame f;, and s represents temporal frame offset. Then, the scoreboard

selection will take the one with the least temporal change as the scoreboard template.
According to our experiments, four scoreboard candidates are enough to extract

the right scoreboard template. After scoreboard template extraction, the video frames

partition can be done by matching every frame with scoreboard template at the

scoreboard position.

2.1.3 Experimental Results

Our experiments are conducted by 10 NBA basketball games from 3 different
broadcasters, i.e., ESPN, TNT, NBA TV. The data are recorded from TV in MPEG-2
format with resolution 480 x 352. All 10 scoreboard templates are extracted
successfully. It can be seen from Fig. 2.4, the proposed scoreboard template extractor
works great for the 3 different broadcasters. Due to the effective results for different
style scoreboards, it is believed that the proposed scoreboard template extractor can
be generalized to other sports. Note that a scoreboard contains rich information in a
sports video, so the proposed scoreboard template extractor is applicable as a

pre-process in scoreboard information extraction and sports event detection as well.
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(a) Game match broadcasted  (b) Game match broadcasted by  (c) Game match broadcasted
by ESPN. TNT. by NBATV.

Fig. 2.4 Scoreboard template extraction for 3 different broadcasters with extracted
positions marked by white rectangle.

2.2 Overview of the Framework

The proposed framework-is shown in Fig. 2.5. It can be seen from Fig. 2.5, the

existing methods for semantic-event extraction and replay detection can easily apply

to the framework. Contrary to previous works, in the framework, scoreboard frames

and non-scoreboard frames will be separately processed in semantic event extraction

and slow_motion replay detection. Since scoreboard only covers a small part of a

video frame, conducting this slight-cost partitioning task before semantic resource

extraction improves a lot of performance in both time complexity and detection

accuracy.

In this dissertation, some sports video analysis schemes are proposed under the

framework. A novel approach for webcast text analysis is presented in Chapter 3.

Semantic event annotation through video clock recognition is provided in Chapter 4.

A novel method for slow motion replay detection is described in Chapter 5.
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Accordingly, the framework of the dissertation is presented in Fig. 2.5 as well. Detail

techniques will be discussed in the following chapters.

Webcast @ Semantic Event
Text Extraction

Semantic Events

Text Analysis (Ch. 3)

Text Event Extraction

1

1

1

1

1

1

Text/Video :
Alignment >

1

1

1

1

1

Scoreboard Frames Analysis
(Ch. 4)

(Ch. 4) Event: Assist

Player:Kobe Bryant
Team: L. A. Lakers

Clock Recognition

Frames e —————— - NN
Partition

Non-scoreboard Frames
Analysis (Ch. 5)

(el S i

K

Sports Video =
Slow Motion Replays

Replay Extraction

Fig..2.5 The proposed framework.

2.3 Summary

In-this chapter, a novel framework for sports video analysis, which-provides

flexibility to combine different schemes of ‘event extraction and those of replay

detection, is proposed. The novelty of video frames partition prevents semantic

resource extraction from a lot of unnecessary processing frames, so the performance

and detection rate can be increased. The framework is also capable of acquiring both

two valuable semantic resources in one time.
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CHAPTER 3
ANOVEL APPROACH FOR SEMANTIC EVENT EXTRACTION FROM
SPORTS WEBCAST TEXT

In this chapter, we will propose an unsupervised approach to extract semantic

events from sports webcast text. First, unrelated words in the descriptions of webcast

text are filtered out, and then the filtered descriptions are clustered into significant

event categories. Finally, the keywords for each event category are extracted. The

extracted significant text events can be used for. further video indexing and

summarization. Furthermore, we also provide a hierarchical searching scheme for text

event retrieval.

3.1 Introduction

Inwvideo summarization and retrieval, a source video-is first clipped into smaller

videos representing significant events through a preprocessing, called semantic event

detection, which detect events occurred in a video and annotates events with

appropriate tags. With finer results of the preprocessing, video summarization and

retrieval can be completed efficiently and correctly. Most of existing event detection

schemes use video content as their resource knowledge. However, the schemes

relying on video content encounter a challenge called semantic gap, which represents

the distance between low level video features and high level semantic events. In

sports video, two kinds of external knowledge can be used to bridge the gap.
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One of the external knowledge is Closed-Caption (CC) [19]. CC is the transcript

of speech and sound, and it is helpful for semantic analysis of sports videos. It is

mainly used in aid of listening and language learning, but only available in certain

videos and certain countries. Because CC completely records the sound in video, it

contains a lot of redundant information and usually lacks of structure. The other

external knowledge iswebcast text. Comparing to CC, webcast text is the online

commentary posted by professional announcers and focuses more on sports games. It

contains more detail information (e.g., event name, time, player involved, etc.), which

is difficult to extract from-video-content itself automatically. Xu and Chua [5] first use

webcast text as external knowledge to assist event detection in soccer video. They

proposed a framework that combines internal AV features with external knowledge to

do event detection and event boundary identification. But the proposed model is

inapplicable to. other team sports. Xu et al. [8] apply probabilistic latent semantic

analysis (pLSA), a linear algebra—probability combined model, to analyze the webcast

text for text event clustering and detection. Based on their observation, the

descriptions of the same event in the webcast text have a similar sentence structure

and word usage. They use pLSA to first cluster the descriptions into several categories

and then extract keywords from each category for event detection. Although they

extend pLSA for both basketball and soccer, there are two problems in the approach.
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1)

2)

The optimal numbers of event categories are nine for basketball and eight for

soccer in the results, which is determined by minimizing the ratio of within-class

similarity and between-class similarity. In fact, there are more event categories for

a basketball or soccer game. For example, in a basketball game, many events,

such as timeout, assist, turnover, ejected, are mis-clustered into wrong categories

or discarded as noises. This may cause side effects degrading and limiting the

results of video retrieval.

After keywords extraction, events can be detected by keywords matching. In Xu et

al.’s. method, they use-the-top ranked word in pLSA model as single-keyword of

each event category. But in some event categories, the single-keyword match will

lead to horrible results. For example, in their method for a basketball game,

“jumper” event represents those jumpers.that players make. Without detecting

“makes” as a previous word of “jumper” in description sentences, the precision of

“jumper” event detection is decreased from 89.3% to 51.7% In their testing dataset.

However, the “jumper” event actually is an event that consists of “makes jumper”

event and “misses jumper” event. The former can be used in highlights, and the

latter can be used in sports behavior analysis and injury prevention. Accordingly,

using single-keyword match is insufficient and some important events will be

discarded.
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To treat the above-mentioned problems, we propose a method to analyze sports

webcast text and extract significant text events. An unsupervised scheme is used to

detect events from the webcast text and extract multiple keywords from each event. A

data structure is used to store these multiple keywords and to support a hierarchical

search system with auto-complete feature for event retrieval. The word “hierarchical”

means that a user can get more specific results by querying more keywords and the

word “auto-complete” means that the system can give suggested keywords during the

query step.

3.2 Proposed Method

Webcast text comprises knowledge which is closely related to the game and is

easily retrieved from websites. As can be seen.in Fig. 3.1, it contains time tags, team

names, scores, and event descriptions. The format is so organized that we can follow

the time flow and understand how the game goes on. Among this well-organized text,

it is apparent that event descriptions relate to semantic events the most. Our goal is to

analyze event descriptions and automatically extract significant events from them.
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1st Quarter Summary

TIME NEW ORLEANS SCORE DENVER
12:00 Start of the 1st Quarter
12:00  Jumpbal: Tyson Chandler vs, Nene Hilario (Chris Paul gains - 0-0
POSSEssion)

11:33  Peja Stojakovic misses 10-foot two point shot 0-0

11:32  Mew Qrleans offensive rebound 0-0

11:32  shot dock viclation 0-0

11:19 0-2 Carmelo Anthony makes 10-foot jumper (Kenyon Martin
assists)

11:03 0-2 Dahntay Jones personal foul (Chris Paul draws the foul)

10:53  Kenyon Martin blocks Peja Stojakovic's jumper 0-2

10:52 0-2  Kenyon Martin defensive rebound

10:42 0-4 Kenyon Martin makes 20-foot jumper (Carmelo Anthony
assists)

10:23  David West makes 12-foot two point shot 2-4

10:08 2-6  Nene Hilario makes driving layup (Carmelo Anthony
assists)

10:08  Peja Stojakovic shooting foul (Nene Hilario draws the foul)  2-6

10:08 2-6  Nene Hilario misses free throw 1 of 1

10:07  David West defensive rebound 2-6

Fig. 3.1 An example of basketball webcast text.

Webcast
Text

Unrelated Words Filtering

Event Clustering

Extracted Semantic
Information

Event Data Structure Establishing

— .

Forward Index Inverted Index

Input
Query

v

Hierarchical Search System

v

Fig. 3.2 Block diagram of the proposed method.

21



The block diagram of the proposed method is presented in Fig. 3.2. It can be seen

that we first filter out unrelated words of webcast text and then cluster them into

significant events. We store the extracted semantic information with a pair of index

tables and build a hierarchical retrieval system by manipulating the two tables. The

detail of each block will be described in the following subsections.

3.2.1 Unrelated Words Filtering

In webcast text, each description can be considered as an event. It contains many

words and may include player-name, team name, movement name, and whether the

player or the team makes the movement or not. /An example is given in Fig. 3.3, a

playerrnamed “Peja Stojakavic” failed to make a movement called “10-foot two point

shot.”

The number of descriptions in each basketball game is more than four hundred.

The descriptions are readable and can be easily categorized into several events by

human eyes. But the task is not effortless for computer machines. According to our

observations, words in each description consist of three mutually disjoint word sets: 1)

stop words, 2) event keywords, and 3) names. Stop words are unrelated to event and

should be discarded. Event keywords are closely related to event and should be kept

for event detection. Names including team names and player names should be
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preserved for event annotation. Our objective is to extract event keywords and use

these keywords to do event clustering. To achieve the objective, based on a reference

stop word list and an online name information, an interactive system is first provided

to establish a sports stop word list and an event keyword list. The system will be

explained in Sections 3.2.1.1 and 3.2.1.2. According to these two lists, for each

webcast text, an unrelated word filtering procedure described in Section 3.2.1.3 is

next provided to filter out stop words and to preserve name words. The remaining

keywords are then used for event clustering, which will be described in Section 3.2.2.

12:00 Jumpball: Tyson Chandler vs, Nene Hilario { Chris Paul gains 0-0

e Ta =ttt Tl B

Description e Peja Stojakovic misses 10-foot two point shot 0-0
11:32 “New Orleans onensive repound 0-0
11:32 shot clock viclation Q-0
11:19 0-2
11:03 0-2
Word T— nm@ )Deja Stojakovic's jumper Q-2
10:52 0-2

Fig. 3.3 An example to illustrate description and word.

3.2.1.1 Stop Words

In information retrieval, there are some words that occur very frequently (e.g.

some articles, prepositions, pronouns, be-verbs) and are useless in document matching.

These words are called stop words [20]. Due to the uselessness of stop words, filtering

out them during both index step and query step can reduce the index size and query
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processing time. This technique has been used in search engines and can be

implemented through predefining a stop word list. For the variety of applications,

there is no standard stop word list. Many reference stop word lists [21]-[22] have been

proposed by using techniques about statistics and probability.

From Fig. 3.1, it can be seen that descriptions contain articles (e.g. “the”),

prepositions (e.g. “of”), range of shot (e.g. “10-foot”), and points of shot (e.g. “two

point”). Some words are details of events which decrease the connections between

similar events. With the aid of reference stop lists, articles and prepositions can be

easily filtered out from descriptions. However, the range of shot and points of shot are

exceptions in reference stop lists. Moreover, in soccer webcast text, due to the

relatively larger ground, there are more unrelated words to describe locations where

an event happens. For example, right wing, left wing, inside the box, outside the box,

left corner, right corner, etc. Accordingly, it is hard to automatically generate a sports

stop word list for all kinds of sports. Sowe will provide an interactive system to

establish a sports stop word list.

3.2.1.2 The Proposed Interactive System for Establishing Sports Stop Word L.ist
and Event Keyword List

As mentioned previously, an interactive system is proposed to establish the

sports stop word list and the event keyword list for sports webcast text. First, webcast

24



text descriptions of several games are taken as training inputs, next some unrelated

words are filtered out according to a reference stop word list [21] and a name word

list (e.g., online box score in basketball and online player statistics in soccer). And

then the system interacts with sports professionals, who will divide the remaining

words into a black list and a white list. The black list contains stop words for sports,

and the white list contains sports event keywords. Finally the black list is merged into

the reference stop word list to get the sports stop word list. The block diagram of the

interactive system is presented in Fig. 3.4.

Our _training webcast-text-is conducted by 41 basketball games and 48 soccer

games. After the reference stop words filtering and the name words filtering, the

remaining words needed to interactively ask professionals are less than 100 in

basketball and less than 200 in soccer. The responses from professionals may take just

few minutes.
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Training
Webcast Text

Reference Stop Words Filtering

A

Name Words Filtering
y

Interactively Asking Professional

A

Black List White List

Reference Stop
Word List

Merging

v

A

Sports Stop Event Keyword

Word List List

Fig. 3.4 The block diagram of the interactive pre-training system.

3.2.1.3 The Proposed Unrelated Words Filtering Procedure

Fig. 3.5 shows the block diagram of the proposed unrelated words filtering

procedure. For a webcast text, the sports stop word list is first used to filter out

unrelated words. Next the event keyword list is used to extract event keywords. Then

the words with uppercase beginning in the remaining words are considered as

reserved names for further indexing. According to our experiment results, the

unrelated words filtering works well both in basketball and soccer.
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Webcast Text

Sports Stop Words Filtering

Event
Keywords

Uppercase
Beginning

Keywords Passing Filtering for
Event Clustering

.

Reserved Names for Further
Indexing

T

Unrelated Words for Discarding

\ 4

-

Fig. 3.5 Block diagram of unrelated words filtering procedure.

3.2.2 Event Clustering

categories can be represented as C = { Cy, Cy, ..

After filtering, each description is reduced and almost exactly describes an event;

for example, “misses shot” represents a missed shot. So a matching function is

provided to cluster these filtered descriptions into event categories.

Filtered descriptions can be represented as FD = { fd,, fd,,..., fdy }, and event

., Ck }, where N denotes the number

of descriptions in a game and K denotes the number of categories that the clustering

step produces. Since a filtered description consists of some words, it can be

considered as a set of words. Note that the number of keywords of an event category



is not restricted to be single in our method. The matching function is defined as

1, ifx=y

Text _Match(x,y) = . (3.2)
0, otherwise,

where x and y are two sets of words. Each filtered description, fd;, can be clustered

into one category based on the following function

Clustering( fd,) = argmax{Text _ Match( fd,, Keywords(C.)), m=1,..., K},
i=1..N, (3.2)

where Keywords(C,,) denotes the multiple-keywords set of category Cy,. Clustering(fd;)
= j means thatdescription fd; is clustered into category C;. In order to avoid zero

matching in (2), a flag function to examine whether the situation happens is defined as

Flag(fd,) = max{Text _Match(fd,, Keywords(C.)),m=1,..., K},
i—1, /N, (33)

The detail of the proposed clustering-algorithm is given below.
Clustering Algorithm
Step0: Initialization: Given FD = { fdy, fda,..., fdy }.
Set K =1, Clustering(fd,) = 1, Keywords(C,) = fdy, i = 2.
Stepl: /I Cluster the description fd; according to Functions (3.1), (3.2), and (3.3).

/I The procedure includes the following pseudo code

28



For m = 1 to K, use Function (1) to calculate TMfdin,
TMfd,  =Text _ Match( fd,, Keywords(C.,));

Let
Flag(fd,) = mrQ?(K{TMfdim};

if (Flag(fd;) = 0) then begin
//td; cannot be clustered into any existing class
Il create a new class for fd;
K=K+1;
Keywords(Ck-)=-fd;;
Clustering(fd;) = K;

else
/ltd; is clustered into one of the existing classes
Use Function (2) to calculate Clustering(fd;) as
Clustering( fd.) =arg mr?x{TMfdim};

end

Step2: If any of the descriptions in FD is not clustered yet, seti =i+ 1 and go to
Stepl for next iteration. Otherwise, end of iterations.

Once the clustering algorithm is completed, the filtered descriptions are clustered

into event categories, and keyword extraction is done by using each keyword set as

29



multiple keywords of the event. At the meantime, semantic event detection is

accomplished. Then two data structures are built to recommend users for further

queries and to support the hierarchical search.

3.2.3 Hierarchical Search System

Fig. 3.6 gives an example to show the concept of the proposed hierarchical

search system. First, a user can query by one word to_get rough results. Then he can

continually query by more words to get into deeper levels for finer results. Here we

implement the system by-establishing a pair of index tables and manipulating them

back and forth.

(s | [ makes | o' o

assists o000

Fig. 3.6 An example to illustrate the concept of the proposed hierarchical search
system.
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Here we build a forward index table and an inverted index table. The former

records mappings from descriptions to event keywords, and the latter stores mappings

from keywords to descriptions. Note that the forward index table is established

automatically after applying the unrelated words filtering procedure. Based on the

forward index table, the inverted index table can be established by sequentially

scanning event keyword set of each description. An example is given in Fig. 3.7 to do

clearer explanation. Suppose we have five descriptions as shown.in Fig. 3.7(a). After

applying. unrelated words filtering procedure to each description, we can obtain Fig.

3.7(b)..By scanning each-row-in-Fig. 3.7(b), for each row, we can obtain a description

index (DI) and the corresponding event keyword set (EKS). Then DI is linked to each

keyword in EKS. After scanning all rows sequentially in Fig. 3.7(b), Fig. 3.7(c) is

established. Both inverted index table and forward index table are referred to achieve

the hierarchical search system. The inverted index table is used for returning query

results by intersecting those description sets mapped by query keywords. The forward

index is originally just an intermediate, but reused in our method for providing

suggested query keywords, i.e. auto-complete feature.
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Webcast Text

Index of Description | Description

D1 Peja Stojakovic misses 10-foot two point shot

D2 David West misses jumper

D3 Peja Stojakovic makes 19-foot two point shot

D4 Trevor Ariza makes 19-foot jumper

D5 David West makes 17-foot jumper (Chris Paul
assists)

(a) Descriptions and their indices.
Forward Index

Index of Description | Event Keyword. Set
D1 misses, shot

D2 misses, jumper

D3 makes, shot

D4 makes, jumper

D5 assists, makes, jumper

(b) Mappings-from description indices to event keywords.

Inverted Index

Keywords | Indices of Description Set

assists D5

jumper D2, D4, D5

makes D3, D4, D5

misses D1, D2

shot D1, D3

(c) Mappings from keywords to description indices.

Fig. 3.7 An example to illustrate the data structure for hierarchical search.

In our system, a query is considered as a set of multiple words. The hierarchical
feature means that a user can get more general results by querying fewer words or get
more specific result by querying more words; for example, the results of querying
“jumper” are those descriptions having the keyword “jumper”, and the results of

querying “jumper makes” are those descriptions having both “jumper” and “makes.”
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The query result is the intersection of description sets obtained through the keywords

of query in the inverted index list. For providing suggested query keywords, the

resulting intersection set is then used as another query for the forward index list. The

keyword set of each description in the resulting intersection set are extracted. Finally,

the union of all extracted keyword sets is considered as the suggested query keywords.

The detail algorithm ofthe proposed search system is given below.

Hierarchical Search Algorithm

Stepl: . Auser types several query words.

Step2: Look up the inverted-index and get description sets mapped by the query

words. Intersect these description sets to obtain a query result.

Step3:  Look up the forward index and get keyword sets mapped by the query

result.

Step4:  Output the union set of these word sets. The user selects some keywords

from output as query words. Perform Step2 and output the query result.

Here, we use Fig. 3.7 as an example to do explanation. Assume that a user types

a query {jumper}, the system will look up the inverted index list and get a temporary

result set {D2, D4, D5}. Then, the system will look up the forward index list and

recommend the user {assists, jumper, makes, misses}, i.e. the union set of {jumper,

misses}, {jumper, makes}, and {assists, jumper, makes}. If the user changes his query
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to {jumper, makes}, the system will return {D4, D5}, i.e. the intersection set of {D3,

D4, D5} and {D2, D4, D5}. Therefore, a powerful hierarchical search system with

query recommendation function is built.

3.3 Experimental Results

In most search <systems, statistical analysis such as receiver operating

characteristic (ROC) analysis or recall-precision is used to evaluate the performance.

Through .the analysis, the system degradation caused by misclassification can be

estimated. However, as mentioned in Section 3.2.2, we cluster descriptions by an

exactly matching function, so there is no misclassified event in our system. This

means that both precision and recall rates of the proposed method are 100%.

Researches aimed at detecting text events from webcast text are few. Xu and

Chua [5] modeled webcast text as external knowledge in detecting events from

football and soccer. The evaluation of the fusion video event detection was presented,

but that of webcast text analysis alone was not. Xu et al. [8] proposed a framework to

analyze webcast text and videos independently and align them through game time.

According to the framework, the performance of video event detection mainly

depends on webcast text analysis. Here we compare our method with Xu et al.’s work.

Our experiments are conducted by 25 NBA 2009-2010 games and 41 NBA
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2008-2009 postseason games. The former are used as training database, and the latter

are used as testing database to examine the reliability of the proposed method. We

also collect 68 UEFA Champions League 2010-2011 soccer games, where 20 of them

are used as training database and the other 48 are used as testing database. The

webcast text from 134 games is acquired from ESPN website. As can be seen in Table

3.1, hundreds of descriptions.in a game are clustered into, in average, 44 semantic

event categories for basketball and 20 semantic event categories for soccer.

Table 3.1 Average number of sports event categories in 25 basketball training data and
20 soccer training data.

Mean Variance Standard

deviation
Basketball 44.08 9.08 3.01
Soccer 19.85 5.40 2.32

From Xu et al.’s previous work, the pLSA, the optimal number of event

categories is nine for basketball and eight for soccer. The top three keywords of each

category are selected by a conditional probability. They use the top ranked keyword as

single keyword during event detection. We map the top three results of pLSA to our

multiple keywords categories in Table 3.2 and Table 3.3. In Table 3.3, because

“attempt” is chosen as a member of black list in the interactive system, we use “shot”

as the single-keyword match for mappings from soccer events in pLSA to those in the

proposed method. The words “missed” and “misses” refer to the same verb (e.g., miss)
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and have the same meaning in descriptions. We consider these two words as the same

and use “missed(misses)” as their common representative. In order to achieve fine

performance in detecting semantic events, Xu et al. not only use keywords detection

in description sentences, but also analyze context information in them. For example,

in basketball, the top ranked keyword “jumper” is detected as “Jumper” event only if

its previous word is “makes,” and other sentences containing word “jumper,” e.g.,

Kenyon Martin misses 22-foot jumper, are discarded. However, these discarded

events are actually semantic events and can be valuable for further research, e.g.,

sports posture analysis, injury-prevention, special highlight, etc. It can be seen from

Table 3.2 and Table 3.3 that every category of pLSA is mapped to several different

semantic events of the proposed method. These several events are related but

somehow different. For example, in basketball, “jumper misses” describes that a

jumper is missed while “jumper makes” describes that a jumper is made successfully.

In soccer, “blocked shot” describes that'a shot attempt is blocked by an opponent

while “missed(misses) shot” describes that a shot attempt is missed by the kicker

himself. Hence, misclassifying or discarding these events decreases the precision and

recall rates. However, in our method, the precision and recall rates are both 100%.

With the support of hierarchical search system, we can query multiple keywords for

more specific events, which is even better than pLSA with context information. Table
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3.2 and Table 3.3 also show those semantic event categories which are unavailable in
Xu et al.’s method, but can be detected in our method, e.g., steal, timeout, turnover for
basketball and injury, blocked, penalty for soccer. These semantic events are
important for special highlights or injury prevention, and should not be ignored or

misclassified. So, the proposed method is superior to pLSA.

Table 3.2 Mappings of basketball event categories from pLSA to the proposed method.

Xu et al.’s Method (pLSA) Proposed Method
Category Ranked (Categories with Multiple Keywords)
Keywords
Shot shot makes shot, misses shot
pass
bad
Jumper jumper jumper misses, jumper makes, assists jumper
foot makes
misses
Layup layup layup makes, layup misses, driving layup makes,
driving assists layup makes
blocks
Dunk dunk dunk makes, assists dunk makes, dunk makes
makes slam, driving dunk makes, dunk misses
misses
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Table 3.2 Mappings of basketball event categories from pLSA to the proposed
method (continued).

Xu et al.’s Method (pLSA) Proposed Method
Category Ranked (Categories with Multiple Keywords)
Keywords
Block blocks blocks layup, blocks jumper, blocks driving
shot layup, blocks hook shot, blocks shot, blocks
) dunk, blocks layup, blocks jumper, blocks
assists driving layup, blocks hook shot, blocks shot,
blocks dunk
Rebound rebound defensive rebound, offensive rebound
defensive
offensive
Foul foul draws foul shooting, draws foul personal,
draw draws foul offensive, ball draws foul loose,
personal foul technical, defense foul illegal person,
draws flagrant foul type
Free throw, throw free makes throw, free misses throw
free
makes
Substitution enters enters
game
timeout
N/A bad pass, bad pass steals, bad lost steals, full

timeout, official timeout, turnover, traveling,
ejected, double dribble, defense illegal, clock
shot violation
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Table 3.3 Mappings of soccer event categories from pLSA to the proposed method.

Xu et al.’s Method (pLSA)

Proposed Method

Category Ranked (Categories with Multiple Keywords)
Keywords
Corner corner corner, assisted corner saved shot, corner goal
penalty shot, corner saved shot, assisted corner
conceded goal, assisted corner goal shot, assisted corner
missed(misses), corner goal shot, corner
missed(misses) shot, assisted corner
bottom . . .
missed(misses) shot, corner free kick
missed(misses) shot, assisted corner saved, corner
free goal kick shot
Shot attempt blocked shot, assisted missed(misses) shot,
assisted blocked shot, assisted goal saved shot,
missed(misses) shot, assisted corner saved shot,
right assisted shot, corner goal penalty shot, corner
saved shot, assisted corner goal shot, corner goal
shot, corner missed(misses) shot, goal saved shot,
free Kick shot, assisted goal shot, free kick
footed . . ]
missed(misses) shot, assisted corner
missed(misses) shot, corner free kick
missed(misses) shot, goal penalty saved shot,
corner free goal kick shot, goal penalty shot
Foul foul foul, card foul yellow, foul penalty, card foul
dangerous
for
Card yellow card foul yellow, card yellow
shown
card
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Table 3.3 Mappings of soccer event categories from pLSA to the proposed method

(continued).

Xu et al.’s Method (pLSA) Proposed Method
Category Ranked (Categories with Multiple Keywords)
Keywords
Free kick kick free kick, free kick shot, free kick
free missed(misses) shot, corner free kick
wins missed(misses) shot, corner free goal kick shot
Offside offside offside
ball
tries

Substitution substitution replaces substitution, injury replaces substitution

replaces
lineups
Goal goal assisted goal saved shot, corner'goal penalty
shot, assisted corner goal, assisted corner goal
shot shot, corner goal shot, goal saved shot, assisted
goal shot, assisted goal saved, goal penalty saved
box shot, goal saved, goal, corner free goal kick shot,
goal penalty shot, assisted goal
N/A injury, assisted missed(misses), assisted blocked,

penalty, assisted

Here we want to examine the reliability of the proposed method. For basketball,
25 NBA 2009-2010 games are taken as training data. After processing all the training
data and gathering the extracted semantic events, we collect the union of these
semantic events as a sample set with cardinality 82. Then we process the testing data,
which are collected from 41 NBA 2008-2009 postseason games, and examine whether

all the semantic events extracted from testing data are listed in the sample set or not.
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For soccer, we use 20 UEFA Champions League soccer games as training data and 48

UEFA Champions League soccer games as testing data. According to our examination,

with sparse exceptions, almost all the semantic events extracted from testing data can

be found in the sample set. Table 3.4 and Table 3.5 show all exception events which

are quite rare. These exceptions may be caused by different writing styles or some

rarely happened events, and can still be collected in an interactive way if necessary.

Therefore, the proposed method is very stable.

Table 3.4 Occurrences of exception basketball events from 41 testing games.

18679 basketball descriptions
Number (Percentage)

Exception events

10 second 3 (0.02%)
backcourt 7 (0.04%)

called full timeout 1 (0.01%)
driving dunk misses 2 (0.01%)
dunk misses slam 2 (0.01%)
away ball draws foul 5(0.03%)
misses pointer 7 (0.04%)
flagrant free misses throw 1(0.01%)
blocks driving dunk 1 (0.01%)

Table 3.5 Occurrences of exception soccer events from 48 testing games.

5727 soccer descriptions
Number (Percentage)

Exception events

card 6 (0.10%)

corner penalty saved shot 2 (0.03%)
missed(misses) 3 (0.05%)

goal shot 1 (0.02%)
assisted corner missed shot 1 (0.02%)
missed shot 1 (0.02%)

shot 4 (0.07%)

corner missed(misses) 3 (0.05%)
corner saved 2 (0.03%)
assisted corner 1 (0.02%)
blocked 1 (0.02%)
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3.4 Summary

In this chapter, we have proposed an unsupervised approach for semantic event

extraction from sports webcast text and made some contributions: 1) detecting

semantic events from webcast text in an unsupervised manner; 2) requiring no

additional context information analysis; 3) preserving more significant events in

sports games; 4) extracting multiple keywords from event categories to support

hierarchical searching; 5) providing auto-complete feature for finer retrieval.

According to experimental results, the proposed method extracts significant semantic

events from basketball and-soccer games and preserves those events that are ignored

or misclassified by previous work. The extracted significant text events can be used

for further video indexing and summarization. Furthermore, the proposed method is

reliable.
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CHAPTER 4
ANNOTATING WEBCAST TEXT IN BASKETBALL VIDEOS BY GAME
CLOCK RECOGNITION AND TEXT/VIDEO ALIGNMENT

In this chapter, we will propose a text/video alignment and event annotation

method. As mentioned in Chapter 2, semantic events appear in scoreboard frames only.

Thus, the proposed semantic event extraction method focuses on analyzing

scoreboard frames. For each scoreboard frame, location of each clock digit is first

located. A digit templates collection scheme is provided to collect digit character

templates. With clock digit locations and digit templates, a two-step strategy is

proposed to recognize game-clocks on the semi-transparent scoreboard in.scoreboard

frames. With the game clock recognized from sports video, the alignment work is

done by finding every match for game clock extracted from webcast text and

annotating the corresponding event description.on video frames.

4.1 Introduction

In the world, substantial number of sports videos are produced and broadcasted

through television program or Internet streaming. It is nearly impossible to watch all

sports videos. Most of the time, fans prefer to watch highlights of sports videos or

retrieve only partial video segments that they are interested in. Therefore, sports video

summarization and retrieval have become valuable and hot research topics. In these
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topics, automatic semantic event detection and video annotation are essential works.

Most of existing researches [1]-[3] use video content as resource knowledge.

However, schemes relying on video content encounter a challenge called semantic

gap. Recently, some researches [4]-[9] use a multimodal fusion of video content and

external resource knowledge to bridge the semantic gap. The multimodal fusion

scheme, which analyzes webcast text and video content separately and then does

text/video alignment to complete sports video annotation or summarization, has been

used in American football [4], soccer [6]-[8], and basketball [7]-[8].

In.the scheme, text/video-alignment, which consists of event moment detection

and event boundary detection, has a great impact on performance. It can be achieved

through scoreboard recognition. As can be seen in Fig. 4.1, a scoreboard is usually

overlaid'on sports videos to present the audience some game related information (e.g.,

score, game status, game clock) that can be recognized and aligned with text results.

For sports with game clock (e.g., basketball and soccer), event moment detection can

be performed through video game clock recognition. Xu et al. [6]-[8] used Temporal

Neighboring Pattern Similarity (TNPS) measure to locate game clock and recognize

each digit of the clock. A detection-verification-redetection mechanism is proposed to

solve the problem of temporal disappearing clock region in basketball videos.

However, recognizing game clock in a frame which has no game clock is definitely
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unnecessary. The cost of verification and redetection could have been avoided.
Moreover, the clock digit characters cannot be located on a semi-transparent

scoreboard.

Game clock

(a) Transparent scoreboard.

Game clock

(% |

Overlaid scoreboard

(b) Non-transparent scoreboard.

Fig. 4.1 Two examples of overlaid scoreboard with game clock in basketball video.

According to our observation, two main problems of detecting game clock in
basketball videos are the temporal disappearance and the temporal pause of game
clock. The temporal disappearance of game clock may be caused by slow motion

replays, shot transition effect or TV commercials, etc. The temporal pause of game
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clock may be due to some basketball events, e.g., timeout, substitution, foul, etc.

These two problems make game clock recognition of basketball videos much harder

than that of soccer videos. Furthermore, in order not to let scoreboard cover details of

video frames, more and more sports videos use transparent scoreboard overlay. The

transparency of scoreboard is another serious problem for game clock location and

recognition.

As to event boundary detection, some researchers used hidden Markov model

(HMM) [7] and conditional random field model (CRFM) [8]. However, not all events

have obvious temporal patterns-for start and end boundaries due to the complicated

camera motions and play ground textures of sports videos. In Xu et al.’s experiments

[8], boundary detection accuracy (BDA) are relatively low for foul and substitution

events in basketball. Because foul event is short and followed by some other events

(e.g. free throw, throw in) without obvious temporal transition patterns, and

substitution event is loose of structure."Even if boundaries are labeled manually,

results may still be subjective.

To treat the above-mentioned problems, based on the sports video analysis

framework proposed in Chapter 2, we present a text/video alignment and event

annotation method.
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4.2 Proposed Method

In the proposed method, a video frame partition method (see Chapter 2) is

referred to divide frames into scoreboard frames and non-scoreboard frames. For each

scoreboard frame, location of each clock digit is first located. A digit templates

collection scheme is provided to collect digit character templates. With clock digit

locations and digit templates, a two-step strategy is proposed to recognize game

clocks on the semi-transparent scoreboard in scoreboard frames. With the game clock

recognized from sports video, the alignment work is done by finding every match for

game clock ' extracted from—webcast text (see Chapter 3) and annotating the

corresponding event description on video frames.

4.2.1 Video Frames Partition

As can be seen from Fig. 2.1, in basketball videos, all frames can be broadly

classified into two categories, scoreboard frames and non-scoreboard frames.

Scoreboard frames present basketball game with scoreboard overlaid on them, while

non- scoreboard frames present the rest, e.g., sideline interview, slow motion replay,

etc. Since semantic events only appear in scoreboard frames, it is beneficial to filter

out unnecessary processing frames in each semantic resource extraction step. So, an

automatic scoreboard template extractor is needed.
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As shown in Fig. 2.1(a), a scoreboard is fixed rectangular area with pixels

changing infrequently. Based on this fact, our previous work (see Chapter 2)

presented an automatic scoreboard template extractor. Here, we adapt this extractor to

get the scoreboard template and position. After scoreboard template extraction, the

video frames partition can be done by matching every frame with scoreboard template

at the scoreboard position.

4.2.2 Semantic Event Extraction from Scoreboard Frames

In.this study, a multimodal fusion scheme is. conducted for semantic events

extraction from scoreboard frames. Using our previous work in Chapter 3, text events

with game clock can be extracted from webcast text. Then, a text/video alignment and

event annotation method Is proposed by recognizing game clocks of scoreboard

frames.

As to game clock recognition, location of each clock digit is first located. A digit

templates collection scheme is provided to collect digit character templates. With

clock digit locations and digit templates, a two-step strategy is proposed to recognize

game clocks on the semi-transparent scoreboard in scoreboard frames. Here, without

loss of generality, four game clock patterns can be defined in Fig. 4.2.
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Game Clock
X1 X2: X3X4 Xo: X3X4 X3X4. X5 X4.X5
Patterns
Meaning of X1:TEN-MINUTE, X5:MINUTE, X3:TEN-SECOND,
Each Digit X4:SECOND, X5:TENTH-SECOND

Fig. 4.2 General definitions of game clock patterns.

4.2.2.1 Clock Digit Locator
Based on the fact that there are 30 frames and 300 frames taken in one second
and ten seconds, for each scoreboard frame f;, the pixel-based frame difference
between f; and fi-3p and that between f; and fi_300 are first calculated as follows:
Df; 5 (X, y) = ‘ f.06Y) = fi_s0 (X, Y)|
Df; 500 (X, Y) = | fi (% Y) = fia0 (X, Y)|
Where (x, y) is a point of the scoreboard area. Then, two accumulated difference

frame, ADf; 30 and ADf; 300, are Created by

ADf, 3 (x,Y) = 3" Df 15X, ).

j=31

ADF; 500 (X, y) = Z ij,3oo (X, ).

j=301
The accumulated difference at each pixel can be considered as the change degree at
that position. Since SECOND digit changes every 30 frames and TEN-SECOND digit
changes every 300 frames, two approximated areas of SECOND digit and
TEN-SECOND digit can be located by observing ADf; 3, and ADf; 30 in scoreboard

frame sequences. Based on positions and sizes of these two areas, a complete game
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clock area is located.

Note that each game clock pattern consists of a separation mark (colon or dot). It

is observed from the vertical projection histogram of the game clock area that the

separation mark is located at the lowest local peak, and all clock digits are separated

from each other by a local valley. Based on the information and the width of the

detected SECOND digit area, each clock digit area can be located. An example is

shown in Fig. 4.3.

b e,
U nov
Digit
Boundary
J A

v
Digit

Separation
Boundary !
AT R

A
1

Fig. 4.3 An example of locating game clock digits (10:30).

4.2.2.2 Clock Digit Template Collection

After locating each clock digit area, a simple idea is proposed to collect clock
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digit templates. Every time TEN-SECOND digit changes, it means SECOND digit

area has been through a complete cycle from91to0 0, i.e. 9, 8, 7, ..., 0. Therefore, once

a pattern change of TEN-SECOND digit area is detected, a set of digit templates can

be collected by sampling from SECOND digit area every second. After collecting

eleven samples in consecutive eleven seconds as a candidate template set, a

verification step is provided to examine whether the set is correct. For each candidate

template set, if the first template is exactly the same as the eleventh one, then the

candidate is considered as a correct digit templates set since all members in the set

complete a cycle. Otherwise; keep collecting another candidate set until a.correct one

is verified.

4.2.2.3 Clock Digit Recognition

After locating each clock digit and collecting a correct digit templates set, a

two-step strategy is proposed to recognize game clocks on the semi-transparent

scoreboard.

First, for each clock digit, a local strategy is proposed to narrow the number of

digit templates used in pattern matching. While applying template matching to

recognize each digit, only the following three candidates should be considered: 1)

current digit character; 2) next digit character; 3) possible digit character derived from
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frame number difference. For example, if we try to update SECOND digit of “10:30”,

the first candidate is “0” itself. The second candidate is “9”. Assume it has been 60

frames since the last recognized result of SECOND digit, and frame rate of video is

30. It is possible that two seconds has been collapsed since the last update, so the third

candidate is derived to be “8”. Note that narrowing the number of candidates not only

prevents possible errors from matching other digit templates, but also provides a

mechanism to correct the recognition result in later frames.

After applying local strategy in pattern matching for each clock digit, a global

strategy is proposed to verify-the overall game clock recognition result. For-example,

if we recognize the clock time as mn:st, the overall recognition result is

T=(mx10 +n) x 60 + s xX10 + t.

For each recognition result of frame fy, T(k), and a new candidate result recognized

from a later frame fj, T(l), the verification equation is defined by

T(k) = T(1) + Round ( (k- 1) =30).

If the equation holds, the new candidate result is regarded as a right one, and the

frame f, is recognized as game clock T(l). Note that the application here focuses on

semantic event extraction, so recognition result for every single frame is not important.

Instead, recognizing when a right game clock is updated is more valuable for

text/video alignment and event annotation.

52



4.2.2.4 Text/Video Alignment

Based on the recognized game clock, a text/video alignment is presented to do

sports video annotation. The alignment consists two parts. First, through the

recognized game clock in video frames, the corresponding target frame of each event

extracted from webcast text (see Chapter 3) is located, this is called event moment

detection. Second, the time period for each event is determined, this is called event

boundary detection.

As to event boundary detection, since many basketball events do not have

obvious boundary patterns;even-manually labeling event boundary is very subjective,

the result may vary from person to person. In fact, a sports event should have

redundancies before and after the event moment to explain the cause and result.

Therefore, here, we can set a general interval for all kinds of basketball events. For

example, ten seconds before the event moment to five seconds after the event moment.

The basketball events extracted. in the interval are treated as successful text/video

alignment. An example of text/video alignment is presented in Fig. 4.4.
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Matched game clock

-
S Nars WHERE wu ama?

Semantic event annotation

V [dsx'?g?iye rabound]

| 10:30 Il Kobe Bryant defensive rebound ' . -t §
. i ree point jumper (Derek == LALNEM DENECN' 1

Fisher assists) SEENGE  WEST FINALS - LA LEAD 2.2

= B
9:51 2" -

Webcast text Event target frame

Fig. 4.4 An example,of text/video alignment.

4.3 Experimental Results

Our experiments are conducted by 11 NBA 2008-2009 postseason games. The
basketball videos are captured by TV card. The webcast text is acquired from ESPN
website. After annotating all basketball videos, the experimental result is evaluated by
watching them with human eyes. An event Is detected as a hit if the manually
generated event boundary is covered by the proposed method. As can be seen in Table
4.1, the detection rate of annotation result without video frames partition is horrible.
On the contrary, the detection rate of the proposed method reaches 100%. The main
reason is that video frames partition can prevent unnecessary game clock recognition
from frames without a scoreboard and raise the digit recognition rate. This also solves

the challenge of discontinuity in basketball games.
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Table 4.1 Semantic events extraction results of the proposed method.

Annotation with video
frames partition

Annotation without

video frames partition
NBA 2009

postseason games

Correctly detected number / Total event number
(Detection rate)

CLE ws.

DET

on

Apr 25 91/150 (60.7%) 150/150 (100%)
Moy o AN 50161 (31.4%) 161/161 (100%)
QT;;, g\;ls' K \ | 61/159 (38.4%) 159/159 (100%)
k/ﬁ; s HOVON 611149 (54.4%) 149/149 (100%)
323 s;/ i - 57/169 (33.7%) 169/169 (100%)
V20 - 1267160 (746%) 169/169 (100%)
I\D/|§y 2\/25. FAL N 14r181 (79.6%) 181/181 (100%)
vy 24 O 071178 (54.5%) 178/178 (100%)
k/ﬁb ;/g i 132/179 (73.7%) 179/179 (100%)
,\D,Ey 2\;33. LAL o . 136/182 (74.79%) 182/182 (100%)
kAAa; §S PER on 69/213 (32.4%) 213/213 (100%)
Average 55.3% 100%

We check the results and find that the missing events are due to a special

circumstance. As can be seen from Fig. 4.5, sometimes a basketball game is playing
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but the game clock is not shown on video frames. For example, 1) late start after

broadcasting TV commercials; 2) picture-in-picture interviewing a player; 3) some

other statistic numbers; 4) trailers produced by the broadcasting company. Since no

game clock is available for recognizing in these frames, the missing errors are

acceptable.

- —

(a) Late start of a quartr from 11:56
instead of 12;00. player.

1 JEN TREVOR ARIZA | 2008 PLAYOFFS (17 GAMES) -
LU § 111 PG S4% FG_48% 3-P1 50

! SPORTSCENTER
! ?C" _Land of the Lost Pos! Report
0% S L

(c) Some other statistic numbers. (d) Trailer of TV program.

P

Fig. 4.5 Examples of basketball games playing without game clock.

4.4 Summary

Using webcast text as external knowledge in multimodal fusion framework for
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sports video annotation is a trend recently. Semantic text events are extracted in our
previous work (see Chapter 3). The other challenging task is to annotate semantic
events by game clock recognition and text/video alignment. Different from game
clock recognition of soccer videos, game clock recognition of basketball videos is
much harder due to the frequently temporal pause of game clock. The event boundary
is hard to detect automatically as well. To treat the above-mentioned problems, a
text/video alignment and event annotation method has been propoesed. The novelty of
video frames partition prevents semantic resource extraction from a lot of unnecessary
processing frames, so the-performance and detection rate can be increased. Our

experiments show that all semantic events are annotated successfully.
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CHAPTER S
ANOVEL METHOD FOR SLOW MOTION REPLAY DETECTION IN
BROADCAST BASKETBALL VIDEO

In this chapter, we will propose a method to detect slow motion replays in

basketball videos. The existence of scoreboard is referred to filter large amount of

non-replay frames, this improves detection accuracy. After video frames partition,

every consecutive non-scoreboard frame sequence bounded by scoreboard frames are

considered as a non-scoreboard segment. Characteristics of replays and non-replays

are observed to create features, which can be used to detect replays. and prune

non-replays from non-scoreboard segments.

5.1 Introduction

Slow maotion replays present detail processes of sports events, and they have

been widely referred by professionals for athlete performance analysis, professional

training, and injury prevention. Slow motion replays also provide resources for sports

video analysis such as highlight generation [23], video summarization [24]-[26], and

event detection [8]. Therefore, slow motion replay extraction has become a valuable

and hot research topic.

Some methods [23][12][15]-[18] for slow motion replay detection have been

proposed, they can be classified into two categories. The first category [23][12][15]
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assumes that a replay is sandwiched by either two special digital video effects

(SDVEs) or two logo transitions. Based on the assumption, Pan et al. [23] build a

hidden Markov model (HMM) to detect slow motion replays. Some methods [12][15]

first locate SDVESs or logo transitions, and then consider those segments sandwiched

by SDVEs or logo transitions as slow motion replays. They either assume that the two

SDVEs or logo transitions before and after a replay are identical [12] or visually

similar [15]. However, these assumptions are not always true in basketball videos. In

fact, production effects used in basketball videos are various and complicated. The

beginning and end of a basketball replay have some combinations: 1) paired visually

similar SDVEs; 2) non-paired SDVES; 3) a SDVE in one end and an abrupt transition

in the other. Furthermore, a basketball video segment bounded by paired SDVEs is

not always a replay. So, previous work in this category cannot be applied to basketball

videos.

The second category [16]-[18] analyzes features of replays to distinguish replay

segments from non-replay segments. Farn et al. [16] extracted slow motion replays

captured from both standard cameras and high speed cameras. The extractor refers to

the dominate color of soccer field; however, it is not applicable in basketball videos

since the size of basketball court is relatively smaller and its textures are more

complicated. Wang et al. [17] conducted motion-related features and presented a
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support vector machine (SVM) to classify slow motion replays and normal shots. The

approach experimented on soccer and basketball videos. But the precision rates of two

experimented basketball videos are 55.6% and 53.3% with recall rates 62.5% and

66.7%, respectively. Han et al. [18] proposed a general framework based on Bayesian

network to make full use of multiple clues, including shot structure, gradual transition

pattern, slow motion, and sports scene. Since they considered gradual transition as a

feature clue, the method is suffered from the inaccuracy of their used automatic

gradual transition detector. Their experiments performed improvements in replay

detection with precision rate-82:9% and recall rate 83.2%, but the recall rate is still not

high enough for sports highlight generation.

Basketball is one of the most important sports in the world, yet challenges of

slow motion replay detection in basketball videos still remain. The first category

methods are not applicable for basketball videos due to the improper assumption. The

second category methods are applicable for basketball videos, but there is room for

improvement in both precision rate and recall rate. Moreover, most previous

researches analyze every video frame to detect replays, but detecting replays in video

frames that are surely non-replay degrades both performance and detection rate.
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5.2 Proposed Method

In this study, we propose a novel method to tackle above-mentioned challenges

and detect slow motion replays in basketball videos. First, video frames partition

proposed in Chapter 2 is referred to filter out video frames that have no chance of

being replays. After filtering, video frames without scoreboard existence, called

non-scoreboard frames, are grouped into several non-scoreboard segments. Then,

characteristics‘of replays and non-replays are both observed to create features, where

the former is for detecting replays and the latter is for pruning non-replays.

5.2.1 Video Frames Partition

As can be seen from Fig. 2.1, in basketball videos, all frames can be broadly

classified into two categories, scoreboard frames and non-scoreboard frames.

Scoreboard frames present basketball game with scoreboard overlaid on them, while

non- scoreboard frames present the rest, e.g., sideline interview, slow motion replay,

etc. Since scoreboard frames which are definitely non-replays usually occupy nearly

half of a broadcast basketball video, it is beneficial to filter out scoreboard frames

from detecting slow motion replays. So, an automatic scoreboard template extractor is

needed. As shown in Fig. 2.1(a), a scoreboard is fixed rectangular area with pixels

changing infrequently. Based on this fact, our previous work (see Chapter 2)
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presented an automatic scoreboard template extractor. Here, we adapt this extractor to

get the scoreboard template and position. After scoreboard template extraction, the

video frames partition can be done by matching every frame with scoreboard template

at the scoreboard position.

5.2.2 Feature Extraction and Replay Detection

After video frames partition, every consecutive non-scoreboard frame sequence

bounded . by scoreboard frames can be considered as a non-scoreboard segment.

Characteristics of replays-and-non-replays are observed to create features, which are

used to detect replays and prune non-replays.

According to our. observation, there are three possible components in a

non-scoreboard segment: 1) slow motion replay; 2) TV.commercial; 3) game-related

segment which shows game-related information with background around the court but

is not a replay. Some game-related segment examples are given in Fig. 5.1.

Non-scoreboard segments can be classified into three classes by their time duration:

Short, medium, and long. The composition of each class is different from the others.

Short non-scoreboard segment (SNS), which is less than 6 seconds, is only caused by

temporal disappearing of scoreboard for showing some game-related information.

Medium non-scoreboard segment (MNS), which is between 6 seconds and 30 seconds,
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occurs in temporal pause of the game, and it is either game-related segment or slow

motion replay. Long non-scoreboard segment (LNS), which is more than 30 seconds,

occurs in long pause of the game, and it is a combination of TV commercial, half-time

report, game-related segment with or without replay in it. To treat different

compositions and characteristics of each non-scoreboard segment class, different

strategies are proposed to detect slow motion replays.

LAMAR ODOM

DENVER
30

(@) Sideline interview. (b) Player’s comment. (© PIyer’s statistic.
Fig. 5.1 Examples of game-related segments.

A SNS can be always detected as a non-=replay, since a slow motion replay is
never less than 6 seconds. A MNS is either slow motion. replay or game-related
segment, so a binary classifier is given.to classify it as a replay segment or a
game-related segment. Replay detection for 'LNS is more complicated than that for
MNS because of the existence of TV commercials. TV commercials are various, and
they possibly contain features that are ambiguous with replay. Hence, each LNS is
first cut into sub segments, then replays are detected from the sub segments. Note that

our replay detection results of MNS are great that some of the information can be
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referred to aid replay detection for LNS. More replay detection details for MNS and

LNS are presented in the following paragraphs. The block diagram of slow motion

replay detection is shown in Fig. 5.2.

For MNS, most histogram differences of neighboring frames in a game-related

segment are similar. On the contrary, the histogram differences of neighboring frames

in a replay segment are various (see Figs. 5.3(a)-5.3(c)). The variety of differences in

a replay segment is caused by two reasons. One is the camera flash which appears

frequently in replays (see Fig. 5.3(d)). The other is due to the smaller court of

basketball videos, the background sometimes changes between in-court view and

out-court view in a replay, and the histogram difference of two neighboring frame

becomes larger (see Fig. 5.3(e)).

Non-scoreboard
Frames

Short Non- Medium Non- Long Non-
scoreboard Segment scoreboard Segment scoreboard Segment
(SNS) (MNS) (LNS)
e e

Replay Detection Replay Detection
for MNS for LNS

Non-replays Detected Replays

Fig. 5.2 Block diagram of slow motion replay detection.
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(a) An example of game-related segment.

frame 1

=

frame 2 frame 3 frame 4 frame5 _ frame 6 frame 7

frame 8 - frame 9

(b) An example of replay segment.

neizgzhboring frames’

,60 B Game-related segment

150 BReplay segment

histogram difference
'
>
[—1

50
A A d
T T e (N N S C S F A
[rame sequence

(c) Comparison between differences of neighboring frames in (a) and (b).

Fig. 5.3 An example of comparison between a game-related segment and a replay
segment.
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v

Time

(d) Frames 6~8 of the replay segment in (b) with a camera flash.

Time

(e) Frames 10~13 of the replay segment in (b) with background changing from in-court
view to out-court view.

Fig. 5.3 An example of comparison between a game-related segment and a replay
segment (continued).

Based on the different characteristics, a binary classifier is used. Given a
non-scoreboard segment (NS) with the frame sequence (nfs, nfz, ..., nfk ), Ky is the

total frame number of NS. Let (nhy, nhy, ..., nhg ) be the corresponding color

histograms of K, frames in NS. Two histogram-based frame differences are defined by

DH, () =~ 3 3" 3" jahy (r, g.b) — nh 4 (1, 0.b),

DHy (M) =~ 33", (r, g.b) — s (1, 3.b).

Note that here we quantize each of r, g, and b into 8 levels, and DH; is used to
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measure the histogram difference of two neighboring frames, DHis is for two frames
with distance 15. After calculating DHy(nh;) and DHjs(nh;) for each frame in NS, let
opr,(NS) and opn,(NS) represent the standard deviations of sequences DH1(nh;) and
DHjs(nh;), respectively. Then these two standard deviations are considered as global
variation features of a NS. The two global variation features of all MNSs are used in
binary classifier to classify each MNS as a preliminary replay or a game-related
segment. According to our preliminary experiments for MNS classification, the
average .precision rate of correctly classifying segments as replays in ten
experimented basketball-videos-is 94% with average recall rate 100%. In order to
explain the performance of the binary classifier, the two global features of each MNS
in one of the experimented basketball videos are shown in Fig. 5.4. From this figure,
we can see that replay segments and game-related segments can be well-separated
based on these two global features.

Note that the misclassification is dueto that few game-related segments consist
of several still shots (see Fig. 5.5) with few near abrupt transitions and are
misclassified as replays (i.e. false alarms). Since the differences of neighboring
frames in a replay segment are always diverse, another variation feature can be used

to prune this kind of misclassification.
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Fig. 5.4 The two global features of each MNS in a basketball video.

In.order to decrease-the-effects of few near abrupt transitions in a game-related
segment, a mean filter is used to skip larger neighboring frame differences,

pixel-based difference of a neighboring frame pair is defined by

1 M-IN-1

> 2 nfi(x ) =nfa(xy)| 2<i <K,
MN
x=0y=

DF, (nf,) =
where M and N represent the width and height of a frame, and nfi(x,y) represents the
color value of pixel (x,y) at frame nfi. Let zor,(NS) be the mean value of all DF(nfi)
in the NS. And let 6'pr,(NS) represent the standard deviation of those DF4(nf;) less
than upr, (NS), and it is considered as another variation feature of NS. Hence, for each
MNS detected as a replay with small 'pr,, it should be pruned. To determine the

threshold automatically, a self-training mechanism is provided. For each MNS

detected as a replay in ten experimented basketball games, c"pr, is calculated and the
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histogram of 6o, is established and shown in Fig. 5.6.
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Fig. 5.5°/An example of the DH, sequence of a game-related segment misclassified as
replay.
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Fig. 5.6 Histogram of ¢"pr, from the preliminary replays in ten experimented
basketball videos.
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Fig. 5.7 Block diagram of replay detection for MNS.

As to LNS, the task becomes more complicated due to that the major portion of
LNS is TV commercial, and the features of TV commercials can be ambiguous with
replays. Since a LNS consists of thousands of frames, our strategy is to cut each LNS
into several sub segments, called sub-LNSs. Then, instead of directly detecting
replays from sub-LNS, detection results for MNS and characteristics of TV
commercials are referred to build some pruning rules. After pruning non-replays, the
rest sub-LNSs are considered as detected replays.

According to the structure of typical commercial block [27], TV commercials are
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always grouped into blocks, and several monochrome black frames are inserted to

separate each of them. Mostly, the last few seconds of each TV commercial consist of

still shots of the product and slogan to impress viewers (see Fig. 5.8). However, there

are neither monochrome black frames nor still shots in slow motion replays. So, each

LNS can be cut by consecutive runs of low differences of neighboring frames without

affecting the completeness of replays.

‘z w ey =
.'1'(. ~ =
g 0 — ey
- g : Qaf’ SEELD MR
(a) (b) (c)

Fig. 5.8 Examples of still shots of the product and slogan in TV commercials.

Given the frame sequence of a LNS = (Ify, Ifa, ..., Ifi,), where Ky is the total frame
number of the LNS. Pixel-based difference of a neighboring frame pair DF,(If;) is
calculated and recorded. Consecutive frames with DF,(lf;) less than 20 are considered
as a still run. All still runs with length more than 20 are used to cut the LNS into
several sub-LNSs, each of which is bounded by a pair of still runs with length > 20.

As mentioned earlier, a slow motion replay is never less than 6 seconds, so each
sub-LNS less than 6 seconds can be detected as a non-replay. For those sub-LNSs
more than 6 seconds, the binary classifier is not applicable because variation features

of TV commercials can be ambiguous with replays. Since the detection results for
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MNS are great, they can be considered as a pre-trained model to build some pruning
rules. In the pre-trained model, let R-MNS and G-MNS represent the set of detected
replay segments and the set of detected game-related segments, respectively. All
frames of R-MNS are grouped as a replay frame sequence (RFS); likewise, all frames
of G-MNS are grouped as a game-related frame sequence (GFS). The proposed

pruning rules are given-below.

Rule 1: Global Variation Pruning

Inspired by replay detection for MNS, the differences of neighbaoring frames in a
replay segment are diverse. The observation is already proved by the great recall rate
in the preliminary experiments. Based on the two global variation features used in
binary “classifier for MNS, the center - feature ~ vector . (Copn,(R-MNS),

Coph,(R-MNS)) of R-MNS is denoted as

ZO-DHl(NS)
Copy (R=MNS) = ——1 : (5.1)
! Number of NSin' R - MNS
ZGDH15(NS)
CaDHﬁ(R —MNS) = NSeR-MNS (5.2)

Number of NSin R - MNS’

The radius of global variation features of R-MNS is defined by

r.variation (R - MNS) =
max {J(UDHI (NS) — Cagy, (R~ MNS))? + (55, (NS) —Cargy,_(R— MNS))?

NS eR-MNS

}' (5.3)

For each sub-LNS, sLNS, its Euclidean distance from its two global variation features
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(oo, (SLNS) ,opH,(SLNS)) to the center feature vector of R-MNS can be calculated

as

UD(SLNS) =
(0o, (SLNS) —Cay, (R—MNS))” + (0, (SLNS) —Cap, (R—MNS))? .

(5.4)

If UD(SLNS) > ryariaion(R-MNS), it is not similar to any of R-MNS. The dissimilarity
is caused by either too larger global variations or too small ones. It is more reasonable
to prune those dissimilar sub-LNS with small global variations. A threshold TH; is set

as

TH, = _min iop, (NS); (5.5)

Hence, for each dissimilar sub-LNS with opn, (SLNS)<THj, it should be pruned as

non-replay.

Rule 2: Color Pruning

The color distribution.of a TV commercial is various; however, the color
distribution of RFS or GFS is more related to game itself. So a sub-LNS should be
pruned if its color distribution is neither similar to that of RFS nor similar to that of
GFS.

Given RFS = (rfy, rfy, ..., rfx ) and GFS = (gfy, gfz, ..., ngg), where K; is the total
frame number in RFS and Ky is the total frame number in GFS. Let RHS = (rhy,

rhy, ..., rhg,) be the corresponding quantized histogram sequence calculated from RFS
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and GHS = (ghs, ghy, ..., gth) be the corresponding quantized histogram sequence

calculated from GFS. Then, mean color histograms of RHS and GHS can be

calculated by

1 &

Hrus :K_Zrhi’ (5.6)
r i=1
E

Hchs :K_Z gh;. (5.7)
g i=1

The maximum. differences are considered as the radiuses of RHS and GHS and

calculated by

7.7 1

Mrrs = Jr—géaz({SXSXS rz_:gz_(;bz_(;|rhi (r,9,b) — g (1, g,b)|}, (5.8)
717 7

e 1 a g SN (0 - oa(ral) | [ 69

Given a sub-LNS; sLNS, with frame sequence = (slfy, sif;, ..., slfi ), where K is

the total frame number of sLNS. Let (slhy, slhy, ..., slhg) be the corresponding

quantized histogram sequence calculated from the sub-LNS. Mean color histogram of

the SLNS is defined by

14, (SLNS) = Zslh (5.10)

5 i=1
Hence, for the mean color histogram of each sub-LNS, if its distance from grus IS
larger than rrys and its distance from ugus IS larger than rgps, the sub-LNS is

considered as a non-replay.
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Rule 3: Smoothness Pruning

In a slow motion replay, the pixel-based difference of each neighboring frame
pair is usually larger to show the details of a sports event. However, a non-replay is
normally much smoother to fulfill requirements of human visual perception. So, for
each sub-LNS, if most differences of neighboring frame pairs are smoother than those
of a replay, it should be pruned.

Let RFS = (rfy, rfa, ..., rfc), where K, is the total frame number in RFS. Mean

pixel-based neighboring frame difference is defined by

s, (RFS) =2 3" DR (11, .11

K, -1%
where DF;(rf;) is the pixel-based difference of two neighboring frames rfi and rfi.y,

and it is already calculated by formula (6) in earlier process (i.e. replay detection for

MNS). Given a sub-LNS, sLNS, with frame sequence = (slf, slfz, ..., slfx), where K
is the total frame number of SLNS. The pixel-based frame difference DF(slf;) of two
neighboring frames slf; and slfi is already calculated as well (i.e. sub-LNS cutting for

LNS). For each sLNS, the smoothness feature is defined by

1
K, -1

smoothness (SLNS) = [KsIf, | DF,(sIf,) < tor, (RFS)Y, 2<i<K,.  (5.12)

If the smoothness feature is larger than a threshold, THsmoothness, the Sub-LNS is

detected as a non-replay.

75



Rule 4: Scene Length Variation Pruning

From the structure of TV commercials [27], each individual TV commercial

consists of many story scenes with abrupt scene changes. On the contrary, a replay

always happens in the same scene, and there are rare abrupt scene changes in a replay.

Note that some unexpectedly camera flashes may appear in replays to challenge the

detection of abrupt transition, so the number of abrupt transitions is not a good

pruning feature. Here, the length of each scene cut by abrupt transitions is observed

instead. The length of each cut scene in a replay is various because the camera flashes

appear.unexpectedly; however,-that in a commercial is relatively stable to show a

story. Hence, for each sub-LNS, if lengths of its cut scenes are relatively stable, it

should be considered as a commercial, i.e. non-replay.

Here, an abrupt transition detection method for each sub-LNS is provided by

finding every frame slfi with local maximum difference DFy(slfi) which is two times

larger than that of one of its neighboring frames, i.e., DF;(slf))>2DF;(slfi.;) or

DF(slf;)>2DF;(slfi+1). Some examples of abrupt transition detection results are given

in Fig.5.9. After abrupt transition detection, the scene length variation feature for each

sub-LNS is defined by the standard deviation of the lengths of the cut scenes. If the

scene length variation feature is less than a threshold, THg,y, the sub-LNS is detected

as a non-replay.
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Fig. 5.9 Examples of abrupt transition detection results and the corresponding cut
scenes of non-replay and replay.

After pruning non-replays by the four proposed rules, the rest sub-LNSs are
considered as detected slow motion replays. The detail implementation steps of replay
detection for LNS are given below.

Step0: Initialization: Given R-MNS, RFS, GFS, and all LNSs in a basketball game.
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Cut each LNS into sub-LNSs. Consider sub-LNSs less than 6 seconds as
non-replays and pass those more than 6 seconds to Step1.
Stepl: // Global Variation Pruning Using Rule 1
For R-MNS
Calculate (Copni(R-MNS), Copnis(R-MNS)), fariation(R-MNS), and
TH; by formulas (5.1), (5.2), (5.3), and (5.5).
In LNS,; for each unprocessed sub-LNS, sLNS
Calculate UD(SLNS) by formula (5.4).
if (UD(SLNS)> Fyariation(R-MNS) and opu1(sLNS) < TH;)
Consider sSLNS as a non-replay
else
Consider sLNS as a potential replay
end
Step2: /I Color Pruning Using Rule 2
For RFS and GFS
Calculate tirps, tcHs, rrus, and reps by formulas (5.6), (5.7), (5.8), and
(5.9).
In LNS, for each potential replay SLNS

Calculate z4(SLNS) by formula (5.10).
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if (|| c4(SLNS) — zrus|| > rris and ||za4(SLNS) — pghs|| > roms)
Reconsider SLNS as a non-replay
end
Step3:  // Smoothness Pruning Using Rule 3
For RFS
Calculate wpr, (RES) by formula (5.11).
In LNS,; for each potential replay SLNS
Calculate smoothness(sLNS) by formula (5.12).
if (smoothness(SEENS) > THemoothness)
Reconsider SLNS as a non-replay
end
Step4: /I 'Scene Length Variation Pruning Using Rule 4
In LNS, for each potential replay SLNS
Calculate scene length variation feature of SLNS.
if (scene length variation feature of SLNS < THg,)
Reconsider SLNS as a non-replay

end

Note that each rule corresponds to a specific feature for pruning non-replays. Since
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our goal is to prune non-replays and to keep replays, changing the order of the four

rules, i.e., Step1-Step4, comes out the same results.

5.3 Experimental Results

Our experiments are conducted by 10 NBA basketball games from 3 different

broadcasters, i.e., ESPN, TNT, NBA TV. The length of each-game match is about 150

minutes with TV.commercials included. The data are recorded from TV in MPEG-2

format with resolution 480x352.

In.slow motion replay-detection, there are two kinds of resource videos. One is

the commercial-free sports video which is only available for professional staff from

the production room. The other is the broadcasted version with a lot of TV

commercials, and it is more available for general audiences. From our experimental

results, the proposed replay detection method can fulfill both kinds of potential users.

Table 5.1 and Table 5.2 show the replay detection results for MNS. In Table 5.1,

some game-related segments (e.g., player’s statistic, game series information, player’s

online comments) are misclassified into replays, the reason is that they have several

still shots with few near abrupt transitions. This will increase the global variation

features. It can be seen from Table 5.2, with the proposed automatic self pruning, the

precision rate can be raised from 94% to 97%. The rare false alarms are acceptable
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because they are all game-related video segments.

As to experimental comparison with replay detection methods in the first
category, here, we assume that all methods in the first category can extract all
segments sandwiched by paired SDEVs correctly, and consider the extracted
segments as slow motion replays. Since some extracted segments sandwiched by
paired SDEVs are not slow motion replays, only those real slow motion replay
segments are considered as correctly detected ones. The results-are shown in Table

5.3.

Table 5.1 Replay detection results for MNS.

Match %%ftgi({gg D;%?[L d Precision RZS}Z:/S Recall
?253%_5'7&% 44 45 98% 44 | 100%
(LQ/LO'B&\)‘ 33 36 92% 33 100%
%‘3%‘5359'5 22 31 71% 22 100%
8‘3,%‘5%-9% 44 46 96% 44~ 100%
?3&/%5959% 23 23 100% 23 100%
8@,‘6'5?(%% 26 27 96% 26 100%
'(-1'2/'6'(359'5 22 25 88% 22 100%
8'5/%'5%9')-) 23 23 100% 23 100%
?'1%}5'5'7@')- 27 27 100% 27 100%
'(Q%BE&‘ 48 49 98% 48 100%

Total 312 332 94% 312 100%
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Table 5.2 Replay detection results for MNS with self pruning.

vatch  SUUREY Deteeted PIECISION pepiays  Recall
?2'?3,“(');,5@5 44 44 100% 44 100%
(L;?),LO'BEQ“)‘ 33 35 94% 33 100%
5)8,50}359'5 22 24 92% 22 100%
ooisi0s, 44 8% 44 98%
(%IEIEOES(%IS 23 23 100% 23 100%
8@,%}5(%;’ 26 26 100% 26 100%
'(‘1A5}38§9'5 22 24 92% 22 100%
8'5/%};%9") 21 21 100% 23 91%
?1%%'5'7@')‘ 27 27 100% 27 100%
'(2',‘6559',\)' 48 49 98% 48 ' 100%
Total 309 317 97% 312 99%

Table 5.3 Replay detection results for MNS by methods in the first category.

Match %%ig%ﬁtelg D;%t&L d Precision RZB}ZLS Recall
?2%%55&% 44 52 85% 44 100%
(L:)%'/-Og&')\)' 33 39 85% 33 100%
(%8%'8(?9'5 22 38 58% 22 100%
85/%_5%9% 43 44 96% 44 98%
81/%359'5 23 27 85% 23 100%
?13/'5_5?(%? 26 28 93% 26 100%
'(-1A5/'6'§§9'5 21 25 84% 22 95%
(%/%5%53_) 23 23 100% 23 100%
'(*1%%'5'7&')- 27 27 100% 27 100%
I(_2A3|/_05[7(|)ES|)\)| 48 55 87% 48 100%

Total 310 358 87% 312 99%
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It can be seen from Table 5.3, the precision rate is decreased due to many

game-related segments with paired SDEVs, e.g., player’s statistics, game series

information, sideline clips during timeout. Accordingly, the precision of our method is

better. Since MNS is the only possible non-scoreboard segment in commercial-free

sports videos, the proposed replay detector for MNS is applicable for commercial-free

resources.

In our approach, THsmoothness and THgy, have to be preset. As t0 THsmoothness: @

larger threshold means that the condition to prune non-replay is stricter. So, the

precision rate is decreased-while the recall rate is increased. On the other hand, a

smaller threshold means that the condition is looser, so the precision rate is increased

while the recall rate is decreased. This exactly illustrates the tradeoff phenomenon.

THg, also has the tradeoff phenomenon for a similar reason. To show the tradeoff

phenomenon, results of fixed THg, = 30 with various THsmeothness are. shown in Table

5.4. Results of fixed THsmoothness = 85% with various THg, are shown in Table 5.5 as

well. By observing the trends in Table 5.4 and Table 5.5, two pairs of thresholds,

(THsmoothneSS = 85%, TH3|V = 25) and (THsmoothness = 85%, TH3|V = 30), are ChOSGI’] |n our

experiments. The results are presented in Table 5.6 and Table 5.7.
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Table 5.4 Total replay detection results with fixed THg, = 30.

THsiy THsmoothness  Precision  Recall
75% 90% 90%

30 80% 89% 92%
85% 88% 94%

90% 86% 94%

Table 5.5 Total replay detection results with fixed THsmoothness = 85%.

THsmoothness THgy Precision  Recall
15 78% 97%

20 83% 96%

85% 25 87% 96%

30 88% 94%

35 89% 91%

Table 5.6 and Table 5.7 present total replay detection results by combining
results for MNS and LNS. As can be seen from Table 5.7, the use of a stricter
threshold can raise precision rate from 87% to 88% with 2% degradation of recall rate.
Since one of the most important goals of replay detection is for highlight generation,
the high recall rates in both results show the great performance. As compared with
previous researches for basketball videos [17]-[18], our method presents the superior
performance.

We also compare our approach with methods in the first category. The results of
methods in the first category are shown in Table 5.8. From this table, we can see that
the recall rate (69%) are worse than ours (94%). The reason is that methods in the first

category assume that all replays are sandwiched by paired SDVEs, this will cause
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detection missing due to that replays are not always sandwiched by paired SDVEs.

Accordingly, as compared with previous researches [12][15], our method is superior.

Moreover, our precision rate and recall rate are also higher than those methods in the

second category [17]-[18].

Table 5.6 Total replay detection results with THsyeothness=0.85 and THg), = 25.

Calosios) 65 66 08% . 66 . 98%
(LQ,LOBEQ\)' 47 56 84% 49 96%
o050y 22 59 1% 44 95%
osi0) 6L 70 87% 62  98%
&/Edg(% 45 55 82% 47 96%
slosi00; [ 48 47 01% 47 | 91%
(Ll/g,Ldg,’gg% 33 42 79% 34 97%
8'5,%'5%9") 26 26 100% 29 90%
1oi05i00) .35 37 95% 36 97%
%nggg 66 77 86% 68 97%

Total 463 535 87% 482  96%
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Table 5.7 Total replay detection results with THsmoothness=0.85 and THg;, = 30.
Correctly  Total Total

Match Detected Detected " "eCISI0N Replays  Recall
g%',}'g;&'; 62 63 98% 66 94%
(LQ,LOBEQ\)' 47 56 84% 49 96%
%%%’5959'5 40 54 74% 44 91%
Qo500 6 69 87% 62 97%
81%859'3 43 48 90% 47 91%
8500 42 46 1% . 47 8%
I(_l%}z)GO/(EQQIS 32 41 78% 34 94%
85,%;{?395 26 26 100% 29 90%
@80500) 36 04% . 36 94%
B306/00) | —05 73 o 89% . 68 . 96%

Total 451 512 88% 482  94%

Table 5.8 Total replay detection results by methods in the first category.
Match Correctly ~ Total Total

Detected Detected " TeciSION' pojays  Recall
TNk 54 85% -~ 66 .  70%
(LQ)/LOEB%\)I 36 42 86% 49 73%
(BOCE»))/SOESC%IS 25 41 61% 44 57%
(OZSII(_)S(/:(I)_QE) 48 49 98% 62 77%
EBIEIEOES(?QIS 25 29 86% 47 53%
8@%5%(%? 26 28 93% 47 55%
I(_1A5/|E)60/(|$9|5 25 29 86% 34 74%
8'5,%?,‘&',‘) 23 23 100% 29 79%
?1%%5(% 27 27 100% 36 75%
I(_ZAC\SI/_O?/(I)EE;\)l 53 60 88% 68 78%

Total 334 382 87% 482 69%
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5.4 Summary

In this chapter, we have proposed a novel idea to detect slow motion replays in

basketball videos. Video frames partition is referred to filter large amount of

non-replay frames, which improves a lot of performance in both time complexity and

detection accuracy. After filtering, a slow motion replay detector is proposed to detect

replays from MNS and LNS with different strategies. From our results, the proposed

replay detection method is applicable for both kinds of basketball videos whether TV

commercials are contained or not. As compared with rarely discussed researches for

basketball videos, our method-shows the superior performance and great novelty.

87



CHAPTER 6
CONCLUSIONS AND FUTURE WORKS

In this dissertation, a novel framework for sports video analysis, which provides

flexibility to combine different schemes of event extraction and those of replay

detection, is proposed. Two semantic resource extraction schemes are introduced and

incorporated in our framework to tackle challenges of sports video analysis. The

novelty of video frames partition prevents semantic resource extraction from a lot of

unnecessary processing frames, so the performance and detection rate can be

increased. The framework is-also capable of acquiring both two valuable semantic

resources In one time. Conclusions of each proposed method and suggestions for

future researches are given as follows.

In'Chapter 3, we have proposed an unsupervised approach for semantic event

extraction from sports webcast text and made some contributions: 1) detecting

semantic events. from webcast text in an unsupervised -manner; 2) requiring no

additional context information analysis; 3) preserving more significant events in

sports games; 4) extracting multiple keywords from event categories to support

hierarchical searching; 5) providing auto-complete feature for finer retrieval. The

proposed method extracts significant semantic events from basketball and soccer

games and preserves those events that are ignored or misclassified by previous work.

The extracted significant text events can be used for further video indexing and
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summarization. Future studies may be directed to extend our approach to other

free-styled webcast text.

In Chapter 4, we have used webcast text as external knowledge in multimodal

fusion scheme for sports video annotation. A game clock recognition method is

proposed to tackle the problem of recognizing discontinuous game clock of basketball

videos. The novelty of video frames partition prevents our method from a lot of

unnecessary processing frames. Finally, all semantic  events are annotated

successfully.

In.Chapter 5, we have-proposed a method to detect slow motion replays in

basketball videos. video frames partition is referred to filter large amount of

non-replay frames. After filtering, a slow motion replay detector is proposed to detect

replays from MNS and LNS with different strategies. The proposed replay detection

method is applicable for both kinds of basketball videos whether TV commercials are

contained or not.

Since no basketball specific feature is used in our methods, future studies may be

directed to push forward the proposed sports video analysis framework to other sports

videos.
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