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Spread Spectrum CDMA Systems
for Subband Image Transmission

Po-Rong Chang,Member, IEEE

Abstract—This paper investigates the application of spread
spectrum code-division multiple access (SS-CDMA) techniques to
subband image transmission over a bandlimited radio channel.
For the transmission of images over SS-CDMA AWGN channels,
a subband coding scheme that divides the image information
into a number of independent data streams using an analysis
filter bank, each of which is multiplied by its unique signature
PN code, enables the transmission of these data streams via
multiple parallel virtual channels created by their correspond-
ing PN codes. With a sufficiently large number of streams,
the total signal is able to fit within the narrow radio channel
bandwidth even though the total bandwidth of all the signals
may exceed the channel bandwidth. At receiver, each received
signal is separately recovered at the decoder by multiplying
its PN code and integrating over the code length in order to
obtain the desired subband. All the recovered subbands are then
reassembled by a synthesis filter bank into a close reproduction
to the original image. Additionally, for color subband image
transmission, color images are first transferred to luminance (Y)
and two chrominance components (I, Q). Each component is then
decomposed independently into several subbands for SS-CDMA
transmission. Therefore, a number of additional PN codes are
required to support the transmission of the chrominance signals
over the CDMA channels whereas the luminance signal was
treated in the same manner as monochrome pictures. Moreover,
SS-CDMA allows more than one image to be transmitted and be
accessed simultaneously at the same limited channel bandwidth.
If all the product signals for different images are transmitted over
the SS-CDMA AWGN channel with perfect power control, the
performance is the same as if the data were transmitted in a single
stream. However, the quality of the farther received images would
be degraded when the near-far problem occurs. In this paper, the
image quality of both the monochrome and color subband image
transmission via SS-CDMA AWGN channels is evaluated for both
perfect and imperfect power control cases.

I. INTRODUCTION

I MAGE transmission is one of the future potential data
services over mobile data networks or PCS systems. Due

to limited radio spectrum, however, only a finite number
of radio communication channels can be shared by mobile
users. As a result, image data should be compressed before
transmission in order to efficiently use each radio channel.
CCITT recommends the international standard H.261 [1] for
video transmission at kb/s , where
the intended applications are videophone and videoconference.
The video formats adopted are CIF (Common Intermediate
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Format) and QCIF with a maximum image rate of 29.97
frames/s, which implies uncompressed bit rates of 36.45
and 9.115 Mb/s, respectively. Recently, transmission of com-
pressed video signal coded by H.261 over a digital cordless
telephone system has been experimented by N. MacDonald
[2]. He reported that ARQ (Automatic Repeat Request) by
error-detection is the best error-recovery method to optimize
the video picture quality transmitted through a digital cordless
telephone system. However, the main problem in his system is
that the picture quality is governed by the throughput variation
caused by the retransmission in ARQ and the low bit-rate
capacity of the radio link.

In order to achieve the maximum image quality and spec-
trum efficiency, code division multiple access (CDMA) tech-
niques [3]–[5] are applied to the image transmission system,
where a splitting process is required to divide the image
information into a large number of independent data streams,
each of which is transmitted using one of the signature codes
in the CDMA system, and is then spread to full channel
bandwidth. In other words, higher data rates are achieved by
allocating more than one code to a single image. Moreover,
CDMA allows more than one image to be transmitted and be
accessed simultaneously and dynamically with no waiting time
at the same limited channel bandwidth. This scheme is termed
as a multiple code CDMA transmission per user (image).
Wyrwas et al. [26] proposed an alternative approach using
multilevel, rather than binary, to increase the transmission
bit rate. Meanwhile, in this paper, we are only interested
in the multi-code CDMA systems. Gagliardiet al. [4] and
Kitayama [5] proposed the all-optical implementations of the
CDMA systems which are applied to the image transmission
over a fiber optic network. Gagliardiet al. [4] used the laser
pulsing in the form of CDMA to multiplex a set of digital
video signals over a fiber network, in which data of a video
source are coded into addressed lightwave pulse sequences that
can be recognized and separated at the receivers. However,
Gagliardi et al. [4] did not increase the bit rate of a single
image transmission since each image has be assigned to only
a single code. Kitayama [5] introduced two-dimensional (2-
D) optical orthogonal signature patterns (OOSP’s) to encode
and decode each pixel of a binary image. His concept is
based on the spatial frequency spread spectrum for image
transmission over an optical CDMA network. In contrast to
Gagliardi et al.’s method, each image is allocated more than
one code using the OOSP encoding process. This would lead
to a higher bit rate in the image transmission. Recently, Wang
and Chang [29] applied the multi-code CDMA system with
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Fig. 1. Transmission of subband-coded monochrome images via SS-CDMA AWGN channels whereai ’s denote the signature PN codes,fc denotes
the carrier frequency, andM = 4.

DPSK modulation and diversity to image transmission over
indoor radio multipath fading channels. They have shown
that their system is able to achieve the satisfactory received
image quality via the bandlimited indoor radio channels.
Another CDMA method to increase the transmission bit rate
is a hybrid FDMA/CDMA scheme called the multi-carrier
CDMA system. Chang and Chang [28] have shown that this
hybrid FDMA/CDMA scheme is capable of achieving the high
transmission bit-rate services of more than one image over a
fiber optic channel.

In this paper, we propose an alternative approach to the
image transmission via CDMA channels. The splitting process
adopted here is based on subband coding [6]–[9] which is
one of the less complex encoding algorithms. The principle
of subband coding is based on the decomposition of the input
image into a number of narrow bands using analysis filter bank
where each band is then decimated, coded and assigned to
its unique signature code separately. In addition to achieving
the highest possible image quality within the narrow radio
channel bandwidth and maximum spectrum utilization, the
input image should be decomposed into a sufficient number of
subbands where each band is spread to full channel bandwidth.
After transmission, each signal sample is then independently
recovered at the receiver by multiplying its code. These
recovered subbands are reassembled by the synthesis filter
bank into a close approximation to the input image. For
dividing the image into subbands, the symmetric short kernel
filters [7]–[9] (SSKF’s) are used for filtering. These filters
require a very small number of coefficients and are necessary
to keep the implementation complexity at a low level. In
Section IV, we will discuss the transmission error effects
in the subband image via CDMA channels. Bit errors in an
individual subband will generate error contributions at the
receiver output within that frequency band. Since the channel
error contributions in different subbands are expected to be
uncorrelated, the total channel error variance in the recovered
image equals the sum of these errors. Moreover, we will show

that the total channel error variance is in proportion to the bit
error rate when the bit error rate is sufficiently small. This
would lead to the image signal-to-noise ratio (SNR) being
inversely related to a logarithmic function of the bit error
rate. However, for color image transmission, a color distortion
measure in the YIQ domain is conducted to evaluate the
color image quality of the reconstructed pictures via CDMA
channels. This distortion measure is proportional to the bit
error rate when the bit error rate is sufficiently small. Section
V shows computer simulations used to evaluate the image
SNR performance and the YIQ color distortion measure of
monochrome and color subband image transmission by CDMA
systems with 1) perfect power control and 2) without power
control, respectively.

II. TRANSMISSION OFMONOCHROME AND COLOR

SUBBAND IMAGES OVER SS-CDMA CHANNELS

As shown in Fig. 1, each field in a video sequence is
decomposed into several components (four in the Fig. 1) using
a bank of filters [i.e., , , ,
and ] called the analysis filter bank. The lowest
frequency component is a lower resolution version of the
original scene, and the high-frequency components mostly
carry information about the contours, edges and other finer
details. These filtered signals are then downsampled to yield
the subband signals. The downsampling following the analysis
filter bank reduces the sampling rate of each of the
subband signals to times the input signal sampling
rate. As result, these filters decompose the signal into
equally spaced subbands at the same time. For example, if
the Quarter Common Intermediate Format (QCIF) CCITT
standard videophone image of 180 pels by 144 lines is at 29.97
frames/s, it yields about 64 kb/s [1]. For the bit rate of
each subband can be reduced to 16 kb/s. For the transmission
of these subbands at the same time in the same channel, the
spread-spectrum code-division multiple access (SS-CDMA)
multiplexing scheme is particularly well suited to subband
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Fig. 2. General architecture of color subband image transmission via SS-CDMA AWGN channels with an adaptive signature code assignment strategy.

coding that divides the image information into multiple parallel
data streams, each of which has assigned to it a signature code
or an addressed PN (pseudo-random) code in the SS-CDMA
system. With a sufficient number of decomposed subbands or
streams, a large spreading factor can be used and yet the total
signal can fit within the narrow wireless channel bandwidth.
In other words, an image of rate is disassembled (de-
multiplexed) into, subsequences each of rate. Each
subsequence is transmitted using one ofspreading codes.
Thus, the subsequences can be transmitted at the same
time in the same channel, without crosstalk. Each subsequence
is independently recovered at the receiver by multiplying by
its unique signature code and integrating over the sequence
length. At the receiver, the received subsequences are then
decoded, upsampled, and reassembled (multiplexed) by the
synthesis filter bank into a close approximation to the input
scene.

The main extension from monochrome image transmission
to color is the addition of two chrominance components in
the above-mentioned SS-CDMA systems. In general, color
pictures contain the three primary colors, red, green, and blue
(RGB). However, as shown in [7], the encoding of a color
image in the RGB domain is not efficient and it is better
to use a color domain such as the NTSC television standard
YIQ. The reason for this can be deduced from the differences
between these color domains: the crosscorrelation between
RGB components is high and the component variances are
of the same order, while transformation of the RGB signals to
the YIQ domain produces nearly decorrelated components and
most of the signal energy is contained within the luminance
(Y) signal. The RGB/YIQ transform is a linear transformation
given by

(1)

Experience has shown that the energy compactibility of
RGB/YIQ transform is almost as good as the optimum
Karhunen–Loeve transform [7]. Fig. 2 shows the general
architecture of the SS-CDMA system for color image
transmission. For encoding color images, the RGB components
of color images are first transformed to YIQ components
by the transformation of (1). These YIQ components are
then decomposed into , , and bands by their
corresponding banks of analysis filters, respectively. In order
to further improve the performance of the system, if the
subbands have the different bit rates, more than one PN code
are assigned the higher bit-rate band when its bit rate is higher
than the peak channel capacity. However, more than one lower
bit-rate subband may be combined to share the same PN code
in order to fully utilize the channel capacity. This adaptive
“merge and split” strategy is performed by monitoring the
bit-rate of each subband and assigning a proper number of
PN codes to a specific band according to its corresponding
bit rate. For the issue of implementation and to avoid the
self-interference that a high bit-rate band employing multiple
codes may incur, we can use C. L. I’s subcode concatenation
scheme [27] to generate additional codes for that band. If
is the primary code of a subband and the subband requires
a higher bit rate, the additional codes,, will be derived
from by , where for .
Obviously, for . This orthogonality eliminates
self-interference. Meanwhile, for simplified analysis, only PN
codes are considered in our system.

In this paper, the focus is on intra-field subband coding
and the exploitation of temporal correlation that can be car-
ried out by a three-dimensional (3-D) subband system [10]
which consists of temporal, horizontal, and vertical filterings.
Undoubtedly, the SS-CDMA system can be applied to the 3-
D subband system directly. However, the use of intra-field
coding is motivated by the goal to keep the decoder cost low.
The implementation is relatively simple since frame stores
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and motion detection/estimation hardware is not required.
Each field in the video sequence is represented by using 2-D
subband coding [6].

A. Perfect Reconstructive Subband Coding
with DPCM/PCM Coding

Recently, subband coding of images has received consid-
erable attention and has become an effective tool for image
compression. Subband coding is one of the less complex
encoding algorithms which has been extensively applied to
encode the HDTV signals and has produced very satisfactory
results [9], [24]. For perfect reconstruction of the original
picture at a very low-average entropy, Irie and Kishimoto
[9] showed that there are two indices used to evaluate the
performance of such a reconstruction and defined as

PSNR (2)

and

Entropy (3)

where is the peak gray value of input image, is the
difference between input and output signals for theth pixel,

is the probability of the quantization level, is the
number of pixels which are quantized to level, , and
are the number of pixels and the number of the quantization
levels, respectively. The entropy of (3) corresponds to the
required bit rate. If the value of PSNR of (2) is extremely high,
this leads to the perfect reconstruction of pictures. However,
such a reconstruction may have high-average entropy which
yields the long transmission delay over a bandlimited radio
channel. Therefore, Irie and Kishimoto [9] introduced an
integer/noninteger transformation to the design of a short-
kernel filter pair (SSKF) for perfect reconstruction of subband
signals at a very low bit rate (entropy). In this paper, we
will apply Irie and Kishimoto’s design to our CDMA image
transmission system. Moreover, Vetterli [11] showed that the
2-D exact reconstruction filters for subband image coding
can be developed in terms of 1-D exact reconstruction filters
by using the most computationally efficient separable filter
technique. The separable subband decomposition is performed
in two stages using one-dimensional (1-D) filters that process
the data along the rows and columns of the image data
array. The input signal is first applied to horizontal filters

(lowpass) and (highpass), and horizontally
downsampled to get the signals and , respectively. In
the second stage of the decomposition, each of the signals
and is applied to the two vertical filters (lowpass)
and (highpass), and vertically downsampled to get
the subband signals , , , and . For the purpose
of reconstruction, the signals are merged by upsampling and
filtering using the synthesis filters. The vertical synthesis filters
are denoted by (lowpass) and (highpass), and

the horizontal synthesis filters are denoted by (lowpass)
and (highpass). In designing 1-D exact reconstruction
filters, we should focus on an analysis into a two-channel
system. The analysis filter bank splits the input signal into two-
channel signals by processing it with a lowpass filter in
one path and with a highpass filter in the other. The
filtered signals and are downsampled by a factor of two
to obtain the subband signals and . In a back-to-back
connection, these signals are upsampled and processed by the
synthesis filters with transfer functions and . In
other words, every second sample has been discarded by the
downsampling and has been reinserted as a zero-valued sample
by the upsampling. The aliasing distortion in the reconstruction
can be removed if the synthesis filters are defined as

(4)

Therefore, the -transform of the reconstructed signal output
can be found as

(5)

where

(6)

It is desirable to choose the filters and so
that is a perfect reconstruction, but possibly delayed,
replica of the input signal , in the absence of coding
and transmission error. Quadrature mirror filters [12] (QMF’s)
have been proposed and widely used as analysis and synthesis
filters in subband coding of images. However, [9] showed that
QMF’s do not permit reconstruction to be exact, although the
reconstruction error can be made very small by using long tap
filters. As shown in [9], QMF filter pairs of 12-tap and less
do not provide satisfactory perfect reconstruction results since
the difference between the entropy of an input image and the
average entropy of subband signals is very small. For video
and digital image applications, use of such long tap filters,
while not providing any significant coding gain, may increase
the hardware complexity.

Since the processing of video signals in wireless channels
involves high sampling rates, it is very desirable to keep
the filter bank complexity low. Symmetric short-kernel filters
(SSKF’s) have been considered as the low-complexity subband
decomposition and reconstruction filter pairs because of the
simplicity in implementation [8]. Furthermore, it has been
demonstrated in [9] that SSKF pairs can effectively reduce the
average entropy of subband signals by an integer/noninteger
transformation. The SSKF’s are the symmetric short filters
which are obtained by factoring into linear phase com-
ponents. D. Le Gallet al. [8] showed that an example of a
product filter with the simplest coefficients is

(7)

From (6), the lowpass and highpass analysis filters are

(8)
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In the 2-tap analysis filters of (8), low-band signal and
high-band signal are determined by a pair of successive
input signals and by the following equations:

(9)

(10)

Similarly, from (4) and (8), the synthesis filters are

(11)

The 2-tap filters of (8)–(11) can be realized using a small
number of shift and add operations. The use of general
multipliers is avoided. This leads to a simple and computa-
tionally efficient subband coding implementation. Note that
the decomposition of the input image can be extended to more
than four bands by repeating the separability process to each
subband image in a tree-structured manner.

Observing the expression of (9) and (10), the number of
output signal levels is twice that of input signal levels when
one of the successive input signals and is an
even number and the other is an odd number. In this case,
the filtered-output signals and are found to be
noninteger which means the number always has a value of
0.5 attached to it. For the perfect reconstruction purpose, all
signal values have to be preserved losslessly even when the
number of output levels is increased. Irie and Kishimoto [9]
have shown that the average entropy of subband signals can be
reduced if the number of subband signal levels is reduced to
less than or equal to that of input signals. An integer/noninteger
transform was proposed to reduce the number of subband
signal levels in order to achieve the perfect reconstruction
at a very low entropy. When the high-band signal is
found to be a noninteger number, a transformation of the low-
band signal from a noninteger number to an integer number by
subtracting 0.5 from the original signal is proposed to obtain
a new low-band signal . Thus, the new low-band signal

is used instead of the conventional signal and is
shown as follows:

if is a noninteger
if is an integer

(12)

From (12), as a result, the number of low-band signal levels
can be reduced to half of the original one. At the receiver, the
original low-band signal can be retrieved by adding 0.5
to the decoded low-band signal according to the following
equation:

if is a noninteger
if is an integer

(13)

The proposed 2-tap filters can greatly reduce the entropy of
the subband signals much better than obtained by conventional
2-tap SSKF filter, while maintaining distortion-free encoding

Fig. 3. Configuration of pixels used for prediction.

when the subband signals are quantized at 10 b for perfect
reconstruction.

The entropy can be further reduced by a differential pulse
code modulation (DPCM) in the based band. The pixel config-
uration for the 2-D prediction is shown in Fig. 3. The predicted
value is given by

(14)

where , , and are previously reconstructed pixels,
and is the prediction of the present pixel. The weighting
factors, , , and are chosen to be 0.5, 0.25, and 0.25,
respectively. The prediction error signal is then quantized
by a symmetric nonuniform quantizer. Variable-length code
(Huffman) is used to encode the quantized prediction error
signal of the baseband. For the higher frequency bands,
only a relatively small number of samples carry significant
information and the visual quality of the reconstructed image
depends on their representation. Gharari and Tabatabai [7]
proposed a highly efficient nonuniform symmetric quantizer
with center dead zone to quantize the high bands. The dead
zone is used to eliminate the picture noise. The input values
in the active region are then uniformly quantized tolevels.
Usually, Huffman codes are used to encode the quantized
nonzero pixel values. Meanwhile, the quantized high bands are
observed to have a large number of connected areas of zeros.
Therefore, run-length coding techniques are implemented as
one-dimensional codes for this purpose.

B. Channel Error Protection Strategies

Among various forward error correction (FEC) schemes,
the Reed–Muller (RM) code is one of the useful codes for
correcting random errors in the SS-CDMA channels. The RM
code is a specific subclass of Euclidean geometry (EG) codes
[15]. A th-order EG code is called ath-order RM code.
The th-order RM code of length has the following
parameters:

(15)

Lin and Costello [15] showed that theth-order RM code
is capable of correcting

(16)
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or fewer errors. Note that, at each step of orthogonalization,
only orthogonal error sums are used to determine an error
sum for the next step. The RM code spreads each channel
bit with chips as compared to for an uncoded
system, where is the number of the spreading sequence in
SS-CDMA systems. In addition, since , RM codes
are completely orthogonalizable and are generated recursively
as follows:

(17)

where is an Hadamard matrix. This implies that
the correlator of the CDMA demodulator can be implemented
using fast Hadamard transform techniques.

III. CDMA SYSTEM MODEL

In the multiple-access system for image transmission of
interest, transmitters are assumed to share a radio band in
a combination of the time and code domains. One way of
multiple accessing in the code domain is spread spectrum,
which is a signaling scheme that uses a much wider bandwidth
than necessary for a given rate. Our model is based on a
SS-CDMA system with binary phase shift keyed (BPSK)
signaling, and a correlation receiver [16]. There are a total
of users transmitting over a common channel. Associated
with each user is a data signal, and a
signature code waveform, which are functions of time.
They are defined by

(18)

(19)

where denotes the th user’s information bit
in the th time interval, is an infinite random signature
code sequence assigned to theth user with each chip
independent and equiprobably distributed on , and

is the unit pulse function of duration, defined by

elsewhere
(20)

The duration of each data bit is, while the duration of
each chip in the signature code signal is As a result, the
number of chips per bit is , where is an integer
and usually called the length of the spreading sequence.

Each user generates a signal by modulating the data
signal by its signature code signal and a carrier waveform,
with the result

(21)

where is the signal power, is the carrier frequency, and
is a random phase, uniformly distributed on the interval

.

A correlation receiver receives the signal which is the
sum of delayed versions of all transmitted signals and thermal
noise. The received signal is

(22)

where is a white Gaussian channel noise with two-sided
power spectral density , and denotes the relative time
delay between theth user and base station. The synchronous
correlation receiver recovers the transmitted data bit by corre-
lating with the th signature PN code to construct decision
statistics , where

(23)

The estimate of the data bit is determined based
on the rule

(24)

A bit error occurs if .
In addition to the general system, symbol-synchronous

CDMA systems will be also considered. Synchronous systems
find applications in time slotted channels with a base station
transmitting to remote mobile units and also in relays between
control stations. The users maintain time synchronism,
therefore, in the model described above, the relative time
delays associated with all users are assumed to be zero, i.e.,

. The synchronous problem will also be constructed
for providing a manageable setting to better understand the
issues in the more general and difficult asynchronous scenario.
In this paper, we are particularly interested in applying the
synchronous CDMA systems to the transmission of subband
images.

IV. I MAGE QUALITY EVALUATION FOR

MONOCHROME AND COLOR SUBBAND IMAGE

TRANSMISSION OVER CDMA AWGN CHANNELS

The SS-CDMA technique discussed in Section III can also
be applied to the transmission of more than one image via the
same limited radio band simultaneously. Forimages trans-
mitted at different positions, each of them is divided into

subband images which have their corresponding signature
codes. The transmitted signal of the th subband of the
th image is expressed as

(25)

where and are a signature waveform and a data
signal for the th subband of theth image, respectively, is
the signal power, is a random phase and

.
Assume that these subbands maintain the time

synchronism in the SS-CDMA systems. Thus, the received
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signal is given by

(26)

where is a channel amplitude distortion factor for the
th subband of the th image. These channel amplitude

distortion factors are affected by path loss and shadowing;
e.g., a power loss phenomenon due to physical structure
blocking the transmission path between a receiver and a
transmitter. It should be mentioned that
for and since each subband
in the same image is transmitted at the same position and
then contributes the channel amplitude distortion factor of
the same strength. At a SS-CDMA receiver, the received
power from a nearer transmitter can be much bigger than
that of a farther transmitter, causing interference and hence
degrading the communication quality of the farther transmitter.
This is called the near-far problem. Ideally, the received
signals are intended to be received with equal power, but are
actually different (random) when received. A number of power
control mechanisms [17], [18] are trying to compensate for the
differing received power and thus keeping the received powers
(amplitudes) almost equal.

A. Intra- and Inter-Image Multi-Access Interferences

Suppose that a receiver consisting ofcoherent BPSK SS-
CDMA correlation demodulators is used to recover a specific
image, where each correlation demodulator is trying to match
its corresponding subband belonging to the image. The
recovered subbands are upsampled and reassembled by the
synthesis filters into a close approximation to the image. For
simplicity, we are interested in the correlation demodulator
for the first subband of image 1. From (23), the output of
the reference correlation receiver, , during the th symbol
interval for the reference subband and user is given by

(27)

The above integral can be broken up into the sum of four
terms. We will assume that , and that, due to
the post-detection, the double frequency terms occurring in

can be neglected. The signal term is written as

(28)

The variance of is found to be . The multiple-
access interference term (MAI term) can be divided into two
terms. The first MAI term, called the intra-image interference
term, is generated from the inter-subbands in the same image,
and can be expressed as

(29)

where

(30)

The second MAI term, called the inter-image interference
term, is generated from the subbands in the inter-images, and
can be written as

(31)

where

(32)

The noise term is given by

(33)

The noise term is a white Gaussian noise having the variance
of .

The components of both intra-image and inter-image MAI
terms are assumed to be pairwise independent and to contribute
additional additive white Gaussian noises at the front of the
reference correlation demodulator.

According to (32) in Pursley’s report [16], it can be shown
that the conditional variance of total interference and noise for
the reference demodulator is given by

var

var

(34)

where is the decision statistics for the reference demod-
ulator defined in (27), var var , var
denotes the variance of , and and are the variances
of and , respectively. The conditional mean for the
reference demodulator is

var
(35)

As shown in Pursley’s report [16], the signal-to-noise ratio
for the reference demodulator is defined by

SNR

(36)

where is the received energy per data bit (
var ). Note that Pursley’s definition is slightly different
from that of the other reports [17]–[19]. The term, is
always called the channel signal-to-noise ratio.
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Fig. 4. Test image “Portrait.”

Fig. 5. test image “Andes.”

Furthermore, Turin [19] showed that the variances of both
and are identical and can be written as, approximately,

var

var

(37)

where is the length of the spreading sequence.
Substituting (37) into (36), (36) becomes

SNR

(38)

After applying a perfect power control to the SS-CDMA
system, would become unity for . Thus, SNR

would become

SNR (39)

Moreover, for the application of video telephone, the in-
terference term can be reduced by a factor of 8/3 because
the video activity factor of video telephone would be often
identical to its associated voice activity factor (3/8) during
the video telephone conversations. Thus with both video and
voice activity monitoring, the SNR is increased relative to
(39) to become

SNR (40)

For the transmission of color image over a CDMA AWGN
channel, there are three signal-to-noise ratios for the reference
demodulator defined by

SNR

(41)

SNR

(42)

SNR

(43)

where SNR , SNR , and SNR are the signal-to-noise ratios
for Y-, I-, and Q-signals, respectively, and , , ,

, , and are their associated variances. Similarly,
according to Turin’s analysis, those variances are identical and
have a value nearly equal to . Thus, the expressions
of (41)–(43) reduce to

SNR SNR

SNR

(44)
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(a) (b)

(c) (d)

Fig. 6. (a) The lowest bandxll. (b) The horizontal bandxhl. (c) The vertical bandxlh. (d) The diagonal bandxhh

After using a perfect power control and with monitoring
the video activity, (44) becomes

SNR SNR

SNR

(45)

B. Analysis of CDMA AWGN Channel Errors in
Monochrome Subband Image Transmission

For the transmission of subbands over the CDMA
AWGN channel, Katto and Yasuda [23] showed that the
reconstruction error variance of an image via theseparallel
independent virtual channels can be obtained by a weighted
sum of subband reconstruction error variances:

(46)

where denotes the weighting value for theth subband.
More details of determining the values of ’s can be found

in [22]. From Cheonget al.’s results [22], it turns out that
SSKF has low values compared to that of both QMF and
orthonormal wavelets. In (46), represents the error vari-
ance of the th received subband in the reference image via
a virtual connection over the AWGN channel created by its
corresponding th PN code. For subband image transmission
via CDMA AWGN channels, there are two coding techniques
for subband images. The baseband is encoded using DPCM,
and higher bands are PCM encoded. In other words,can
be denoted by DPCM which is the reconstruction error

variance for the DPCM coding of subband. , are
used to characterize the reconstruction error variances for
PCM-encoded high frequency bands and can be denoted by

PCM’s.

Jayant and Noll [21] showed that PCM are expressed as

(47)

where PCM, PCM, , and are the quantization error
variance, PCM quantizer performance factor, channel error
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(a) (b)

Fig. 7. (a) The reconstructed “Portrait” image via perfect power controlled SS-CDMA AWGN channels without RM-1 channel coding whenEb=N0 = 6

dB. (b) The reconstructed “Andes” image via perfect power controlled SS-CDMA AWGN channels without RM-1 channel coding whenEb=N0 = 6 dB.

(a) (b)

Fig. 8. (a) The reconstructed “Portrait” image via perfect power controlled SS-CDMA AWGN channels with RM-1 channel coding whenEb=N0 = 6 dB.
(b) The reconstructed “Andes” image via perfect power controlled SS-CDMA AWGN channels with RM-1 channel coding whenEb=N0 = 6 dB.

variance, and PCM channel performance factor, respectively.
Note that the crosscorrelation between quantization and chan-
nel error is nearly equal to zero if the quantizer characteristics
is close to that of an optimal quantizer. Moreover, Noll [20]
found that the channel performance factorcan be expressed
in terms of bit error probability, , and is given by

(48)

where is the number of bits used to represent the quantizer
output and ’s are channel coefficients that reflect the effects
on of the quantizer characteristics, the chosen binary code
and the source statistics. For example, ,

, when natural binary code is chosen and a
nonuniform quantizer is used. Pursley [16] showed that the bit

error probability for CDMA channel with an additive white
Gaussian noise is

SNR
without RM channel coding

SNR

with ( ) RM channel coding
(49)

where is the standard Gaussian integral function. Note
that SNR when the expression of SNR is char-
acterized by the definition of [17]–[19] and the SS-CDMA
systems do not involve the RM channel coding.
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Fig. 9. The bit error rate of the “Portrait” image via perfect power controlled SS-CDMA AWGN channels. (�: theoretic bit error rate,
: bit error
rate without RM-1 coding,4: bit error rate with RM-1 coding.

Additionally, Jayant and Noll [21] also showed that the
reconstruction error variance for DPCM can be approximately
expressed as the sum of both the quantization error variance
and the channel error variance since the crosscorrelation
has been found to be negligible compared to these two
factors. Moreover, they showed that the DPCM channel per-
formance factor can be approximately expressed as:

, where is called the power
transfer factor of the decoder filter of the DPCM. Thus, it
yields

(50)

where is the DPCM quantizer performance factor,
is the prediction error variance, and is the prediction

gain which is defined as the ratio between the input signal
variance and the prediction error variance.

Substituting (47) and (50) into (46), we have

(51)

where is the DPCM quantizer performance factor, ,
denote the PCM quantizer performance factors, and

’s are the channel performance factors. In (51), the first
and second terms represent the total quantization error variance
and the total channel error variance, respectively. Recently, Irie

and Kishimoto [9] and Lu, Omar, and Zhang [24] proposed
an modified symmetric short-kernel filters discussed in Section
II which can achieve quantization-error-free reconstruction for
the subband images when more than 10 b, , are used to
represent the quantization levels of PCM and DPCM codings
for the subbands. As a result, the first term of (51) vanishes.
Thus, the expression of (51) reduces to

(52)

From (2), the peak signal-to-noise ratio (PSNR) of the
reconstructed image can be expressed as a form in terms of
channel performance factors according to the similar procedure
proposed by our companion papers [28] and [29]:

PSNR

(53)

Moreover, the channel contributes ’s only through single
errors when and are sufficiently small. Therefore,

for the th subband, and PSNR of (53) becomes as
follows:

PSNR (54)

where

is a constant which is independent of the bit
error rate. From (54), PSNR is inversely related to a simple
logarithmic function of when becomes sufficiently small.
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Fig. 10. PSNR performance versus channel SNR for “Portrait” and “Andes” images via SS-CDMA AWGN channels without RM-1 channel coding
(
: Portrait image,�: Andes image).

In practice, for an monochrome image can be
obtained by computing the empirical mean square error given
by

(55)

where and represent the gray values of the pixel
of both input and output images, respectively.

C. Analysis of CDMA AWGN Channel Errors in
Color Subband ImageTransmission

Westerink et al. [13] have proposed a color distortion
measure that is additive with respect to the individual color
component mean-squared errors in the YIQ domain. The
expression of the YIQ color distortion measure for the re-
constructed color picture via SS-CDMA AWGN channels is
given by

(56)

where , , and are the reconstruction error
variances for Y-, I-, and Q-signals, respectively, and, ,
and are their corresponding positive weighting coefficients.
For compatibility with distortion measures for monochrome
images, is equal to 1. However, experiments show that
choosing lower values for and than 1 yields better
subjective results [13]. For example, . By the
similar procedure of deriving the reconstruction error variance

for monochrome images, (56) becomes

(57)

From (44), it can be shown that the bit error probabilities
for Y-, I-, and Q-signals are identical. In other words,

. Hence, their channel performance factor
can be expressed as follows:

(58)

From (57) and (58), when is sufficiently small, of
(56) becomes

(59)

where is a constant which is independent of the channel
errors and given by

(60)

From (59), it turns out that is proportional to the bit
error rate, when is sufficiently small.

V. SIMULATION RESULTS

Simulation results have been carried out to study the trans-
mission of both the monochrome and color images over
SS-CDMA AWGN channels. First, we are interested in inves-
tigating various aspects of the monochrome subband image
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Fig. 11. PSNR performance versus channel SNR for “Portrait” and “Andes” images via SS-CDMA AWGN channels with RM-1 channel coding (
:
Portrait image,�: Andes image).

transmission. Specially, comparisons were made in terms of
image quality, bit error rate, channel errors, and CDMA power
control. The peak signal-to-noise ratio (PSNR) was used as
the criteria for measuring monochrome image quality at the
decoder output. In the remainder of this section, the YIQ color
distortion measure performance evaluation of color subband
image transmission via SS-CDMA AWGN channels is pre-
sented. In order analyze the performance of the transmission
of monochrome subband images via SS-CDMA channels, two
monochrome test images, “Portrait” illustrated in Fig. 4 and
“Andes” illustrated in Fig. 5 are considered in our system.
They are gray scale pictures with 256 256 pixels and 8
b per pixel. For each picture, the input was first split into
four bands, shown in Fig. 6, using a modified two-dimensional
separable SSKF (2-tap in each direction) proposed by Irieet al.
[9] and [25]. The lowest band image was DPCM encoded using
two-dimensional prediction and a nonuniform quantizer with
ten quantization bits and subsequent variable length coding.
However, since the samples in the higher frequency bands
show little correlation among pixels, these bands are encoded
using PCM with the 9-b nonuniform quantizer instead of
DPCM. More recently, Irieet al. [9] and [25] and Luet al.
[24] showed that this nine-bit nonuniform quantizer for PCM
coding is able to achieve an acceptably small quantization
error as well as a 10-b quantizer.

Next, we consider the transmission of these two test pictures
in a synchronous eight-user CDMA channel. Pseudo noise
codes of our SS-CDMA system are generated by a four-shift
register [18] and would be assigned to their corresponding
subbands of both test images. The length of the spreading
sequence, , is found to be 15 . Assume that a

perfect power control is applied to the SS-CDMA system and
then keep the received powers of these eight subbands equal.
This implies that ’s are equal to unity for .

Moreover, the SS-CDMA channel output is corrupted by
a zero-mean additive white Gaussian noise (AWGN). The
channel signal-to-noise ratio of each subband is assumed to
be 6 dB. Fig. 7 shows the reconstructed pictures of both
Portrait and Andes without RM channel coding, and Fig. 8
shows the reconstructed pictures with RM channel coding
where and of RM code are chosen to be 1 and 3,
respectively. Undoubtedly, the quality of the coded pictures
shown in Fig. 8 is better than the uncoded pictures shown in
Fig. 7 because the RM code removes the AWGN noise in the
pictures of Fig. 7. The bit error probabilities were determined
by simulating the CDMA subband image transmission and
taking an average of 5.24 10 ( 8 \times 256 256)
bits in an image. In Fig. 9, the average bit-error probabilities
of Portrait image without and with RM channel coding are
plotted versus the channel signal-to-noise ratio, , of its
first subband. It is clear from this figure that the average bit-
error probability without performing RM code is close to its
theoretic bit-error probability of SNR

, where SNR defined in (39) can be expressed as
a function of . The average bit-error rate performance
with RM coding is much better than the other two bit-error rate
performances. The value of image PSNR is calculated by the
equation: PSNR , where is defined in
(55). Fig. 10 illustrates the image PSNR versus channel SNR
performances, ’s, of both Portrait and Andes via SS-
CDMA channel. These two PSNR curves are almost identical
since the received powers of all the subbands are identical. In
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Fig. 12. PSNR performance versus channel SNR for “Portrait” and “Andes” images via SS-CDMA AWGN channels with RM-1 channel coding and with
unequal received power difference,P2=P1 = �6 dB. (
: Portrait image,�: Andes image).

Fig. 10, the PSNR curve for Portrait is inversely related to the
curve of bit-error rate shown in Fig. 9. This would verify the
relationship of (54) when is sufficiently small. However,
PSNR is a complicated monotonically decreasing function of

when channel signal-to-noise ratio value falls within the
interval between 2–6 dB. Fig. 11 shows the PSNR values
for both Portrait and Andes with RM channel coding which
are much greater than the PSNR values without RM channel
coding since the bit-error rate values of coded CDMA systems
are smaller than that of uncoded systems. The quality of image
transmission via coded CDMA systems rapidly breaks down
with the image PSNR becoming an unreliable quality measure
when the channel SNR value is lower than 3 dB. It may be
observed from Figs. 10 and 11 that the coded systems attain
almost the same 4-dB channel SNR improvement at an image
PSNR of 30 dB relative to the uncoded systems. The PSNR of
30 dB is a practical performance index which allows error-free
image transmission [21].

The SS-CDMA systems would suffer from a severe near-
far problem when the received powers of the system are not
perfectly controlled. Fig. 12 compares the respective PSNR’s
for Portrait and Andes achieved by uncoded SS-CDMA sys-
tems where var var or

dB, where and denote the received powers for
Portrait and Andes, respectively. As expected, the quality
of the received image (Portrait) from a nearer position is
much better than that of the received image (Andes) from a
farther position. Comparing Fig. 12 with Fig. 10, the PSNR of
Portrait of Fig. 12 is larger than that of Fig. 10 since Andes of
Fig. 12 produces smaller interference strength to Portrait than
Andes of Fig. 10. However, the PSNR of Andes of Fig. 12

is smaller than that of Fig. 10 since it is corrupted by a
large interference caused from Portrait of Fig. 12. Similarly,
Fig. 13 shows the coded systems can improve the quality of
both received pictures via the uncoded systems. It should be
mentioned that the coded system allows the error-free image
transmission from the nearer position at a channel SNR value
larger than 2 dB. However, the error-free image transmission
via coded systems from the farther position is achieved at
a channel SNR value larger than 7 dB. This performance
degradation ( 5 dB) is resulted from the unequal received
power difference, dB.

In order to investigate the performance of the multi-code
CDMA system with PN codes for color image transmis-
sion, we test the system using two color images with their
corresponding file names, i.e., frames.jpg and window.jpg
in the well-known image system called Adobe Photoshop.
Frames.jpg and window.jpg are the 24-b RGB images of 677

576 pixels and 278 414 pixels, respectively. We use
the image size command of Adobe Photoshop to resize both
the color images into the desired test color pictures of the
same image resolution, 256 256 pixels. Next, a RGB/YIQ
transform of (1) is conducted to transfer each RGB color image
to its associated YIQ components. For simplicity, it is assumed
that each component is then decomposed into four subbands.
As a result, . Thus, the transmission of
the these two test color images is the same as a transmission
of 24 users over a CDMA AWGN channel, where a PN code
of length 127 is assigned to each subband. Furthermore, it is
assumed that both a perfect power control and a first order RM
code of length 7 are applied to our system. Fig. 14 illustrates
the YIQ color distortion measure versus channel SNR of both
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Fig. 13. PSNR performance versus channel SNR for “Portrait” and “Andes” images via SS-CDMA AWGN channels with RM-1 channel coding and with
unequal received power difference,P2=P1 = �6 dB. (
: Portrait image,�: Andes image).

Fig. 14. YIQ color distortion measure versus channel SNR for “Window” and “Frames” color images via perfect power controlled SS-CDMA AWGN
channels with RM-1 channel coding (
: Window image and�: Frames image).

color images via SS-CDMA AWGN channel. It is clear from
this figure that the YIQ color distortion measure is a decreasing
function of which will fall within the perceptual color

vision criteria [13] when the value of is greater
than 6 dB. Finally, it may reduce the total number of PN codes
for chrominance signals since Gharaviet al. [7] have shown
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that the reconstructed color image quality is still maintained
when the higher bands for I and Q signals are discarded.

VI. CONCLUSION

In this paper, we have proposed a new scheme of image
transmission system over SS-CDMA AWGN channels. A
subband coding process is proposed to divide the image
information into a number of data streams, each of which is
transmitted using one of signature PN codes, and then spread to
full channel bandwidth. The multi-code CDMA system allows
these multiple data streams to be transmitted and be accessed
simultaneously over the same limited channel bandwidth. A
modified short-kernel filters have been proposed for achieving
the quantization-error-free reconstruction at a very low bit
rate for the subband image transmission via the SS-CDMA
AWGN channels. Thus, the total reconstruction error depends
on a quantity due solely to channel errors. Additionally, we
introduced an analysis of transmission error effects in both the
monochrome and color subband images via the SS-CDMA
AWGN channels. Finally, several numerical examples and
simulation results are conducted to demonstrate the usefulness
of the proposed approach.
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