A Fair Backoff Algorithm for 802.11 WLAN



802. 11

A Fair Backoff Algorithm for 802.11 WLAN

Student AthenaTang

Advisor Chung-Ju Chang

A Thesis
Submitted to Degree Program of Electrical Engineering Computer Science
College of Electrical Engineering and Computer Science
National Chiao Tung University
in Partial Fulfillment of the Requirements
for the Degree of
Master of Science
in
Communication Engineering
June 2004
Hsinchu, Taiwan, Republic of China



802. 11

AEEE 802.11 ,

contention window , Gamma
) B )

70%,



A Fair Backoff Algorithm for 802.11 WLAN

Student Athena Tang Advisors Prof. Chung-Ju Chang

Degree Program of Electrical Engineering Computer Science
National Chiao Tung University

ABSTRACT

When more and more peopleenjoy. the convenience of the wireless LAN,
we find the traffic loading will introduce the.serious delay time of packets. Both
the delay time and the standard deviation of delay time increase along with the
traffic loading. Thiswill induce the unfair packet transmission. According to the
conventional backoff algorithm, arpacket with more collisions will select a
backoff timer from an exponential-expanded contention window based on the
collison number, which means getting a larger backoff more possible if the
packet is collided more. We wish to specify a fair backoff algorithm to balance
all packet transmissions within a predictable delay time. The standard deviation
of delay time should be as small as possible to achieve this goal. Instead of using
the Uniform distribution, the Gamma distribution is the function we use in the
fair backoff algorithm. The two parameters of Gamma function come from the
measurement of the traffic loading and the collision number of that packet. From
the simulation results, we can recognize that the standard deviation can be
reduced 70% if comparing with the conventional backoff algorithm under any
kind of traffic loading. We can enhance the precision of delay time without
degrading the channel utilization or the average delay time.
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Chapter 1

| ntroduction

Recently, as we know, the wireless LAN has been getting more popular in the world
and actually a lot of people have enjoyed this convenient technology. The IEEE
802.11 standard [1] is the first international standard for wireless local area network,
which defines a medium access control” (MAC)- sub-layer, MAC management
protocols and services, and three low-speed physical layers (PHY s) which are known
as IR (Infrared), DSSS (Direct Sequence ‘Spread-Spectrum) and FHSS (Frequency
Hopping Spread-Spectrum), operating at both 1Mbps and 2Mbps. Two new
high-speed physical layers, the IEEE 802.11b [2] and IEEE 802.11a [3], have been
developed to speed up the existing |IEEE 802.11 standard to 11Mbps and 54Mbps,
respectively. And, they operate at two different frequency bands, the 2.4GHz for the
|[EEE 802.11b and the 5GHz for the IEEE 802.11a. The 2.4GHz band is Industrial,
Scientific, and Medical (ISM) band, and it's a free air resource to use in most
countries, however, the 5GHz is not so opened in everywhere. It depends on the
public policy in that country. For the new coming standard IEEE 802.11g [4], it
operates at the same frequency band of the IEEE 802.11b [2] but can support up to

54Mbps as the IEEE 802.11a [3] does.



Two different physical-layer coding specifications are provided for these three
new physical (PHY) standards. The IEEE 802.11b [2] adopts Complementary Code
Keying (CCK) as its physical layer specification because it easily provides a path for
interoperability with the existing IEEE 802.11 1Mbps and 2Mbps systems, but the
IEEE 802.11a [3] uses an adternative coding, Orthogonal Frequency Division
Multiplexing (OFDM), which provides eight different PHY modes with data rates
ranging from 6Mbps up to 54Mbps. Asto the IEEE 802.11g [4], it uses both CCK and
OFDM as its PHY layers. 12 data rates are supported in the IEEE 802.11g, which
include ERP-DSSS with 1Mbps2Mbps, ERP-CCK with 5.5Mbps/11Mbps,
ERP-OFDM with 6Mbps/9M bps/12M bps/18M bps/24M bps/36M bps/48M bps/54M bps,
ERP-PBCC with 5.5Mbps/11Mbps/22Mbps/33Mbps, and DSSS-OFDM with the
same rates as those of ERP-OFDM. It's easy to find that the IEEE 802.11g is
backward compatible with the 2.4GHz 802.11b-CCK and the 802.11a-OFDM in the
5GHz band.

Furthermore, the IEEE 802:11e..committee is currently working on the
enhancement of the 802.11 MAC to expand the support for applications with QoS
(Quality of Service) requirements [5]. WLANS have a potential to support the mobility
of the clients and ubiquitous access to information by linking together heterogeneous
wireless devices to the wired infrastructure network; they can also be used in a
stand-alone ad hoc network setting as rapidly deployable networks for applications
such as military operations, rescue mission, and law enforcement. Unlike the
character of the well-known Ethernet MAC of the IEEE 802.3 [6], WLANS require a
special MAC layer protocol due to the broadcast nature of radio medium. This nature
provides a simple access medium without any installation or construction, also a hard

method to negotiate the air channels between different devices. Basically, in case of



no hidden terminals, all transmissions between the stations (STAS) in a Basic Service
Set (BSS) are broadcasts, and should conceptually be heard by all other STAs in the
same BSS.

Three different types of frames are defined in WLANS. management, control and
data. The management frames are used for synchronization, authentication,
deauthentication, association, reassociation, disassociation and timing. The control
frames include polling, handshaking packets, positive acknowledgements and
PCF/DCF period control. Data frames handed down from the upper LLC to the MAC
may be fragmented if they exceed a threshold value set by Fragmentation_Threshold.
That will make each fragment MAC Protocol Data Unit (MPDU) formed from the
fragmented MAC Service Data Unit (MSDU), other than the last one, is of length
Fragmentation_Threshold [1].

At present, the IEEE 80211 standard "MAC protocol supports two kinds of
access methods. distributed coordination—funetion: (DCF) and point coordination
function (PCF) [1]. In the mean time, the |lEEE 802.11e draft specification introduces
two new modes of operation: Enhanced DCF (EDCF) and Hybrid Coordination
Function (HCF), which define mechanisms to enable QoS function, in corresponding
to DCF and PCF [5]. The DCF supports best-effort delivery of packets and must be
implemented in all stations, while the PCF is built on the top of the DCF and provides
services for time-bounded traffic [7]. When both DCF and PCF are used, the IEEE
802.11 standard MAC is a hybrid protocol of random access and polling. In this case,
awireless channel is divided into a superframe format. Each superframe consists of a
Contention Free Period (CFP) for the PCF stations and a Contention Period (CP) for
the DCF stations [9].

The DCF is based on a multiple access spread spectrum scheme called Carrier



Sense Multiple Access with Collision Avoidance (CSMA/CA); the protocol desiresto
avoid collisions instead of detecting the collisions as used in the IEEE 802.3 LAN [6].
All stations in DCF mode have equal priorities and hence an equa chance of getting
the idle medium when no station occupies that. Because in a wireless environment, a
station (STA) may not be able to transmit and listen to the channel at the same time,
this scenario increases the cost of a collision in the system since a STA cannot stop
transmitting even the packet is collided by any interference from others, unless it has
transmitted the entire frame out. The performance of the DCF has already been
studied by many researches [7], [8] and [10]. In [10], the author proposes a different
idea to support service differentiation in wireless packet network using a fully
distributed approach that supports service differentiation, radio monitoring, and
admission control. After analyzing the delay- experienced by a mobile host
implementing the |EEE 802.11 ‘DCF and derives a closed-form formula, it can extend
the DCF to provide service ditferentiation-for-delay-sensitive and best-effort traffic
based on the results from the analysis.

Also, there is a greater vulnerability to collisions due to the presence of hidden
terminalsin the system as two stations hidden from each other may concurrently try to
send data to another station which is not hidden from either of them. In order to avoid
collison of packets due to hidden terminals, Request-To-Send (RTS) and
Clear-To-Send (CTS) control packets are exchanged between the sender and the
receiver to reserve the medium prior to the transmission of data packets when these
packet sizes are longer than RTS Threshold. The RTS/CTS mechanism is a four-way
handshaking technique (RTS-CTS-DATA-ACK) where the sender probes whether the
receiver is ready to receive a data packet by sending a RTS frame first to the aimed

receiver and has to receive a CTS packet back from the addressed STA in the RTS



packet before it can start the transmission [11]. The known destination will generate
the CTS packet responsed to the request and heard by al hidden terminals after
receiving a RTS packet if there is no collison. All other hidden terminals will
recognize there exists a hidden terminal while hearing the CTS from the known
station, and reduce the possibility of collision in advanced. However, the RTS control
packets as well as data packets with packet length smaller than the RTS threshold can
still generate collisions [7]. Previous studies [12] have shown that the probability of
these collisions occurring increases with the number of hidden terminal pairs. And,
the throughput of the IEEE 802.11 DCF scheme with hidden node problems in
multi-hop ad hoc networks based on the assumption that the carrier sense range is
equal to the transmission range isanalyzed in [13].

In PCF mode, the polling:-'scheme occurs with a point coordinator (PC)
determining which station has the right to seize the:medium. On the other hand, the
PCF is intended for the transmission.of-real-time traffics in a round-robin manner as
well as that of asynchronous data traffic.in.each contention free period. This access
method is optional and is based on the polling method controlled by an Access Point
(AP). Many researches [9], [14] and [15] have pointed out that the use of centralized
scheme in PCF constrains the operation of WLAN and results in a worse performance
especidly for the real-time multi-medium packets. In [9], the combined performance
considering multimedia wireless terminals transmit voice, video and data with PCF
operation of the IEEE 802.11 standard MAC protocol as best-effort traffics is
evaluated. It focuses on the scheduling problem for multimedia transmission with the
PCF of the MAC protocol and proposes two priority-based schemes to improve the
performance of the multimedia packets. According to the ssmulation result of [14], it

shows that if the CFP repetition interval is set too long, PCF performance deteriorates



drastically. How channel transmission errors affect the performance of the protocol is
also described detailed. A new decentralized control mechanism is proposed in [15]. It
suppresses delay fluctuation in CSMA/CA networks, called DDFC (Decentralized
Delay Fluctuation Control).

The draft IEEE 802.11e specifies EDCF and HCF modes to serve differentiated
control of accessing to the medium with eight differing priorities. The EDCF still
follows the same CSMA/CA architecture of the IEEE 802.11 and the exponential
backoff mechanism to access the wireless medium, but is enhanced by the Traffic
Categories (TCs) that map directly to the RSVP protocol and other protocol priority
levels [16]. Up to eight TCs within one station is proposed in this draft specification,
and each one presents a different priority defined by assigning different values of the
EDCF access parameters, like the minimum contention window, the maximum
contention window, and the arhitration interframe space [17]. As the PCF function in
the IEEE 802.11, the HCF polls all'authenticated STAs and gives one of them the
permission to access the channel during.the CFP, that starts with every beacon, of a
superframe. During this period, the Hybrid Coordinator (HC) issues a QoS CF-Poll to
a particular STA to give it a Transmission Opportunity (TXOP), specifying the start
time and maximum duration. The CFP ends after the time announced by the beacon
frame or by a CF-END Frame. The second section of a superframe is the CP. During
the CP, the access is governed by the EDCF, though the Hybrid Coordinator can
initiate a HCF access at any time [16].

We can easily predict that how heavy the wireless traffic loading will be in the
near future, especialy in a crowded area. Even with any quality of service guarantee
embedded in every station, there will be equal to no quality assurance when everyone

gains the highest priority at the same time. How to control the quality of each wireless



connection in case every station has the same priority? How to maintain the least
requirement of throughput in the wireless environment? Those can help all joined
stations to foresee the available bandwidth they probably are able to get before they
start their transmission. It also provides some kind of quality of service.

Many researches have been proposed a lot of new methods to differentiate the
serviced levels [18] — [23]. More complicated logics and higher cost are required to
implement those new architectures but only gain less efficiency improvement. Some
analysis [24], [25] focus on reducing the interference and prove that are also helpful in
the enhancement of the performance. The objective of this thesis is to investigate the
throughput and the packet fairness of DCF mode in a BSS infrastructure with a ssmple
modified backoff algorithm. The throughput is defined as the time of al successful
transmitted data over the time used to transmit these data. Higher throughput means
the station can transmit data out more éfficient because the channel is utilized most.
The packet fairness is presented:by the'characteristics of delay time. Traditionally, the
delay time is longer when the packet. is collided more. This proposed backoff
mechanism should control the delay time of each packet as aimost the same as
possible, no matter collided or non-collided. Then, we define the fairness of each
packet as a better fairness.

Before we analyze how to achieve a higher throughput and better fairness
methodology, an overview of the current standard IEEE 802.11 is introduced in
chapter 2. Carrier-Sense Multiple Access with Collison Avoidance mechanism is
introduced first because it is the fundamental algorithm in awireless environment. As
mentioned a lot in other researches, we briefly describe what the RTS/CTS control
packets work for, and how they can resolve the hidden terminals problem. We also

analyze how the conventional exponential backoff algorithm operates. We are very



interested in the performance of the recommended backoff algorithm in the IEEE
802.11 and discuss this procedure more detailed in this chapter. The throughput and
packet fairness are shown in couple figures. Simulation results of average delay time
distribution of different collision numbers and the delay time distributions are shown
in this chapter too. We can figure out why the performance of the DCF mode in the
standard 1EEE 802.11 works so bad and how hard it is to control the delay time of
each packet.

Refer to the modified backoff algorithm proposed in the chapter 3, we can
compare the simulation results between the conventional exponential backoff
algorithm and the new proposed algorithm, and see how the new one works to
improve the packet fairness without affecting the throughput which is also can be
viewed as the channel utilization improvement.

Finally, the concluding remarks are madein the chapter 4.



Chapter 2
Overview of
|EEE 802.11

In recent years, much interest has been involved in the design of wireless networks for
local area communications. The'standard IEEE 802.11 [1] provides a detailed medium
access control (MAC) and physica | layer (PHY) “Specifications for WLAN. The
standard has a hierarchical architécture with the fundamental building block known as
the Basic Service Set (BSS). A set of stations residing in a certain geographical area,
which is known as the Basic Service Area (BSA), communicating with each other
using the same coordination function (DCF or PCF) form aBSS.

The prime access method of the IEEE 802.11 MAC [1] is called Distributed
Coordination Function (DCF), which is known as a Carrier-Sense Multiple Access
with Collision Avoidance (CSMA/CA) scheme with arandom selection of exponential
backoff agorithm. This protocol is designed to reduce the collision probability
between multiple stations accessing the same medium, at the point where the
collisions would most likely occur. Before a station initiates a transmission, it shall
sense the wireless medium to determine if any station is transmitting that time. If the

medium is not occupied by others, the STA can start its transmission from the



RTS/ICTS handshaking procedure as known to avoid the hidden terminal issues; if the
medium is determined as busy, the STA should follow the backoff procedure to wait
for a period and sense the medium again. The DCF is mandatory, and shall be
implemented in all STAs, for using within both ad hoc and infrastructure network
configurations. In addition, all directed traffic uses an immediate positive
acknowledgement (ACK Frame), which the retransmission is scheduled by the sender
if no ACK isreceived during a specified duration.

In this chapter, we will study the fundamental mechanism of DCF in Section 2.1.
After understanding how the carrier-sense operates, the detailed of collision avoidance
of DCF isintroduced in Section 2.2. Since in this thesis, the hidden terminal problems
are viewed as ignorable, the RTS/CTS procedure is showed in the Section 2.3 and we
can understand it’'s reasonable to.neglect thisissue. As to the exponential backoff
algorithm and the simulation results are presented in:the Section 2.4 and Section 2.5.

We can recognize how the performance will-be-a ong with the traffic loadings.
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2.1 Carrier-Sense Mechanism

Both physical and virtual carrier-sense functions are used to determine the state of the
medium. When either function indicates a busy medium, the medium shall be
considered busy; otherwise, it shall be considered idle. The physical carrier-sense
mechanism that is well known as Clear Channel Assessment (CCA) shall be provided
by the PHY. And the virtual carrier-sense mechanism that is referred as the Network

Allocation Vector (NAV) shall be provided by the MAC.

2.1.1 Physical Carrier-Sense M echanism
The architecture of the entire frame transmitted out from the PHY is like the Figure 1,
and it includes two main portions: the former is the Physical Layer Convergence

Protocol (PLCP) and the latter is the MAC Protocol Data Unit (MPDU).

PLCP Preamble
144bit

SENC SERVICE| LENGTH eRC

128bit 8bit 8bit 16bit 16bit

Figure 1. PLCP Frame Format

The DSSS PHY shall provide the capability to perform CCA mechanism according to

a least one of these three methods, and generate a primitive as
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PHY CCA .indicate(STATE) showing the state of the medium:
== CCA mode 1. Energy detect above a specified threshold;
== CCA mode 2. Carrier sense only;
== CCA mode 3: A combination with carrier sense and energy detect above
a specified threshold.
The STATE parameter can be one of these two values. BUSY, IDLE. The
parameter value shall be BUSY if the channel assessment controlled by the PHY

sublayer resultsin the medium not being available.

2.1.2 Virtual Carrier-Sense M echanism

The virtual carrier-sense mechanism is achieved by distributing the reservation
information announcing the impending_use of -the medium. One means of the
distribution of the medium reservation information is that the NAV maintains a
prediction of future traffic loading on the-medium based on the duration information
that is announced in both RTS/CTS frames prior to the actual transmission of data

The Figure 2 and Figure 3 are the contents of RTS and CTS frames individualy.

MAC Header

Figure 2. RTSFrame
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MAC Header

Figure 3. CTSFrame

Another means of the virtual carrier-sense mechanism is from the normal data
frameif the STA just joins the BSS and cannot hear the RTS/CTS packets. The Figure

4 isthe frame format of aMPDU.

Octets: 2 2 6 6 6 2 6 0~2312 4

Duration
/ID

< >

1

MAC Header

Figure 4. MPDU Frame Format

The Table I. describes the meanings of each subfield included in the Duration/ID
field of the MAC header. The Duration/ID field is 16 bitsin length and the contents of
thisfield are asfollows:

== In the control type frames of subtype Power Save (PS)-Pall, the
Duration/ID field carries the Association IDentity (AID) of the station
that transmitted the frame in the 14 Least Significant Bits (LSB), with the
2 Most Significant Bits (MSB) both set to 1. The value of the AID isin
the range of 1 —2007.

== In @l other frames, the Duration/ID field contains a duration value as

defined for each frame type used in management, control and data. For
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frames transmitted during the Contention-Free Period (CFP), the duration

field is set to 32768.

TABLE |. DURATION /1D FIELD ENCODING

Bit 15| Bit 14 Bit 13-0 Usage
0 0~ 32767 Duration
1 0 0 Fixed value within frames transmitted during the CFP,
1 0 1~16383 |Reserved
1 1 0 Reserved
1 1 1~2007 |AID inPS-Poll frames
1 1 |2008 ~ 16383|Reserved

Whenever the contents of the Duration/ID field are less than 32768, the duration value is used to update
the network allocation vector (NAV) according to the procedures

Whenever the STAsreceives avalid.frame of any type listed as above, they shall
update the NAV value with the.information filled in the Duration/ID field, but only
when the new NAV value is greater than the current NAV value of this STA and only
when the frame is not addressed to-the receiving STA. The Figure 5 indicates the
virtual carrier-sense procedure. Once a transmitting STA initiates a RTS frame, the
NAYV value for other STAs that may receive the RTS frame from the transmitting STA
will be updated to defer the access time; while other STAs may only receive the CTS
frame responded by the addressed STA, results in the lower NAV bar as shown. (With
the exception of the STA to which the RTS frame was addressed). If the STA already

contains a non-zero NAV, it will update its NAV value only if the announcing NAV

valueislarger than the existing one; otherwise it will keep the original NAV vaue.
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Destination

| W NAV(RTS) ontention W. %ow

NAV(CTS)

d
Defer Access back-off After Defer

Figureb. RTSYCTSData/ACK and NAV setting

2.2 Collison-Avoidance Mechanism

The CSMA/CA distributed algorithm isymandated that a gap of a minimum specified
duration exists between the contiguous’'frame.sequences. A transmitting STA shall
ensure that the medium is idle for this reguired duration before attempting to transmit
the next frame. If the medium is determined-to be busy by either physical or virtual
carrier-sense mechanism, the STA shall “defer ‘a period and listen to the channel until
the end of the current transmission. After the deferral, or prior to attempting to
transmit packet again immediately after a successful transmission, the STA shall
select a random backoff time interval and shall decrease the backoff time counter as
long as the medium goesto idle state.

The time interval between the continuous two frames is called the Inter-Frame
Space (IFS). Four different IFSs are defined to provide different priorities for
accessing to the wireless medium in the IEEE 802.11 [1]. The four IFSs are listed in
order here, from the shortest one to the longest one, that are Short IFS (SIFS), PCF
IFS (PIFS), DCF IFS (DIFS), and Extended IFS (EIFS). These different IFSs shall be

independent of the STA bit rate. Each IFS timing shall be defined as time gaps on the

15



medium, and shall be fixed for each PHY (even in multi-rate-capable PHYs).

The basic time slot is the aSotTime, and every counting step is based on the time
sot. The aSotTime for the DSSS PHY shall be the sum of the Rx-to-Tx turnaround
time (5ps), measured at the MAC/PHY interface, and the energy detecting time
(15us). The propagation delay shall be regarded as being included in the energy
detecting time.

The SIFS shall be used for an ACK frame, a CTS frame, the second or the
subsequent MPDU frames of a fragment burst, and by a STA responding to any
polling from the PCF mode. The SIFS is the time interval from the end of the last
symbol of the previous frame to the beginning of the first symbol of the preamble of
the subsequent frame as seen at the air interface. The IEEE 802.11 defines the SIFS

timeto be:

aSIFSTime ? aRxRFDelay. ? aRxPLCPDel ay o1
? aM ACProcessingDelay-? aRxTxTurnaroundTime o

And its implementation shall ‘not alow: the tolerance between two contiguous
frames that are defined to be separated by a SIFS time, as measured on the medium, to
vary from the nominal SIFS value by more than ?10% of the aSotTime for the PHY
inuse.

The PIFS shall be used only by the STAs operating under the PCF mode to gain
the priority access to the medium at the start of the CFP in a superframe. According to

the definition, the PIFS duration is:
aPIFSTime ? aSIFSTime ? aSlotTime .24

A STA using the PCF shall be allowed to transmit the contention-free traffics
after its carrier-sense mechanism determines that the medium is idle for at least

aPIFSTime.
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The DIFS shall be used by the STASs operating under the DCF mode to transmit
the data frames (MPDUSs) and the management frames (MMPDUSs). The aDIFSTime

is defined as:
aDIFSTime ? aSIFSTime ? 2? aSlotTime 230

A STA using the DCF shall not transmit within an EIFS period after it determines
that the medium is idle following the reception of a frame for which
PHYRXEND.indication primitive contained an error or a frame for which the MAC
FCS value was not correct. A STA may transmit after subsequent reception of an
error-free frame, re-synchronizing the STA. This allows the STA to transmit using the
DIFS following that frame.

The EIFS shall be used by the'DCF whenever the PHY has indicated by the
MAC that a frame transmission‘was begun that did not result in the correct reception

of acomplete MAC frame with:a correct ECS value, The duration of an EIFSis:

aElIFSTime ? aSIFSTime ?abIlSFTime 4
? 8? ACKSize ? aPreamblel ength ? aPLCPHeaderL ength o

where, ACKSize isthe length, in bytes, of an ACK frame; and
( 8XACKSize + aPreamblel ength + aPL CPHeaderLength ) is expressed

in microseconds required to transmit at the PHY s lowest mandatory rate.

The EIFS is defined to provide enough time for another STA to acknowledge
what was, to this STA, an incorrectly recelved frame before this STA commences
transmission. Reception of an error-free frame during the EIFS resynchronizes the
STA to the actual busy/idle state of the medium, so the EIFS is terminated and the
normal medium access (using DIFS and, if necessary, backoff agorithm) continues

following reception of that frame.
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The basic access mechanism is illustrated in the Figure 6. A STA with a new
packet to transmit shall monitor the channel activity through both physical
carrier-sense mechanism CCA and virtual carrier-sense mechanism NAV. If the
channel is determined to be idle for a period of time equal to the DIFS, the STA
transmits the packet immediately. Otherwise, if the channel is sensed as busy (either
immediately or during the DIFS), the STA persists to monitor the channel until it is
measured to be idle for a DIFS period. At this point, the STA generates a random
backoff time interval before transmitting to minimize the probability of collision with
packets being transmitted by other stations. In addition, to avoid channel capture, a
STA must wait a random backoff time between two consecutive new packet

transmissions, even if the medium is sensed idle after a DIFS time.

Immediate access when medium
isfree longer than DIFS
DIFS <
<« Pp <« )

Busy /B/@{}A‘f-wmdoyc Next Frame

<— Sjottime

Contention Window

Defer Access P Select Slot and Decrement Back-off aslong as mediumisidle

Figure 6. Basic Access Method in DCF

2.3 RTS/ICTS Mechanism

There is a high penalty for collisions between long data frames. As a station can not
hear the collisions, it continues the transmission of a frame even when there are
simultaneous transmissions. This results in wastage of bandwidth. A refinement of the
method may be used under various circumstances to further minimize collisions —
here the transmitting and receiving STAs exchange two short control frames [Request

To Send (RTS) and Clear To Send (CTS) frames] after determining that the medium is
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idle and after any deferral or backoff, prior to the rea datatransmission.

The virtual carrier-sense mechanism is achieved by distributing the reservation
information in the MAC header to announce the impending use of the medium. All
STAs within the reception range of either the originating STA (which transmits the
RTS frame) or the destination STA (which transmits the CTS frame) shall learn of the
medium reservation information. Thus a STA, which is even unable to receive any
packet from the originating STA, yet s