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Platforms for Microprocessors

Student: Hsing-Fei Wang Advisor: Shiao-Li Tsao
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National Chiao Tung University
1001 University Road, Hsinchu, Taiwan 300, ROC

Abstract

Modern CPUs with increasing core frequency and power are rapidly reaching a
point where the CPU frequency and performance are limited by the amount of heat,
then it need cooling technology to enhance performance and reliability. Because of
the enhancement of the technology size, heat dissipation also result in more leakage
power consumption and the increasing power will generate more heat then they will
influence with each other heavily. Therefore, in order to decrease the temperature of
the processors, it is the most important part about how to use Dynamic Thermal
Management [24] to control the temperature in recent study topic. We can.increase
the performance and reliability of processors through efficiently using DTM to
manage the operating temperature. To obtain detail thermal distribution of a
microprocessor is one of critical tasks for thermal-management which improves the
reliability, performance, etc. of modern microprocessors significantly. In this thesis,
we combine and construct the simulation platform to derive detailed temperature
information of a microprocessor by catching the performance counters in each
functional unit of the core when we run a program and we would use detailed
temperature information to calculate the leakage power which generated from heat.
At last, we will construct real time thermal estimation on the real platform with using

the infrared camera.
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I. Introduction

Advanced CMOS process and three-dimensional structure technologies
have been applied to IC design and production in recent years so that transistor
density of microprocessors is increasing rapidly. Therefore, power consumption
is one of primary design constraint for systems ranging from server computers
to handhelds [1]. The power consumption of very large scale integration (VLSI)
circuit can be categorized into dynamic power and static power which is also
defined as leakage power. Then, the increasing of power consumption will lead
to high operating temperatures and gradients of temperature between different
locations of a microprocessor. Previous studies [24][25] indicated that the high
operating temperature and temporal and spatial gradients of temperature on
microprocessors increase the leakage power. Besides, it also results.in clock
skew, system failure, and reduce performance and reliability of microprocessors.
As manufacturing technology improving, leakage power consumption increases
more rapidly than dynamic power consumption and becomes a major concern
in VLSI circuit design since the reducing in threshold voltage and increasing in
operating temperature which is result by increasing in dynamic power
consumption. Moreover, temperature is exponentially related to leakage power,
and a positive feedback loop exists between temperature and leakage power
(Figure 1), which can cause thermal runaway and damage the circuit [2].
Temperature control becomes a clear long-term threat to design technology in

the next decade [3].




Power
Consumption
Increasing

Leakage
Power
Increasing

Temperature
Increasing

Figure 1 - feedback loop exists between temperature and power

As power and thermal problems in modern microprocessors become
severe, a number of dynamic thermal management (DTM) technologies are
proposed. These technologies can be divided into two categories, which are
hardware-based and  software-based management. = Hardware-based
management, such as clock gating, dynamic voltage and frequency scaling (DVFS)
[12], requires additional-hardware device equipped in the original system design
and initialize the management behavior while certain power or thermal
condition is satisfied. On the other hand, software-based management, such as
task migration [7], task scheduling [23] and compiler optimization [8], can be
applied in general systems without the support of management devices.
However, software-based management may require additional data structures
to maintain power or thermal states which would be applied for the
management strategy. We will use these methods of management to adjust
system operations to control the thermal behavior in real-time. However, before
we design an efficient method of management, these technologies all require
fast and accurate thermal information as inputs for determining the scheduling
strategies. Imprecise or outdated temperature information may delay the
activation of DTM and influence on the system operations.

In this thesis, related works are presented in chapter 2. In chapter 3, we
will construct the whole simulation platform for microprocessors by using

non-thermal sensor approaches to estimate the thermal information of the chip.




Chapter 4 shows the main idea of the method for speeding the flow of thermal
estimation. In chapter 5, we would construct the thermal simulation on real
platform to compare the result with the real thermal information through
collecting temperature of the chip from the thermal measurement. Chapter 6
and 7 are the experimental setup and its results. The conclusions and future

works are in chapter 8.

II. Related Works

In"this research, we mainly focused on the methods of thermal estimation
about how to obtain efficient and accurate thermal information for each
functional unit. Thus, in following, we will describe related thermal estimation
technigues in more detail.

The thermal estimation technologies could be divided into two major
categories (Figure 2), which are hardware-based methods [14][15][16][17][18]
and software-based approaches [19][20][{21][22]. For hardware-based methods,
which is also called thermal sensor approaches, thermal information is mainly
obtained from on-chip thermal sensors. However, the hardware-based methods
can only provide accurate results depend on there are sufficient numbers of
accurate thermal sensors on a chip. Therefore, the hardware-based approaches
may suffer from intrinsic accuracy problem of thermal sensors, manufacturing
cost and die size if more sensors are allocated and location constraints of
sensors on the chip [13]. On the other hand, power variation and thermal
information can also be derived from the power models and thermal models
over time through software-based approaches, which is also called non-thermal

sensor approaches. For example, the power consumption of each component of




a chip could be obtained via computation from performance counters with
power models, such as Wattch [11], McPAT [4], or direct measurement.
Fine-grained thermal information could be estimated via using thermal models,
such as Hotspot [10], to compute through applying the power consumption of
each component of a chip as input. Wei et. al. [10] concluded that
software-simulated thermal information can achieve very high accuracy.
Nevertheless, simulation based on full thermal models would take significant
execution time and memory usage which may not be suitable for DTM. There is
an efficient thermal model, such as CLOFT $&2R! A B IR - , to speed
up thermal estimation and reduce memory consumption for the simulation
process. In following, we will describe these two software-based thermal

simulation techniques in detail.

Non-Thermal Sensor
SRR E Software Based

Real Machine

Sensor

Hardware Based
Thermal Sensor Approaches

Thermal
Behavior

Performance Energy.
Counter Consumption

Figure 2 - classification of thermal estimation platform

About how to analyze thermal behavior of a microprocessor among these
two methods of Hotspot and CLOFT for thermal model, both of they adopt a
well-known way to map the phenomenon of heat transfer into electrical circuits
[26]. Heat flow between two locations with a thermal resistance due to

temperature difference is equivalent to current flow through an electrical




resistance because of a potential difference. Moreover, natural material
contains certain heat capacity, such characteristic would be mapped into an
electrical capacitance. The electrical circuits transform from the equivalent
thermal behavior are called dynamic compact models (RC models). Adopting RC
models is convenient for describing thermal behavior and deriving related
phenomenon

Thermal analysis methods applied to integrated circuits can be divided into
chip-level analysis [9][26][27][28][29] - and architecture-level analysis
[23][30][32][32][33][34]. Several modeling and simulation tools are also
developed in architecture-level. Hotspot and CLOFT are architecture-level
thermal simulators because its accuracy was validated and its efficiency is better
than chip-level analysis [10].. However, the main difference of Hotspot and
CLOFT is their complexity of constructed dynamic compact model. Hotspot
adopts fourth order Runge-Kutta method [35] and derives the fourth order
differential equations for constructed dynamic compact, which leads to high
overhead in computation and memory usage, to solve these differential
equations. Compare to the method of CLOFT, its electrical circuit model is
reduced to estimate the thermal behavior of a microprocessor which
significantly reduces the computation and memory space with a slight
degradation of the accuracy. They just have 0.3~1.5% thermal difference, but

CLOFT get about 34~47times speed up and 0.45% memory usage.

II1. Simulation Platform for Microprocessors

In this chapter, we introduce how to build a simulation platform to

estimate thermal in general and the architecture of platform. After that, we




analyze performance, power consumption, and thermal estimation under
different technology size by using different compiler optimization through
applying our simulation platform as evaluated tool. We will get something
different results compared to the traditional view about the compiler design,

and It is beneficial to adjust the design way to enhance energy saving.

3.1 Architecture of Simulation Platform

We will run the workloads on ISA simulator and modify it to get
corresponding each functional unit performance counters of the chip. Then, if
we get the performance counters as understanding the program behavior, we
will use power model to calculate the power information of each functional
units through applying performance counters as input. Next, each functional
unit thermal information of the chip will be obtained from using thermal model
to calculate through applying power information as input.

Figure 3 shows our detailed flow chart of simulation platform. We use
Gemb5 for our ISA simulator to get performance counter and McPAT for our
power model to get power information. Between Gem5 and McPAT we design a
parser program to let the output of performance counters from Gem5 to be
read by MCcPAT. At last, we apply Hotspot as our thermal model to get thermal
information through using power information from McPAT to calculate. We will
introduce Gem5, MCcPAT, and Hotspot in detail as follow.

Gemb5 [9] is a well-known ISA for computer architecture proposed in 2011.
A pure workload behavior without OS scheduler can be obtained via modifying
gem5 system to provide performance data in each sample period. Gem5 can
build several binaries for different guest architecture, simulation mode, and use.

Currently, the available architectures are ALPHA, ARM, MIPS, POWER, SPARC,




and x86. In our thesis, we adopt ALPHA architecture in the experiments.

MCcPAT [4] is an integrated power, area, and timing modeling for multicore,
and many core architectures, which is used to compute dynamic power and
leakage power consumption and support comprehensive early stage design
space exploration for multicore, and many core processor configurations ranging
from 90 nm to 22 nm. In the experiment, McPAT obtains performance counters
of each functional block from gem5 and produce dynamic power of each
functional blockin each sample period. Each dynamic power value is adopted as
input for thermal simulator.

Hotspot [10], an.architecture level thermal simulator built by Virginia
University, is designed to compute temperature profiles of different setting of
microprocessors. It can be used in conjunction with power simulators, such as
Wattch or MCcPAT. Hotspot is compatible with different kinds of power and
performance models without requiring detailed design or synthesis description.

In our simulation platform for microprocessor, we can compute power
information of each functional unit we want in cycle accurate. Moreover, we will
use output of temperature from Hotspot to calculate leakage power and let the
leakage power as the next cycle input power to calculate the new temperature
because we will consider the influence of leakage power on temperature. At last,
along with the development of the integrated circuit(IC) technology, we will
analyze the each generation technology size from 90 nm~22 nm, not just for the

default technology size 130 nm.




Hotspot

(Thermal Model)

Gem5
(ISA Simulator) 2 B E:>

. [input]
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Performance Event each functional blocks per cycle  Power Trace Thermal Trace

Figure 3 — flow.of simulation platform

3.2 Thermal Estimation under Different
Technology Size Using Different Compiler

Optimization

In this part, we will analyze the results about running the same workload
under different technology size through using different compiler optimization.
First, Instead of using customized program, we use 401-Bzip2 of SPECCPU2k6
benchmarks as our workloads and ALPHA 21264 is adopted for our
microprocessor architecture when we use Gem5 ISA simulator with CPU
frequency setup 2GHz and generate much meaningful power information with
sample rate 10000 cycles. The floor plan of ALPHA 21264 is shown in Figure 4.
Because we want to get power and thermal information of theses functional
units, Table 1 is shown the type of performance counters we catch to use. For
the different technology size of the chip we will use 70 nm to compare with 22
nm. Under these two different size (70 nm and 22 nm) of technology we

respectively apply O1 and 02, which are different types of compiler




optimization, to compile Bzip2 to as their workloads and analyze their
performance, power information and thermal information. O1 is one type of
compiler optimization to minimize the code size and 02 is another one type to

maximize speed.
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Figure 4 - ALPHA 21264 processor floor plan

Table 1 — performance counters for ALPHA 21264

Performance Counters for ALPHA21264

BRANCH_MISS
BRANCH_INSTR
BRANCH_RASUSE

LSQ_PREG

LSQ_WAKEUP
INT_REG

FP_REG




INT_ALU

FP_ALU

ICACHE_miss

DCACHE_miss

ICACHE_hit

DCACHE_hit

L2CACHE_miss

L2CACHE_hit

Thermal information about integer/floating register, icache/dcache, and

integer/floating ALU under 70 nm using O1 and 02 is shown in Figure 5 and
another situation of thermal information under 22 nm using O1 and 02 is
shown in Figure 6. We can see the different detailed thermal information of
each functional unit between different technology sizes. Comparing the result of
01 with 02 under these two technology sizes, we can find that the average
temperature of 02 is higher than the result of Ol under both of 70 nm and 22
nm because 02 will maximize speed and it will let the core not only enhance its

performance but also its temperature.
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Figure 6 - thermal information of functional units when run Bzip2 using O1 and 02 under 22 nm
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Through observing Figure 7 we can know that 02 has less execution time
than O1 and it means 02 has better performance. In Figure 8 and Figure 9 it is
shown dynamic power and dynamic energy under 70 nm and 22 nm through
using O1 and 02 respectively. Because 02 has better performance, we can get
02 consume much more dynamic power than O1. But if we consider the
execution time between O1 and 02 to compute their dynamic energy, we find
that O1 accumulate much more dynamic energy consumption than the result of
02 since 01 have to perform more long. Hence, we can get that in traditional
way if we optimize the performance, we also can get less power energy

consumption so we only need to optimize its speed.

Time_70nm
400000
355267
350000

300000 284622
250000
200000
150000
100000
50000

0
o1 02

Time_22nm
400000
357312

350000

300000 284621
250000
200000
150000
100000
50000
0

o1 02

Figure 7 — Execution time under 70 nm and 22 nm using O1 and O2 respectively
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Figure 9 - dynamic energy under 70 nm and 22 nm using O1 and O2 respectively
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We know that dynamic power almost occupy the whole power
consumption in traditional way, so we just need to notice dynamic power
consumption. However, if we consider the new generation technology size
under 90 nm, we can find that leakage power will occupy a big part of power
consumption in the future technology. Figure 10 is shown that the proportion of
dynamic power and leakage power under 70 nm and 22 nm using O1 and 02
respectively. Along with the decreasing of technology size, the proportion of
leakage power in total power consumption has risen from 50% to 90% among
70 nm and 22 nm. Leakage power consumption will accounts for up to 90

percent of the total power consumption in the future.

Proportion of dyn. and leak._70nm

100%
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T0%
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50%
40%
30%
20%
10%

0%

o1 Q2

B DynamicPower M StaticPower

Figure 10 — proportion of dynamic power and leakage power under 70 nm and 22 nm using O1 and 02

respectively

Hence, we observe leakage power and energy consumption under 70 nm
and 22 nm. Figure 11 and Figure 12 show that O2 not only consume much more
leakage power but also leakage energy than the result of O1. Because leakage
power consumption will accounts for up to 50 percent of the total power
consumption under 90 nm and the difference of leakage power between O1 and

14




02 will be much bigger along with the decreasing of technology size, the

influence of performance can’t let the leakage energy consumption of 02 to be

smaller than the result of O1.
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Figure 11 — leakage power under 70 nm and 22 nm using O1 and O2 respectively
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Figure 12 - leakage energy under 70 nm and 22 nm using O1 and O2 respectively
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Figure 13 and Figure 14 show the results of total power and energy
consumption under 70 nm and 22 nm using O1 and O2 respectively. Because of
the influence of leakage power and energy, it results in that the total power and
energy of 02 is much bigger than the result of O1. In the future, we can’t just
ignore the influence of energy consumption since it is not right that if we
optimize performance, then it will optimize the energy consumption by

increasing speed.
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Figure 13 — total power under 70 nm and 22 nm using O1 and O2 respectively
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Figure 14 - total energy under 70 nm and 22 nm using O1 and 02 respectively

At last, we will analyze the energy-delay product (EDP) [6] of O1 and 02
under 70 nm and 22 nm. The results are shown in Figure 15. We can see that
although the EDP of O2 is better than the result of O1 no matter we use 70 nm
or 22 nm, we can see the results in Figure 16. It is shown that the difference of
EDP between 01 and 02 is much smaller along with the decreasing of
technology size. If the technology size of IC keep reducing in the future, the
difference of leakage power and energy consumption between O1 and 02 will
be more enormous and the EDP of O1 will be better than the EDP of O2 since
the influence of leakage energy on EDP will be much heavier than the delay.
Hence, we can’t just see how to optimize the performance but we have to focus
on the influence of leakage power and energy consumption in the next decade

compiler design.
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Figure 15 — energy delay product under 70 nm and 22 nm using O1 and O2 respectively
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Figure 16 —the difference of EDP between O1 and 02 under 70 nm and 22 nm

IV. Counter-Based Approach

After we successfully construct the simulation platform for
microprocessors to do thermal estimation, we find that there is a problem of
simulation. For our simulation platform, if we want to know the thermal
distribution between each functional unit when we run a workload, we have to
use gemb5 to execute the workload to get performance counters and let power
model and thermal model to calculate power and thermal information. There is
a big problem is the speed of simulation platform. If we want to do thermal
estimation when we execute Bzip2 of SPECCPU2K6 benchmarks, it have to cost
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3 hours to get the last thermal information of each functional units by using the
whole simulation platform. But actually the execution time of Bzip2 for normal
processor is just need to cost 3 minutes. The execution time of simulation
platform to finish thermal estimation is much slower than the actual execution
time of the workloads. Hence, this problem will result in that we can’t get
thermal information in real time.

In this chapter, we will propose a counter-based approach as our power
model to calculate power information so that it can speed up the simulation
platform. In Figure 17, it is divided into two ways, simulation-based and
counter-based platform. For simulation-based platform, it is our original
simulation platform and we will use McPAT and Hotspot as power model and
thermal model. For counter-based platform, we will use our counter-based
approach as power model. It is a way to use regression modeling strategies for
performance counters of each functional units and current power information
of chip. With regard to thermal model, we will use method of CLOFT to speed
up the calculation of thermal information. Next, we will verify the accuracy of

counter-based platform with simulation-based platform.

Gem5 Hotspot
(ISA Simulator) Dower Model (Thermal Model)

Simulation-Based

Counter-Based

(Thermal Model)

Figure 17 — simulation-based and counter-based platform

4.1 Verification

First, we will train the counter-based power model by using regression
modeling strategies. Then, we will use two micro benchmark programs as the
workloads to compare the results of counter-based platform with the results of
simulation-based platform. The first micro benchmark program (If) is designed
to interleaving execute the integer and floating point operations. Figure 18
shows the result of thermal information of each functional unit when we use (If)
as the workload between simulation-based and counter-based platform. The
rate of thermal difference is shown in Table 2under different functional units

and its average rate of thermal difference is 0.822%.
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Figure 18 — thermal.information of functional units when run program If

Table 2 — thermal difference between simulation and counter-based running program (If)

Functional Units Rate of thermal difference
Icache 0.873%
Dcache 0.055%
Integer register 0.874%
Floating register 0.351%
Floating ALU 1.152%
Integer ALU 1.629%

And the second micro benchmark program (lffs) is designed to keep
executing the integer operations and then keep executing the floating point
operations. The result of thermal information of each functional unit when we
use (Iffs) as the workload between simulation-based and counter-based
platform is shown in Figure 19. The rate of thermal difference is shown in Table
3 under different functional units and its average rate of thermal difference is
2.52%.

Therefore, under the smaller thermal difference between simulation-based
and counter-based platform, we can speed up the simulation platform by using

counter-based approach to get similar thermal information.
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Figure 19 - thermal information of functional units when run program Iffs

Table 3 - thermal difference between simulation and counter-based running program (Iffs)

Functional Units Rate of thermal difference
Icache 0.597%
Dcache 0.072%
Integer register 0.597%
Floating register 6.183%
Floating ALU 5.584%
Integer ALU 2.085%

V. Thermal Simulation and

Measurement on Real Platform

In this chapter, we will doubt the correctness of thermal simulation
platform for microprocessor so we will verify its correctness by comparing the
result of thermal information from simulation platform with the real thermal
information on physical system. If we want to get the real thermal information,

we have to directly measure the real chip through taking its infrared image to
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get different temperature data among each functional unit. Hence, we have to
construct thermal simulation and measurement on real platform. Next, we will
introduce our architecture of thermal simulation on real platform and how to do

thermal measurement on real platform.

5.1 Thermal Simulation on Real Platform

In Figure 20, this is the flow chart of thermal simulation on real platform.
We can see orange line in figure and get that we use real machine instead of ISA
simulator to obtain the performance counters of each functional unit. Then, we

equally apply power model and thermal to calculate power information and

w' OGS : Simulator Based

- s x s 2 mm oz mms =2 O e W s ) . e - =
4

thermal information.

N Real — Hardware Based
| Machine
Performance Energy Thermal
Counter Consumption Behavior

Figure 20 — flow of thermal simulation on real platform

So, the architecture of thermal simulation on real platform is shown in
Figure 21. We will use A core NXXXX as.our real machine and then run a test
program on it to obtain the performance counters of each functional unit.
Immediately after getting the performance counters, we will use it as input to
calculate power information through applying counter-based approach as
power model. At last, we can apply the method of Hotspot as thermal model to

obtain the thermal information of each functional unit.

Acore |[fmmm—) e
Thermal Model
(NXXXX) ( )
[input]
[input] [input] Floor plan,
Test Program Performance per cycle Dissipation configuration,
[output] [output] Power Trace
Performance Event Power Trace [output]

Thermal Trace

Figure 21 — architecture of thermal simulation on real platform
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5.2 Thermal Measurement on Real Platform

In this part of getting real thermal information on physical system, the flow
chart of thermal measurement on real platform is shown in Figure 22. First, we
can’t use ISA simulator anymore and apply real machine instead of it because
we have to directly obtain real thermal information on physical system. We will
also use A core NXXX as our real machine then it can compare the result with
simulation way. Next, if we want to get real thermal information of each
function unit on chip in detail, we will use infrared camera to get the whole
thermal map of the chip instead of using on-chip sensor to get partial thermal
information. Hence, we can see purple line in figure and get that we can take
infrared image of the chip to get real thermal information of each functional

unit in detail by using infrared camera to implement it.

Simulation Based

Real Hardware Based
Machine Sensor

Performance Energy Thermal
Counter Consumption Behavior

Figure 22 - flow of thermal measurement on real platform

VI. Experimental Setup

The experimental environment and experiment setup are introduced in this
chapter. We will show floor plan of A core NXXXX, detail information of infrared

camera, and how to construct counter-based power model on real platform.

6.1 Floor Plan of Core

In Figure 23, we can get the floor plan of the chip in left part of figure and
we transform it into the simplified version in right part of figure. The floor plan
of the whole chip is divided into four parts: Sub-System A, Sub-System B, Blank,
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and GPU. Both of Sub-System A and B are cores. It is a dual core chip and make
from 90 nm of technology size. The floor plan of core is shown in Figure 24. The
left part of figure is the simple floor plan of the core, and we transform and
divide it into six parts of functional units, which is shown in right part of figure.
These six functional units are Load-Store Unit (LSU), Arithmetic Logic Unit (ALU),
Data Cache (DCACHE), Memory Management Unit (MMU), Branch Target Buffer
(BTB), and Instruction Cache (ICACHE).

Sub-SystemA

Sub-SystemB Blank

GPU

LSuU ALU

I-Cache

DCACHE | MMU |BTB] ICACHE

Figure 24 —floor plan of the core

So, we combine the floor plan of core into the floor plan of chip. The entire
floor plan is shown in Figure 25. We will observe and compare the thermal
information of these six different functional units on the core with the real

thermal information which is obtained from infrared camera.
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SubSystemA

Blank

GPU

Figure 25 — entire floor plan of chip

6.2 Infrared Camera

For infrared camera, we use FLIR SC7000 which is shown in Figure 26. It can
produce crisp thermal-images of 640 * 512 pixels and 20 mK thermal sensitivity
captures the finest image details and temperature difference information.
Depending on the model and detector, the FLIR SC7000 can deliver thermal
images up to a speed of 62000 Hz. Windowing allows a subset of the total image
to be selectively read out with user-adjustable window size at a much higher
frame rate. The sub-sample window sizes and locations can be randomly chosen
and are easily defined using official camera control software. Figure 27 shows
that our environment setup to use infrared camera to capture the thermal map

of the chip and the bottom left corner of the figure shows the view it capture.

Figure 26 — FLIR SC7000
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Figure 27 — environment setup for FLIR SC7000

6.3 Counter-Based power model on real

platform

In this part, we will construct counter-based power model for A core
NXXXX by using the regression modeling strategies for performance counters of
each functional unit and current power of the chip. Equation 1 is the equation
for regression. Pyrrent is current power of the chip. Perf, is the performance
counters where x is depend on the number of each performance counter you
choose. @, is the answer we want to solve and it is parameter multiplied by
each performance counter where y is depend on different number of
performance counters. In Table 4, we can get these performance counters of
chip mapping to each functional unit. Then, we will capture current power of
the chip by using leak current fluctuations monitor in Figure 28. Then, we can
use the result of regression to calculate power information of each functional
unit in real time.

Peurrent = C + @4 * Perf; + a, * Perf, + ---where C is const.

Equation 1 - counter-based power model on real platform
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Table 4 - functional units map to performance counters

LSU Loads completed/stores completed

ALU Multiply instructions

DCACHE Data cache access times

MMU Hardware-assisted page table walker
request

BTB Taken conditional branches times

ICACHE Instruction cache access times

Figure 28 - capture current power of chip

VII. Experimental Results

In this chapter, we present two parts of experimental results, thermal
visualizer from result of thermal measurement, and thermal simulation. And to
compare thermal information of each functional unit from thermal simulation
with the measurement result from infrared camera.

In the first part, Figure 29 and Figure 30 are respectively show the thermal

visualizer of result from measurement and simulation. The view of thermal
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measurement is supplied by the official camera software so we write the
thermal visualizer by ourselves to show the thermal information of thermal

simulation which can be compared with the view of thermal measurement.

Figure 29 — thermal visualizer of thermal measurement
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Figure 30 — thermal visualizer of thermal simulation

In the second part, we use SPECCPU2k6 benchmarks and choose 401.bzip2,
429.mcf, and 450.spolex as our workloads. Then, we run these workloads on the
A core NXXXX respectively. Next, we compare the result of thermal simulation
with thermal measurement under different workloads running on A core NXXXX.
The comparative results are shown in Figure 31, Figure 32, and Figure 33.
Although they don’t have the equal thermal information of each functional unit,
but they have the same trend of thermal information between each functional

unit. We can see the red circle to know that they get the phase change at the
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same time and show the similar trend of the change of thermal information in

each functional unit.
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Figure 32 - thermal information of thermal measurement and simulation running mcf
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Figure 33 - thermal information of thermal measurement and simulation running soplex

VIII. Conclusions and Future Works

In this study, we construct thermal simulation platform for microprocessor.
It can cycle accurate to compute power consumption, calculate leakage power
consumption generated from different temperature, and be used in each
generation technology size from 22 nm~130 nm. Then, we propose
counter-based approach to compute power consumption and it can speed up
the thermal estimation. At last, we do the verification between thermal
simulation and thermal measurement on real platform. About the future works,
we can explore the compiler design for next generation chip because of the
influence of leakage power on total power consumption along with the

decreasing of technology size. We can’t just think the performance, but it need
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to take energy consumption into consideration. Moreover, we can analyze the
parameter for thermal simulation on real platform in detail. It will let the results

of thermal simulation and measurement to be closer.
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