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Abstract

With rapid development of the Internet, e-learning system has become more and
more popular. Currently, to solve the issue of sharing and reusing of learning contents
in different e-learning systems, several standards formats have been proposed by
international organizations in recent years, and Sharable Content Object Reference
Model (SCORM) is the most popular-one-among existing international standards. In
e-learning system, learning contents are.usually“stored in database, called Learning
Object Repository (LOR). In LOR, a huge amount of SCORM learning contents
including associated learning objects will result in the issues of management over
wired/wireless environment. Therefore, in this thesis, we propose a management
approach, called Level-wise Content Management Scheme (LCMS), to efficiently
maintain, search, and retrieve the learning contents in SCORM compliant LOR. The
LCMS includes two phases: Constructing Phase and Searching Phase. In
Constructing Phase, we first transform the content tree (CT) from the SCORM
content package to represent each learning materials. Then, considering about the
difficulty of giving learning objects useful metadata, an information enhancing
module is proposed to assist users in enhancing the meta-information of content trees.

Afterward, a multistage graph as Directed Acyclic Graph (DAG) with relationships



among learning objects, called Level-wise Content Clustering Graph (LCCG), will be
created by applying incremental clustering techniques. In Searching phase, based on
the LCCG, we propose a searching strategy to traverse the LCCG for retrieving the
desired learning objects. Besides, the short query problem is also one of our concerns.
In general, while users want to search desired learning contents, they usually make
rough queries. But this kind of queries often results in a lot of irrelevant searching
results. So a query expansion method is also proposed to assist users in refining their
queries and searching more specific learning objects from a LOR. Finally, for
evaluating the performance, a web-based system has been implemented and some
experiments also have been done. The experimental results show that our LCMS is

efficient and workable to manage the SCORM compliant learning objects.

Keywords: Learning Object Repository (LOR), E-learning, SCORM,

Content Management
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Chapter 1 Introduction

With rapid development of the internet, e-Learning system has become more and
more popular. E-learning system can make learners study at any time and any location
conveniently. However, because the learning materials in different e-learning systems
are usually defined in specific data format, the sharing and reusing of learning
materials among these systems becomes very difficult. To solve the issue of uniform
learning materials format, several standards formats including SCORM [SCORM],
IMS [IMS], LOM [LTSC], AICC [AICC], etc. have been proposed by international
organizations in recent years. By these standard formats, the learning materials in
different learning management system can be shared, reused, extended, and

recombined.

Recently, in SCORM 2004 (aka"'SCORMAJ1.3),” ADL outlined the plans of the
Content Object Repository Discovery-and Resolution Architecture (CORDRA) as a
reference model which is motivated by an identified need for contextualized learning
object discovery. Based upon CORDRA, learners would be able to discover and
identify relevant material from within the context of a particular learning activity
[SCORMI[CETIS][LSAL]. Therefore, this shows how to efficiently retrieve desired
learning contents for learners has become an important issue. Moreover, in mobile
learning  environment, retransmitting the whole document under the
connection-oriented transport protocol, such as TCP, will result in lower throughput
due to the head-of-line blocking and Go-Back-N error recovery mechanism in an
error-sensitive environment. Accordingly, a suitable management scheme for
managing learning resources and providing teachers/learners an efficient search

service to retrieve the desired learning resources is necessary over the wired/wireless
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environment.

In SCORM, a content packaging scheme is proposed to package the learning
content resources into learning objects (LOs), and several related learning objects can
be packaged into a learning material. Besides, SCORM provides user with plentiful
metadata to describe each learning object. Moreover, the structure information of
learning materials can be stored and represented as a tree-like structure described by
XML language [W3C][XML]. Therefore, in this thesis, we propose a Level-wise
Content Management Scheme (LCMS) to efficiently maintain, search, and retrieve
learning contents in SCORM compliant learning object repository (LOR). This
management scheme consists of two phases: Constructing Phase and Searching Phase.
In Constructing Phase, we first transform the content structure of SCORM learning
materials (Content Package) into a.tree-like structure, called Content Tree (CT), t0
represent each learning materials. Then,-considering about the difficulty of giving
learning objects useful metadata, ‘we-propose an automatic information enhancing
module, which includes a Keyword/phrase Extraction Algorithm (KE-Alg) and a
Feature Aggregation Algorithm (FA-Alg), to assist users in enhancing the
meta-information of content trees. Afterward, an Incremental Level-wise Content
Clustering Algorithm (ILCC-Alg) is proposed to cluster content trees and create a
multistage graph, called Level-wise Content Clustering Graph (LCCG), which
contains both vertical hierarchy relationships and horizontal similarity relationships

among learning objects.

In Searching phase, based on the LCCG, we propose a searching strategy called
LCCG Content Search Algorithm (LCCG-CSAlg) to traverse the LCCG for

retrieving the desired learning content. Besides, the short query problem is also one of
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our concerns. In general, while users want to search desired learning contents, they
usually make rough queries. But this kind of queries often results in a lot of irrelevant
searching results. So a Content-base Query Expansion Algorithm (CQE-Alg) is also
proposed to assist users in searching more specific learning contents by a rough query.
By integrating the original query with the concepts stored in LCCG, the CQE-Alg can
refine the query and retrieve more specific learning contents from a learning object

repository.

To evaluate the performance, a web-based Learning Object Management
System (LOMS) has been implemented and several experiments have also been done.
The experimental results show that our approach is efficient to manage the SCORM

compliant learning objects.

This thesis is organized as follows:-Chapter 2 introduces the related works.
Overall system architecture will be described in Chapter 3. And Chapters 4 and 5
present the details of the proposed system. Chapter 6 follows with the implementation

issues and experiments of the system. Chapter 7 concludes with a summary.



Chapter 2 Background and Related Work

In this chapter, we review SCORM standard and some related works as follows.

2.1 SCORM (Sharable Content Object Reference Model)

Among those existing standards for learning contents, SCORM, which is
proposed by the U.S. Department of Defense’s Advanced Distributed Learning (ADL)
organization in 1997, is currently the most popular one. The SCORM specifications
are a composite of several specifications developed by international standards
organizations, including the IEEE [LTSC], IMS [IMS], AICC [AICC] and ARIADNE
[ARIADNE]. In a nutshell, SCORM is a set of specifications for developing,
packaging and delivering high-quality education and training materials whenever and
wherever they are needed. SCORM-compliant.courses leverage course development
investments by ensuring that: compliant-courses ‘are "RAID:" Reusable: easily
modified and used by different"development tools,-Accessible: can be searched and
made available as needed by both learners ‘and content developers, Interoperable:
operates across a wide variety of hardware, operating systems and web browsers, and
Durable: does not require significant modifications with new versions of system

software [Jonse04].

In SCORM, content packaging scheme is proposed to package the learning
objects into standard learning materials, as shown in Figure 2.1. The content
packaging scheme defines a learning materials package consisting of four parts, that is,
1) Metadata: describes the characteristic or attribute of this learning content, 2)
Organizations: describes the structure of this learning material, 3) Resources:

denotes the physical file linked by each learning object within the learning material,



and 4) (Sub) Manifest: describes this learning material is consisted of itself and
another learning material. In Figure 2.1, the organizations define the structure of
whole learning material, which consists of many organizations containing arbitrary
number of tags, called item, to denote the corresponding chapter, section, or
subsection within physical learning material. Each item as a learning activity can be
also tagged with activity metadata which can be used to easily reuse and discover
within a content repository or similar system and to provide descriptive information
about the activity. Hence, based upon the concept of learning object and SCORM
content packaging scheme, the learning materials can be constructed dynamically by
organizing the learning objects according to the learning strategies, students' learning
aptitudes, and the evaluation results. Thus, the individualized learning materials can
be offered to each student for learning, and then the learning material can be reused,

shared, recombined.

Manifest.xml

Package Interchange File Organizations <metadata> </metadata>
I <organizations>
Package A AT b ivity AR
VT g <Organization= f I\?:l:\d":u <organization>
M‘]?ﬂr’: . _'—‘ | <title>Introduction to SCORM</title>
e cacald |  <item> fo <item identifier="TD1" identificrref="content1">
g —) Meta-dats . A
Lyl <iterms P <title>Chapter 1</title>
Resources Activity )
. Sub)Manifi | . " Meta-data <metadata>
ST M oet | <item= ) <adlcp:location=activityMetadatal . xml</adlcp:location=>
Physical Files Corresponding 4mcladum.-"'f )
(The actual Content, H <item> XML code <item identifier="1D1-1" identifierref="contentl-1">
eSS <title=Section 1</title>
<item= | </item>
other files) <item identifier="ID1-2" identifierref="content1-2">
Corresponding <title>Section 2</title>
Wy course structure <fitem>
</item>
. z Chapter 1 Resources
Teaching Material —= ol — e ; = s
b — Section | </orgamzation=>
= Section 2 fresesest. </organizations>
5 o
Chapter 2 rtsnurcevt T . . Y
: = <resource identifier="content1" type="webcontent
— Section | adlep:scormType="sco" href="1.html">
Subsection | : s :

<file href="imagel .jpg">

</resource>
<resource/=

<resources>

Figure 2.1: SCORM Content Packaging Scope and Corresponding Structure of
Learning Materials



2.2 Document Clustering/Management

For fast retrieving the information from structured documents, Ko et al. [KC02]
proposed a new index structure which integrates the element-based and
attribute-based structure information for representing the document. Based upon this
index structure, three retrieval methods including 1) top-down, 2) bottom-up, and 3)
hybrid are proposed to fast retrieve the information form the structured documents.
However, although the index structure takes the elements and attributes information

into account, it is too complex to be managed for the huge amount of documents.

How to efficiently manage and transfer document over wireless environment has
become an important issue in recent years. The articles [LM+00][YL+99] have
addressed that retransmitting the wholejdocument is a expensive cost in faulty
transmission. Therefore, for efficiently streaming generalized XML documents over
the wireless environment, Wong et=al. [\W/E€+04] proposed a fragmenting strategy,
called Xstream, for flexibly managing: the” XML document over the wireless
environment. In the Xstream approach, the structural characteristics of XML
documents has been taken into account to fragment XML contents into an
autonomous units, called Xstream Data Unit (XDU). Therefore, the XML document
can be transferred incrementally over a wireless environment based upon the XDU.
However, how to create the relationships between different documents and provide
the desired content of document have not been discussed. Moreover, the above

articles didn’t take the SCORM standard into account yet.



In order to create and utilize the relationships between different documents and
provide useful searching functions, document clustering methods have been
extensively investigated in a number of different areas of text mining and information
retrieval. Initially, document clustering was investigated for improving the precision
or recall in information retrieval systems [KKO02] and as an efficient way of finding
the nearest neighbors of the document [BL85]. Recently, it is proposed for the use of

searching and browsing a collection of documents efficiently [\V\V/+04][KKO04].

In order to discover the relationships between documents, each document should
be represented by its features, but what the features are in each document depends on
different views. Common approaches from information retrieval focus on keywords.
The assumption is that similarity in-words usage indicates similarity in content. Then,
the selected words seen as deseriptive features are represented by a vector, and one
distinct dimension assigns one feature-respectively. The way to represent each
document by the vector is called Vector.Space: Model method [CK+92]. In this thesis,
we also employ the VSM model to encode the keywords/phrases of learning objects

into vectors to represent the features of learning objects.



2.3 Keyword/phrase Extraction

As those mentioned above, the common approach to represent documents is
giving them a set of keywords/phrases, but where those keywords/phrases comes from?
The most popular approach is using the TF-IDF weighting scheme to mining
keywords from the context of documents. TF-IDF weighting scheme is based on the
term frequency (7F) or the term frequency combined with the inverse document
frequency (TF-IDF). The formula of IDF is log(n/df) where n is total number of
documents and df is the number of documents that contains the term. By applying
statistical analysis, TF-IDF can extract representative words from documents, but the

long enough context and a number of documents are both its prerequisites.

In addition, a rule-based approachicombining fuzzy inductive learning was
proposed by Shigeaki and Akihiro [SAO4].-The method decomposes textual data into
word sets by using lexical analysis, and then-discavers key phrases using key phrase
relation rules training from amount of‘data. Besides, Khor and Khan [KK01] proposed
a key phrase identification scheme, which employs the tagging technique to indicate
the positions of potential noun phrase and uses statistical results to confirm them. By
this kind of identification scheme, the number of documents is not a matter. However,

a long enough context is still needed to extracted key-phrases from documents.



Chapter 3 Level-wise Content Management Scheme

(LCMS)

In an e-learning system, learning contents are usually stored in database, called
Learning Object Repository (LOR). Because the SCORM standard has been accepted
and applied popularly, its compliant learning contents are also created and developed.
Therefore, in LOR, a huge amount of SCORM learning contents including associated
learning objects (LO) will result in the issues of management. Recently, SCORM
international organization has focused on how to efficiently maintain, search, and
retrieve desired learning objects in LOR for users. In this thesis, we propose a new
approach, called, Level-wise Content Management Scheme (LCMS), to efficiently

maintain, search, and retrieve thelearning-contents in SCORM compliant LOR.

3.1 The Processes of LCMS

As shown in Figure 3.1, the scheme of LCMS is divided into Constructing Phase
and Searching Phase. The former first creates the content tree (CT) from the SCORM
content package by Content Tree Transforming Module, enriches the
meta-information of each content node (CN) and aggregates the representative feature
of the content tree by Information Enhancing Module, and then creates and maintains
a multistage graph as Directed Acyclic Graph (DAG) with relationships among
learning objects, called Level-wise Content Clustering Graph (LCCG), by applying
clustering techniques. The latter assists user to expand their queries by Content-based
Query Expansion Module, and then traverses the LCCG by LCCG Content Searching
Module to retrieve desired learning contents with general and specific learning objects

according to the query of users over wire/wireless environment.



Constructing Phase includes the following three modules:

® Content Tree Transforming Module: it transforms the content structure of
SCORM learning material (Content Package) into a tree-like structure with the
representative feature vector and the variant depth, called Content Tree (CT), for

representing each learning material.

® Information Enhancing Module: it assists user to enhance the meta-information
of a content tree. This module consists of two processes: 1) Keyword/phrase
Extraction Process, which employs a pattern-based approach to extract additional
useful keywords/phrases from other metadata for each content node (CN) to
enrich the representative feature of CNs, and 2) Feature Aggregation Process,
which aggregates those representative features by the hierarchical relationships

among CNs in the CT to integrate the information-of the CT.

® |evel-wise Content Clustering -Module: ‘it clusters learning objects (LOs)
according to content trees to establish the level-wise content clustering graph
(LCCG) for creating the relationships among learning objects. This module
consists of three processes: 1) Single Level Clustering Process, which clusters the
content nodes of the content tree in each tree level, 2) Content Cluster Refining
Process, which refines the clustering result of the Single Level Clustering Process
if necessary, and 3) Concept Relation Connection Process, which utilizes the
hierarchical relationships stored in content trees to create the links between the

clustering results of every two adjacent levels.
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Searching Phase includes the following three modules:
® Preprocessing Module: it encodes the original user query into a single vector,

called query vector, to represent the keywords/phrases in the user’s query.

® Content-based Query Expansion Module: it utilizes the concept feature stored
in the LCCG to make a rough query contain more concepts and find more precise

learning objects.

® | CCG Content Searching Module: it traverses the LCCG from these entry
nodes to retrieve the desired learning objects in the LOR and to deliver them for

learners.

Constructing Phase Searching Phase

Initial Query | Querying
Content
Package

users

pre-processing

Content Tree (CT) =
Transforming %
. =
Query Expansion &
Information Enhancing §
LCCG Content
Searching

v
Incremental Level-wise
Content Clustering

[
|
|
|
|
|
|
|
|
|
|
|
: Content-based
|
|
|
|
|
|
|
|
|
|
|
|

Updating Searching Retrieving Delivering

Learning Object
Repository
(LOR)

Level-wise Content
Clustering Graph
(LCCQH)

Figure 3.1: Level-wise Content Management Scheme (LCMS)
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Chapter 4 Constructing Phase of LCMS

In this chapter, we describe the constructing phrase of LCMS, which includes 1)
Content Tree Transforming module, 2) Information Enhancing module, and 3)

Level-wise Content Clustering module, shown in the left part of Figure 3.1.

4.1 Content Tree Transforming Module

Because we want to create the relationships among leaning objects (LOs)
according to the content structure of learning materials, the organization information
in SCORM content package will be transformed into a tree-like representation, called
Content Tree (CT), in this module. Here, we define a maximum depth & for every

CT. The formal definition of a CTuis describedas follows.

Definition 4.1: Content Tree (CT)
Content Tree (CT) = (N, E), where

. N:{nO: nl:“" nm}-

—_—

® E={ nn, |0= i<thedepthofCT}.

i+1

As shown in Figure 4.1, in CT, each node is called “Content Node (CN)”
containing its metadata and original keywords/phrases information to denote the
representative feature of learning contents within this node. E denotes the link edges

from node »; in upper level to n;+; in immediate lower level.
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Content Tree (CT)

Content Node: CNy, . Content Node (CN)

»

Level 0 1. metadata
2. keywords/phrases
3. keyword vector

Level 1 Q @ ceves Q 4. feature vector
L} <€

.\

Content Link (CL)
1. parent-node mdex
Level D oo Q seeeecnese @ 2. child-node mdex

Figure 4.1: The Representation of Content Tree

[

Example 4.1: Content Tree (CT) Transformation

Given a SCORM content package shown in the left hand side of Figure 4.2, we
parse the metadata to find the keywords/phrases in each CN node. Because the CN,
“3.17, is too long, so that its included child nodes, i.e., “3.1.1” and “3.1.2”, are
merged into one CN, “3.1”, and-the weight of-each keywords/phrases is computed by
averaging the number of times it tappearing-in “3.1”, “3.1.1”, and “3.1.2”. For
example, the weight of “A47” for “371”is.computed as avg.(1, avg.(1, 0)) = 0.75. Then,
after applying Content Tree Transforming Module, the CT is shown in the right part

of Figure 4.2.

Content Package (CP)

imsmanifest.xml )
<Organization> <Resources> s N\
Content Content Tree (CT)
Content Content Node
Chapter 1 - Level 0
—{ Chapeer 1 ] o] o Py
4| Chapter 2 >
Chapter 1 Chapter 2 Chapter2 |
R ‘ K, ‘ ‘ K, ‘ ‘ K, Level 1
2.1 2.2 3.1 3.2
Ky ‘ ‘ K, ‘ | K, | ‘ K, ‘ o LevelZ

Y

K23 = {Al, DM, DB}
with weights {0.75, 1, 0.25)

A 4

| Roll up the keywords/phrases information |
Li” 3.1.1and3.1.2 |
~~— J

Y

A 4

J 0000007
)

Lo The Content Organization (<Organization>) is uanstormed into an Content Tree (CT)

Figure 4.2: An Example of Content Tree Transforming
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Algorithm 4.1: Content Package to Content Tree Algorithm (CP2CT-Alg)
Symbols Definition:

CP : denotes the SCORM content package.

CT : denotes the Content Tree transformed the CP.

CN : denotes the Content Node in CT.

CNieas: denotes the leaf node CN in CT.

Dct : denotes the desired depth of CT.

Dcn : denotes the depth of a CN

Input  : SCORM content package (CP)

Output : Content Tree (CT)

Step 1: For each element <item>"in CP
1.1: Create a CN with Keyword/phrase information.
1.2: Insert it into the corresponding level in CT.
Step 2: For each CNyess in CT

If the depth of CNyeat > Det

Then its parent CN in depth = D¢t will merge the keywords/phrases of

all included child nodes and run the rolling up process to assign

the weight of those keywords/phrases.

Step 3: Content Tree (CT)
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4.2 Information Enhancing Module

In general, it is a hard work for user to give learning materials an useful metadata,
especially useful “keywords/phrases”. Therefore, we propose an information
enhancement module to assist user to enhance the meta-information of learning
materials automatically. This module consists of two processes: 1) Keyword/phrase
Extraction Process and 2) Feature Aggregation Process. The former extracts
additional useful keywords/phrases from other meta-information of a content node
(CN). The latter aggregates the features of content nodes in a content tree (CT)

according to its hierarchical relationships.

4.2.1 Keyword/phrase ExtractiomProcess

Nowadays, more and mare learning materials are designed as multimedia
contents. Accordingly, it is difficult to extract meaningful semantics from multimedia
resources. In SCORM, each learning object has-plentiful metadata to describe itself.
Thus we focus on the metadata of SCORM content package, like “title” and
“description”, and want to find some useful keywords/phrases from them. These
metadata contain plentiful information which can be extracted, but they often consist
of a few sentences. So, traditional information retrieval techniques can not have a

good performance here.

To solve the problem mentioned above, we propose a Keyword/phrase
Extraction Algorithm (KE-Alg) to extract keyword/phrase from these short sentences.
First, we use tagging techniques to indicate the candidate positions of interesting
keyword/phrases. Then, we apply pattern matching technique to find useful patterns

from those candidate phrases.
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To find the potential keywords/phrases from the short context, we maintain sets
of words and use them to indicate candidate positions where potential words/phrases
may occur. For example: the phrase after the word “called” may be a key-phrase; the
phrase before the word “are” may be a key-phrase; the word “this” will rnot be a part
of key-phrases in general cases. These word-sets are stored in a database, called
Indication Sets (IS). At present, we just collect a Stop-Word Set to indicate the words
which are not a part of key-phrases to break the sentences. Our Stop-Word Set
includes punctuation marks, pronouns, articles, prepositions, and conjunctions in the
English grammar. We still can collect more kinds of inference word sets to perform

better prediction if it is necessary in the future.

Afterward, we use the WordNet [WN] to analyze the lexical features of the
words in the candidate phrases.WordNet 1s a lexical reference system whose design is
inspired by current psycholinguistic’-theories of -human lexical memory. It is
developed by the Cognitive Science Laboratory at Princeton University. In WordNet,
English nouns, verbs, adjectives and adverbs are organized into synonym sets, each
representing one underlying lexical concept. And different relation-links have been
maintained in the synonym sets. Presently, we just use WordNet (version 2.0) as a

lexical analyzer here.

To extract useful keywords/phrases from the candidate phrases with lexical
features, we have maintained another database, called Pattern Base (PB). The
patterns stored in Pattern Base are defined by domain experts. Each pattern consists
of a sequence of lexical features or important words/phrases. Here are some examples:
« noun + noun », « adj. + adj. + noun », « adj. + noun », « noun (if the word can

only be a noun) », « noun + noun + “scheme” ». Every domain could have its own
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interested patterns. These patterns will be used to find useful phrases, which may be a
keyword/phrase of the corresponding domain. After comparing those candidate
phrases by the whole Pattern Base, useful keywords/phrases will be extracted.
Example 4.2 illustrates an example of the Keywords/phrases Extraction Algorithm.

Those details are shown in Algorithm 4.2.

Example 4.2: Keyword/phrase Extraction

As shown in Figure 4.3, give a sentence as follows: “challenges in applying
artificial intelligence methodologies to military operations”. \We first use Stop-Word
Set to partition it into several candidate phrases: {“challenges”, “applying artificial
intelligence methodologies™, “military operation™}. By querying WordNet, we can get
the lexical features of these candidate phrases are:{“n/\", “v+adj+n+n”, “n/adj+n"}.
Afterward, by matching with the important patterns-stored in Pattern Base, wWe can
find two interesting patterns *adj+n”-and-“u/adj+n” occurring in this sentence.

Finally, we extract two key-phrases:*axtificial intelligence" and “military operation”.

challenges in applying artificial intelligence methodologies to military operations

@ Indication Sets (e.g Stop-Word Set (the, to, in, ...etc) )

{challenges} {applying artificial intelligence methodologies} {military operations}

@ WordNet

{challenges} {applying artificial intelligence methodologies} {military operations}
(n/v) (v+adj+n-+n) (n/adj+n)

@ Pattern Base (e.g «n+n», «adj.+n», «n+n+ “scheme’» )

{artificial intelligence} {military operations}
(adj+n) (n/adj+n)

Figure 4.3: An Example of Keyword/phrase Extraction

17



Algorithm 4.2: Keyword/phrase Extraction Algorithm (KE-Alg)

Symbols Definition:

SWS': denotes a stop-word set; consists of punctuation marks, pronouns, articles,
prepositions, and conjunctions in English grammar

PS : denotes a sentence

PC : denotes a candidate phrase

PK : denotes keyword/phrase

Input  :asentence

Output : a set of keyword/phrase (PKs) extracted from input sentence

Step 1: Break the input sentence into a set.of PCs by SWS
Step 2: For each PC in this set
2.1: For each word in this'"PC
2.1.1: Find out the'lexical feature-of the word by querying WordNet.
2.2: Compare the lexical feature of this PC with Pattern-Base.
2.2.1: If there is any interesting pattern found in this PC,
mark the corresponding part as a PK.

Step 3: Return PKs
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4.2.2 Feature Aggregation Process

In Section 4.2.1, additional useful keywords/phrases have been extracted to
enhance the representative features of content nodes (CNs). In this section, we utilize
the hierarchical relationship of a content tree (CT) to further enhance those features.
Considering the nature of a CT: the nodes closer to the root will contain more general
concepts which can cover all of its children nodes. For example, a learning content

“data structure” must cover the concepts of “linked list”.

Before aggregating the representative features of a content tree (CT), we apply
the Vector Space Model (VSM) approach [CK+92][RW86] to represent the
keywords/phrases of a CN. Here, we encode each content node (CN) by the simple
encoding method which uses single vector; called keyword vector (KV), to represent
the keywords/phrases of the=CN. Each ‘dimension of the KV represents one
keyword/phrase of the CN. And"all representative keywords/phrases are maintained in

a Keyword/phrase Database in the system.

Example 4.3: Keyword Vector (KV) Generation

As shown in Figure 4.4, the content node CNa has a set of representative
keywords/phrases: {“e-learning”, “SCORM”, “learning object repository”}. And we
have a keyword/phrase database shown in the right part of Figure 4.4. Via a direct
mapping, we can find the initial vector of CNa is <1, 1, 0, 0, 1>. Then, we normalize

the initial vector and get the keyword vector of CNa: <0.33, 0.33, 0, 0, 0.33>
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keywords/phrases of CN, /\

“e-learning”, “SCORM”, \¥/

“learning object repository” 1. e-learning
2. learning object

Mapping repository

3. clustering

initial vector of CN,, 4. IMS
5. SCORM
<1, 1,00 I>
Keyword/phrase
Normalization l database

keyword vector of CN,,

<0.33, 0.33, 0, 0, 0.33>

Figure 4.4: An Example of Keyword Vector Generation

After generating the keyword vectors (KVs) of content nodes (CNs), we compute
the feature vector (FV) of each content node by aggregating its own keyword vector
with the feature vectors of its children nodes. For.the leaf node, we set its FV = KV
For the internal nodes, FV = (l-alpha) * KV +.alpha * avg.(FVs of its children),
where alpha is a parameter used to define-the-intensity of the hierarchical relationship

in a content tree (CT). The higher the alpha_is; the more features are aggregated.

Example 4.4: Feature Aggregation
In Figure 4.5, content tree CTx consists of three content nodes: CNy, CN, and
CNs. Now, we already have the KV’s of these content nodes and want to calculate their
feature vectors (FVs). For the leaf node CN,, FVen: = KVenz: = <0.2, 0, 0.8, 0>.
Similarly, FVens = KVens = <0.4, 0, 0, 0.6>. For the internal node CN3, according to
the formula, FVeny = (1-a) * KVeny + a * avg.(FVenz, FVeys). Here we set the
intensity parameter o as 0.5, so
FVeni =05 * KVeny + 0.5 * avg.(FVena, FVens)
=0.5*<0.5,0.5,0, 0>+ 0.5 *avg.(<0.2, 0, 0.8, 0>,<0.4, 0, 0, 0.6>)
=<0.4,0.25,0.2,0.15>
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content tree CT,

CNI KV, =<05,05,0,0>
FV ey = 0.5%KV oy, + 0.5%av8(FV oy FV0)
= <04,0.25,02,0.15>

(internal- i S
node)

CN2 CN3

(leaf-node) (leaf-node)
b b

KV, =<02,0,08, 0> KV 3 =<04,0,0,0.6>
FViny =KV, =<0.2,0,0.8, 0> FVins = KV =<04, 0,0, 0.6>

Figure 4.5: An Example of Feature Aggregation

Algorithm 4.3: Feature Aggregation Algorithm (FA-AIg)

Symbols Definition:

D : denotes the maximum:depth of the content tree (CT)

Lo~Lp-1 : denote the levels of-CT descending from-the top level to the lowest level
KV : denotes the keyword vector-of.a-content node (CN)

FV : denotes the feature vector.of a CN

Input  :aCT with keyword vectors

Output :a CT with feature vectors

Stepl: Fori=LpjitoL,
1.1: For each CN;j in L; of this CT
1.1.1: If the CN; is a leaf-node, FVcnj = KV
Else, FVcnj = (1-a) KVenj + @ * avg.(FVs of its child-nodes)

Step 2: Return CT with feature vectors
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4.3 Level-wise Content Clustering Module

After structure transforming and representative feature enhancing, we apply the
clustering technique to create the relationships among content nodes (CNs) of content
trees (CTs). In this thesis, we propose a Directed Acyclic Graph (DAG), called
Level-wise Content Clustering Graph (LCCG), to store the related information of
each cluster. Based upon the LCCG, the desired learning content including general

and specific LOs can be retrieved for users.

4.3.1 Level-wise Content Clustering Graph (LCCG)

Level-wise Content Clustering Graph (LCCG)

LCC-Node: C,, C,, Covs LCC-Node

1. cluster feature CF
2. content node list
CNL

Stage 1 @ D é\wmm
() ()

Stage 0

' 1. parent-node index
2. child-node index

Stage N

Figure 4.6: The Representation of Level-wise Content Clustering Graph

As shown in Figure 4.6, LCCG is a multi-stage graph with relationships
information among learning objects, e.g., a Directed Acyclic Graph (DAG). Its

definition is described in Definition 4.2:

Definition 4.2: Level-wise Content Clustering Graph (LCCG)
Level-wise Content Clustering Graph (LCCG) = (N, E), where
® N ={(CFy, CNLy), (CF3, CNLy), ..., (CFm, CNLp) }.

It stores the related information, Cluster Feature (CF) and Content Node
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List (CNL), in a cluster, called LCC-Node. The CNL stores the indexes of

learning objects included in this LCC-Node.

R ———

® E={ nn, |0= i<thedepthof LCCG}.

It denotes the link edge from node n; in upper stage to n;; in immediate

lower stage.

For the purpose of content clustering, the number of the stages of LCCG is equal
to the maximum depth (&) of CT, and each stage handles the clustering result of
these CNs in the corresponding level of different CTs. That is, the top stage of LCCG
stores the clustering results of the root nodes in the CTs, and so on. In addition, in
LCCG, the Cluster Feature (CF) stores.the related information of a cluster. It is
similar with the Cluster Feature proposed in. the.Balance Iterative Reducing and

Clustering using Hierarchies (BIRCH) clustering algorithm and defined as follows.

Definition 4.3: Cluster Feature

The Cluster Feature (CF) = (N, Vs, CS), where

® N: it denotes the number of the content nodes (CNs) in a cluster.

® IS= Zilﬁ/ . It denotes the sum of feature vectors (FVs) of CNs.

® CS :|ZZII7I./ N |:|7§/ N|. It denotes the average value of the feature

vector sum in a cluster. The | | denotes the Euclidean distance of the feature

vector. The (V—S /N) can be seen as the Cluster Center (CC) of a cluster.

Moreover, during content clustering process, if a content node (CN) in a content

tree (CT) with feature vector (I?V) is inserted into the cluster CFa = (Na, WA CSa),
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the new CFa = (N, +1, ﬁ/ﬁﬁ, ‘(EFITV’)/(NA +1j). An example of Cluster

Feature (CF) and Content Node List (CNL) is shown in Example 4.5.

Example 4.5: Cluster Feature (CF) and Content Node List (CNL)
Assume a cluster Cy stores in the LCC-Node Na with (CFa, CNL,A) and contains

four CNs: CNoz, CNgz2, CNoz, and CNg4, which include four feature vectors, <3,3,2>,

<3,2,2>, <2,3,2> and <4,4,2>, respectively. Then, the WA: <12,12,8>, the CC

=VS, IN, = <3,3,2>, and the CS, = |CC| = (9+9+4)"? = 4.69. Thus, the CFa = (4,

<12,12,8>, 4.69), and CNLA = { CNo1, CNg2, CNos, CN04}

4.3.2 Incremental Level-wise Content:Clustering Algorithm

Based upon the definition of LCCG, we propose an Incremental Level-wise
Content Clustering Algorithm, called ILCC-Alg, to create the LCC-Graph according
to the CTs transformed from learning ebjects. The ILCC-Alg includes two processes:
1) Single Level Clustering Process, 2) Content Cluster Refining Process, and 3)

Concept Relation Connection Process. Figure 4.7 illustrates the flowchart of

ILCC-Alg.
wio ) M eerie
. OO0 Slng.le Level . Conte.snt Cluster Concep.t Relation s eolloTme
; Clustering Process Refining Process Connection Process h
ot (Yo () e O ; | e e
Content Tree (CT) Next U Tevel Level-wise Content
ext Upper Leve Clustering Graph (LCCG)

Figure 4.7: The Process of ILCC-Algorithm
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(1) Single Level Clustering Process

In this process, the content nodes (CNs) of CT in each tree level can be clustered
by different similarity threshold. The content clustering process is started from the
lowest level to the top level in CT. All clustering results are stored in the LCCG. In
addition, during content clustering process, the similarity measure between a CN and
an LCC-Node is defined by the cosine function which is the most common for the
document clustering. It means that, given a CN N, and an LCC-Node LCCNy, the
similarity measure is calculated by

_ FVey, ®FVcon,
‘F Vew IIF VLCCNA‘

sim(CN ,,LCCN ,) = coS(FV sy ,FV,cy )

where FVena and FV cena are the feature vectors of CNa and LCCNa respectively.
The larger the value is, the more similar two feature vectors are. And the cosine value

will be equal to 1 if these two feature vectors are-totally the same.

The basic concept of Incremental Single Level Clustering Algorithm (ISLC-Alg)
is also described in Figure 4.8. In Figure 4.8.1, we have an existing clustering result
and two new objects, CN4 and CNs, needed to be clustered. First we compute the
similarity between CN,4 and the existing clusters, LCC-Node; and LCC-Node;. In this
example, the similarities between them are all smaller than the similarity threshold.
That means the concept of CNy is not similar with the concepts of existing clusters, so
we treat CNy4 as a new cluster LCC-Nodes. Then we cluster the next new object, CNs.
After computing and comparing the similarities between CNs and existing clusters,
we find CNs is similar enough with LCC-Node,, so we put CNs into LCC-Node; and
update the feature of this cluster. The final result of this example is shown in Figure

4.8.4. Moreover, the detail of ISLC-Alg is shown in Algorithm 4.1,
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LCC-Node 1 LCC-Node 2

SISO

Existing
Result

LCC-Node 1 LCC-Node 2

SISO

A\ Compare with
the existing clusters

Existing
Result

wait to be wait to be
clustered clustered
1|2
4
LCC-Node 1 LCC-Node 2 LCC-Node 3 LCC-Node 1 LCC-Node 2 LCC-Node 3
Existing Existing
Result Result
\\ \‘
| |
- Compare with Does NOT find a find the cluster

the existing clusters cluster which is

@ similar enough

wait to be
clustered

which is similar enough

wait to be
clustered

Figure 4.8: An Example of Incremental Single Level Clustering

Symbols Definition:

2.1: If sim(n*, CNy\) > T;

Algorithm 4.4: Incremental Single Level Clustering Algorithm (ISLC-AIlg)

LNset : the existing LCC-Nodes (LNs) in the same level (L)

CNy :anew content node (CN) needed-to-be.clustered

T; : the similarity threshold ofthe level (L) for clustering process.
Input  : LNse, CNyand Ti

Output : The set of LCC-Nodes storing the new clustering results.

Step 1: V n; € LNse, calculate the similarity sim(n;, CNy)

Step 2: Find the most similar one, n*, for CNy

Then insert CNy into the cluster n* and update its CF and CL
Else insert CNy as a new cluster stored in a new LCC-Node.

Step 3: Return the set of the LCC-Nodes.
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(2) Content Cluster Refining Process

Due to the ISLC-Alg algorithm runs the clustering process by inserting the
content trees (CTs) incrementally, the content clustering results are influenced by the
inputs order of CNs. In order to reduce the effect of input order, the Content Cluster
Refining Process is necessary. Given the content clustering results of ISLC-Alg,
Content Cluster Refining Process utilizes the cluster centers of original clusters as the
inputs and runs the single level clustering process again for modifying the accuracy of
original clusters. Moreover, the similarity of two clusters can be computed by the

Similarity Measure as follows:

Similarity = Cos (CC ,,CC ;) = CC ,oCC, = (VSA/NA)°(VSA/NA)
lcc ,|cc ;| CS ,*CS,

After computing the similarity,.If the two-clusters have to be merged into a new

cluster, the new CF of this new cluster 1S CFuen= (N, + N, , VT’A +V—S; ,

VS, +VS) (N, +N,))).

(3) Concept Relation Connection Process

The concept relation connection process is used to create the links between
LCC-Nodes in adjacent stages of LCCG. Based on the hierarchical relationships stores
in content trees (CTs), we can find the relationships between more general subjects
and more specific ones. Thus, after applying ISLC-Alg to two adjacent stages, we

then apply Concept Relation Connection Process and create new LCC-Links

Figure 4.9 shows the basic concept of Incremental Level-wise Content

Clustering Algorithm (ILCC-Alg). Every time getting a new content tree (CT), we
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apply ISLC-Alg from bottom to top, and update the semantic relation links between
adjacent stages. Finally we can get a

ILCC-Alg is shown in Algorithm 4.5,

new clustering result. The algorithm of

LCCG LCCG
Existing [ Q ] [ Q ] Existing E O ] [ O ]
Clustering Clustering
Result Result
©o] (o ] oo]o ],
\\
\
CTygw CTygw \\
Wait to be Waittobe < \
clustered clustered ; cluster the
.~ decpest stage first
1|2
LCCG 514 LCCG
e
Existing [ O ] [ Q } Existing E Q ] E O ] ’\
Clustering Clustering \
Result Result “\‘
|
0o][oe] [0 0o][ce] (e
|
hat |
\\\ /‘j
\
T \ CTypy —-
CTyew \ ~ T NEW cluster the //
| : o~
Waittobe < \ Waittobe | < | next stage
clustered ;7 the deepest stage clustered
.~ = has been clustered
LCCG \iﬁ LCCG
e
Existing [O ] EO Q ] '\\\ Existing EO ] [O O ]
Clustering \ Clustering
Result ‘ Result
\
©co](ce] (e ©o](ce]
|
//”‘ . .
CTNew "7 the next stage CTyew Update semantic links
: -~ . .
Waittobe | y< . hasbeen clustered | waitto be byﬁgi:eétlig rll(ew
clustered clustered -LInks

Figure 4.9: An Example of Incremental Level-wise Content Clustering
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Algorithm 4.5: Incremental Level-wise Content Clustering Algorithm
(ILCC-Alg)

Symbols Definition:

D : denotes the maximum depth of the content tree (CT).

Lo~Lp-1 : denote the levels of CT descending from the top level to the lowest level.

So~Sp1 : denote the stages of LCC-Graph.

To~Tp.1 : denote the similarity thresholds for clustering the content nodes (CNSs) in
the level Lo~Lp.1 respectively.

CTn : denotes a new CT with a maximum depth (D) needed to be clustered.

CNset  : denotes the CNs in the content tree level (L).

LG : denotes the existing LCC-Graph

L Nset - denotes the existing LCC-Nodes.(LNs) in the same level (L)

Input . LG, CTN, To"’TD.l

Output : LCCG which holdsthe clustering-results in every content tree level.

Step 1: For i = Lp.;to Lo, do the following Step 2 to Step 4.
Step 2: Single Level Clustering:
2.1: LNget =the LNs € LGinL;
2.2: CNget =the CNs e CTyin Li
2.2: For LNget and any CN € CNsgg,
Run Incremental Single Level Clustering Algorithm (1SLC-AIlQ)
with threshold T;.
Step 3: If i<D-1
3.1: Construct LCCG-Link between S; and Sjs1.

Step 4: Return the new LCCG
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Chapter 5 Searching Phase of LCMS

In this chapter, we describe the searching phrase of LCMS, which includes 1)
Preprocessing module, 2) Content-based Query Expansion module and 3) LCCG

Content Searching module, shown in the right part of Figure 3.1.

5.1 Preprocessing Module

In this module, we translate user’s query into a vector to represent the concepts
user want to search. Here, we encode a query by the simple encoding method which
uses a single vector, called query vector (QV), to represent the keywords/phrases in
the user’s query. If a keyword/phrase appears in the Keyword/phrase Database of the
system, the corresponding position in the query. vector will be set as “1”. If the
keyword/phrase does not appear in.the Keyword/phrase Database, it will be ignored.

And all the other positions in the query vector-will be set as “0”.

Example 5.1: Preprocessing: Query Vector Generator
As shown in Figure 5.1, the original query is: {*e-learning”, “LCMS”, “learning
object repository”}. And we have a Keyword/phrase Database shown in the right part

of Figure 5.1. Via a direct mapping, we can find the query vector is <1, 0, 0, 0, 1>.

User's query

“e-learning”, “LCMS”,
“learning object repository”

1. e-learning
2. learning object

repository
3. clustering
4. IMS

Mapping

Query Vector of the query 5. SCORM
<1,0 00 I> Keyword/phrase
database

Figure 5.1: Preprocessing: Query Vector Generator
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5.2 Content-based Query Expansion Module

In general, while users want to search desired learning contents, they usually
make rough queries, or called short queries. Using this kind of queries, users will
retrieve a lot of irrelevant results. Then, they need to browse many irrelevant item to
learn “How to set an useful query in this system to get what | want?” by themselves.
In most cases, systems use the relational feedback provided by users to refine the
query and do another search, iteratively. It works but often takes time for users to
browse a lot of non-interested items. In order to assist users efficiently find more
specific content, we proposed a query expansion scheme, called Content-based Query

Expansion, based on the multi-stage index of LOR, i.e., LCCG.

Figure 5.2 shows the process .of Content-based Query Expansion. In LCCG,
every LCC-Node can be treated as'a concept, and each concept has its own feature: a
set of weighted keywords/phrases. Therefore; we can search the LCCG and find a
sub-graph related to the original rough query by computing the similarity of the
feature vector stored in LCC-Nodes and the query vector. Then we integrate these
related concepts with the original query by calculating the linear combination of them.
After concept fusing, the expanded query could contain more concepts and perform a
more specific search. Users can control an expansion degree to decide how much
expansion s/he needs. Via this kind of query expansion, users can use rough query to
find more specific content stored in the LOR in less iterations of query refinement.

The algorithm of Content-based Query Expansion is described in Algorithm 5.1.
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Figure 5.2: The Process of Content-based Query Expansion
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Figure 5.3: The Process of LCCG Content Searching
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Algorithm 5.1: Content-based Query Expansion Algorithm (CQE-AIg)

Symbols Definition:

Q : denotes the query vector whose dimension is the same as the feature vector of
content node (CN)

Te : denotes the expansion threshold assigned by user

p  : denotes the expansion parameter assigned by system administrator

So~Sp-1: denote the stage of an LCCG from the top stage to the lowest stage

ExpansionSet and DataSet: denote the sets of LCC-Nodes

Input  :aquery vector Q, expansion threshold Tg

Output : an expanded query vector EQ

Step 1: Initial the ExpansionSet =¢ and DataSet = ¢
Step 2: For each stage S;eLCCG,
repeatedly execute the following stepsuntil Sj= Spes
2.1: DataSet = DataSet w LCC-Nodes in stage S; and ExpansionSet=¢
2.2: For each V; € DataSet,
If (the similarity between N;and Q) > Te
Then insert V; into ExpansionSet
2.3: DataSet = ExpansionSet //for searching more precise LCC-Nodes in
next stage in LCCG
Step 3: EQ = (1-5)*Q + p*avg(feature vectors of LCC-Nodes in ExpansionSet)

Step 4: return EQ
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5.3 LCCG Content Searching Module

The process of LCCG Content Searching is shown in Figure 5.3. In LCCG, every
LCC-Node contains several similar content nodes (CNs) in different content trees
(CTs) transformed from content package of SCORM compliant learning materials.
The content within LCC-Nodes in upper stage is more general than the content in
lower stage. Therefore, based upon the LCCG, users can get their interesting learning
contents which contain not only general concepts but also specific concepts. The
interesting learning content can be retrieved by computing the similarity of cluster
center (CC) stored in LCC-Nodes and the query vector. If the similarity of LCC-Node
satisfies the query threshold users defined, the information of learning contents
recorded in this LCC-Node and its included. child LCC-Nodes are interested for users.
Moreover, we also define the Near Siniilarity.Criterion to decide when to stop the
searching process. Therefore, if the similarity between the query and the LCC-Node
in the higher stage satisfies the definition-of Near Similarity Criterion, it is not
necessary to search its included child LCC-Nodes which may be too specific to use

for users. The Near Similarity Criterion is defined as follows:

Definition 5.1: Near Similarity Criterion
Assume that the similarity threshold 7 for clustering is less than the similarity
threshold S for searching. Because similarity function is the cosine function, the

threshold can be represented in the form of the angle. The angle of T is denoted as
8, =cos" T and the angle of S is denoted as &, =cos™ S. When the angle between the

query vector and the cluster center (CC) in LCC-Node is lower than 6,-6,, we
define that the LCC-Node is near similar for the query. The diagram of Near

Similarity is shown in Figure.
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Figure 5.4: The Diagram of Near Similarity According to the Query Threshold Q and
Clustering Threshold T

In other words, Near Similarity Criterion is that the similarity value between the
query vector and the cluster center (CC).in LCC-Node is larger than Cos(6; —6,),
so that the Near Similarity can be defined again according to the similarity threshold
TandS.

Near Similarity > Cos(6; =6, y=Cos@yCos b, + Sin6,Sinb,
6T+ (V1o 57 i1
By the Near Similarity Criterion, the algorithm of the LCCG Content Searching

Algorithm (LCCG-CSAlg) is proposed as shown in Algorithm 5.2.
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Algorithm 5.2: LCCG Content Searching Algorithm (LCCG-CSAIg)

Symbols Definition:

Q : denotes the guery vector whose dimension is the same as the feature vector
of content node (CN)

D : denotes the number of the stage in an LCCG.

So~Sp-1: denote the stage of an LCCG from the top stage to the lowest stage.

ResultSet, DataSet, and NearSimilaritySet: denote the sets of LCC-Nodes.

Input:  The query vector Q, search threshold T and
the destination stage Spes where So<Spes<Sp.1.

Output: the ResultSet contains the set of similar clusters stored in LCC-Nodes.

Step 1: Initiate the DataSet =¢ and NearSimilaritySet = ¢
Step 2: For each stage S;eLCCG,
repeatedly execute the following stepsuntil Sj= Spes
2.1: DataSet = DataSet w LCC-Nodes in stage S;, and ResultSet=¢
2.2: For each V; € DataSet,
If V; is near similar with Q
Then insert V; into NearSimilaritySet.
Else If (the similarity between N;jand Q) > T
Then insert V; into ResultSet }
2.3: DataSet = ResultSet. //for searching more precise LCC-Nodes in
next stage in LCCG

Step 3: Output the ResultSet = ResultSet w NearSimilaritySet
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Chapter 6 Implementation and Experimental Results

6.1 System Implementation

To evaluate the performance, we have implemented a web-based system, called
Learning Object Management System (LOMS). The operating system of our web
server is FreeBSD4.9. Besides, we use PHP4 as the programming language and

MySQL as the database to build up the whole system.

Figure 6.1 shows the configuration page of our LOMS. The upper part lists the
parameters used in our Level-wise Content Management Scheme (LCMS). The
“maximum depth of a content tree” is used in CP2CT-Alg to decide the maximum
depth of the content trees (CTs).transformed-from'SCORM content packages (CPs).
Then the “clustering similarity-thresholds” defines the clustering thresholds of each
level in the ILCC-Alg. Besides, the.*searching’ similarity thresholds” and “near
similarity threshold” are used in the LECG-CSAlg to traverse the LCCG and retrieve
the desired learning objects. The lower part of this page provides the links to maintain

the Keyword/phrase Database, Stop-Word Set, and Pattern Base Of our system.

As shown in Figure 6.2, users can set the query words to search LCCG and
retrieve the desired learning contents. Besides, they can also set other searching
criterions about other SCORM metadata such as “version”, “status”, “language”,
“difficulty”, etc. to do further restrictions. Then all searching results with hierarchical
relationships are shown in Figure 6.3. By displaying the learning objects with their

hierarchical relationships, users can know more clearly if that is what they want.

Besides, users can search the relevant items by simply clicking the buttons in the left
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side of this page or view the desired learning contents by selecting the hyper-links. As
shown in Figure 6.4, a learning content can be found in the right side of the window,
and the hierarchical structure of this learning content is listed in the left side.
Therefore, user can easily browse the other parts of this learning contents without

perform another search.

&7 LOMS Configuration - Microsoft Internet Explorer =Jo&d
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¢ D MR G e Joamme e @ (-2 W - @K
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Figure 6.1: System Screenshot: LOMS configuration
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Figure 6.4: System.Screenshot: Viewing Learning Objects

6.2 Experimental Results

In this section, we describe the experimental results about our LCMS.
(1) Synthetic Learning Materials Generation and Evaluation Criterion

Here, we use synthetic learning materials to evaluate the performance of our
clustering algorithms. All synthetic learning materials are generated by three
parameters: 1) V: The dimension of feature vectors in learning materials, 2) D: the
depth of the content structure of learning materials, 3) B: the upper bound and lower

bound of included sub-section for each section in learning materials.

In the Incremental Level-wise Content Clustering Algorithm (ILCC-Alg), the
Incremental Single Level Clustering Algorithm (ISLC-AIg) can be seen as a kind of

traditional clustering algorithms. To evaluate the performance, we compare the
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performance of ILCC-Alg with ISLC-Alg which uses the leaf-nodes as input in
content trees. The resulted cluster quality is evaluated by the F-measure [LA99]
which combines the precision and recall from the information retrieval. The

F-measure is formulated as follows:

F:2><P><R
P+R

, Where P and R are precision and recall respectively. The range of F-measure is [0,1].

The higher the F-measure is, the better the clustering result is.

(2) Experimental Results of Synthetic Learning materials

There are 500 synthetic learning materials with V=15, D=3, and B = [5, 10] are
generated. The clustering threshalds of ILCC-Alg and ISLC-Alg are 0.92. After
clustering, there are 101, 104 and 2529 clusters generated from 500, 3664 and 27456
content nodes in the level Lo,-L;, and-L,.0f content trees, respectively. Then, 30
queries generated randomly are used to.compare the performance of two clustering
algorithms. The F-measure of each query with threshold 0.85 is shown in Figure 6.5.
Moreover, this experiment is run on AMD Athlon 1.13GHz processor with 512 MB
DDR RAM under the Windows XP operating system. As shown in Figure 6.5, the
differences of the F-measures between ILCC-Alg and ISLC-Alg are small in most
cases. Moreover, in Figure 6.6, the searching time using LCCG-CSAlg in ILCC-Alg
is far less than the time needed in ISLC-AIg. Figure 6.7 shows that the clustering with

clustering refinement can improve the accuracy of LCCG-CSAIlg search.
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Figure 6.7: The Comparison of ISLC-Alg and ILCC-Alg with Cluster Refining
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(3) Real Learning Materials Experiment

In order to evaluate the performance of our LCMS more practically, we also do
two experiments using the real SCORM compliant learning materials. Here, we
collect 100 articles with 5 specific topics: concept learning, data mining, information
retrieval, knowledge fusion, and intrusion detection, where every topic contains 20
articles. Every article is transformed into SCORM compliant learning materials and
then imported into our web-based system. In addition, 15 participants, who are
graduate students of Knowledge Discovery and Engineering Lab of NCTU, used the

system to query their desired learning materials.

To evaluate our Content-based Query Expansion Algorithm (CQE-Alg), we
select several sub-topics contained:in our collection and request participants to search
them using at most two keywords/phrases with/witheut our query expasion function.
In this experiments, every sub-topicis-assigned to three or four participants to
perform the search. And then we ‘compare.the precision and recall of those search
results to analyze the performance. As shown in Figure 6.9 and Figure 6.10, after
applying the CQE-Alg, because we can expand the initial query and find more
learning objects in some related domains, the precision may decrease slightly in some
cases while the recall can be significantly improved. Moreover, as shown in Figure
6.11, in most real cases, the F-measure can be improved in most cases after applying
our CQE-Alg. Therefore, we can conclude that our query expansion scheme can help
users find more desired learning objects without reducing the search precision too

much.
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Moreover, a questionnaire is used to evaluate the performance of our system for
these participants. The questionnaire includes the following two questions: 1)
Accuracy degree: “Are these learning materials desired?”, 2) Relevance degree: *“Are
the obtained learning materials with different topics related to your query?”. As
shown in Figure 6.11, we can conclude that the LCMS scheme is workable and

beneficial for users according to the results of questionnaire.

‘ B Accuracy Degree B Relevance Degree ‘

score

1 2 3 4 5 6 | 8 9 10 11 12 13 14 15
guestionnaire

Figure 6.12: The Results of Accuracyand Relevance in Questionnaire
(20.is the highest)
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Chapter 7 Conclusion and Future Work

In this thesis, we propose a Level-wise Content Management Scheme, called
LCMS, which includes two phases: Constructing phase and Searching phase. For
representing each teaching materials, a tree-like structure, called Content Tree (CT), is
first transformed from the content structure of SCORM Content Package in the
Constructing phase. And then, an information enhancing module, which includes the
Keyword/phrase Extraction Algorithm (KE-Alg) and the Feature Aggregation
Algorithm (FA-Alg), is proposed to assist user in enhancing the meta-information of
content trees. According to the CTs, the Level-wise Content Clustering Algorithm
(ILCC-Alg) is then proposed to create a multistage graph with relationships among
learning objects (LOs), called .Level-wise Content Clustering Graph (LCCG).
Moreover, for incrementally updating the learning eontents in LOR. The Searching
Phrase includes the LCCG Content iSeairching-Algorithm (LCCG-CSAlg) to traverse
the LCCG for retrieving desired “learning. content with both general and specific
learning objects according to the query of users over the wire/wireless environment.
Besides, the Content-based Query Expansion Algorithm (CQE-AIlg) is proposed to
assist users in refining their queries to retrieve more specific learning objects from a

learning object repository.

For evaluating the performance, a web-based Learning Object Management
System, called LOMS, has been implemented and several experiments also have been
done. The experimental results show that our LCMS is efficient and workable to

manage the SCORM compliant learning objects.

46



In the near future, more real-world experiments with learning materials in several
domains will be implemented to analyze the performance and check if the proposed
management scheme can meet the need of different domains. Besides, we will
enhance the scheme of LCMS with scalability and flexibility for providing the web
service based upon real SCORM learning materials. Furthermore, we are trying to
construct a more sophisticated concept relation graph, even an ontology, to describe
the whole learning materials in an e-learning system and provide the navigation

guideline of a SCORM compliant learning object repository.
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