Al
oul
¥
43
‘IR
JHLL
HiD
oo
o

B+ X

v s > 5 . [4 = NS2 L= 22 fn, v oo v
EH L S 2R s IR SR R

W B B R 1Y 3L
Channel Assignment and Routing for Multi-Channel Wireless
Mesh Networks Using Generic Algorithms

IR

RES S RN R 2

FERBE A+-HWN £+ A



LN B R ST R AR R e PO e RIS R AL

Channel Assignment and Routing for Multi-Channel Wireless Mesh
Networks Using Generic Algorithms

oy LE Student : Shang-Chun Liu
hERE W i Advisor : Chien Chen
Bz 2 < 7

A Thesis
Submitted to Institute of Computer-Science and Engineering
College of Computer Science
National Chiao Tung University
in partial Fulfillment of the Requirements
for the Degree of
Master

in
Computer Science

October 2005

Hsinchu, Taiwan, Republic of China

PERREY e L



S AFE ARSI AR R VA e
2 T R

FrA o Rl R Mmoo

B d < FF R Fe s
LR 2

TE K 0 E AU R o Bl - P (last-mile) B R E R B
BRRAR e AR S R Ees o g g FOA AR ST, o T 3R R )
B AL H S R SUR R 0 ACR B o B {1 RS 7 F AARE B e SRR
o+ FHT G o™ Ko EARFRAE T LA R o AR Y FF AR

- ’]3‘ ;}'71‘ o 4\‘ ”}’F' 1E ﬁc‘ B b% ‘f%/{_—;_/ﬁ -t /2‘ (LASRR) » H j\}?* /J—E - ,Tﬁ% % T\ﬁ"%/@_ FFE

M F R R AT AR s o 20 LASRR Bk 0 B4 ke 3 A
A - HE BN A FEE A S AA#H g B L F RV (Hill-Climbing) 5 &
YT A fe B W B 0E (HCRCA) » » v i & 7 &5 sl
(Simulated-Annealing) 5 A # eH¥E/T L2 Ap g fe B & 72 (SARCA) » * »t s 5in &
BB HHME T 5K LA e L Fl R SR R R o 03
F oA SRR ARG S B W R B F R i o KRR s g o

Bois o o BB T BORG aiw B R S SRR e o

MaET @ gk RSO ERESMEL ARFE 2 F R FEE

FERRiT L



Channel Assignment and Routing for Multi-Channel

Wireless Mesh Networks Using Generic Algorithms

Student: Shang-Chun Liu Advisor: Dr. Chien Chen

Institute of Computer Science and Engineering
National Chiao Tung University

Abstract

In recent years, the application_of wireless mesh network has provided a quite
attractive solution for last-mile broadband interhet access service. Despite the
unceasing advance in wireless: physical-layer technologies, interference is still the
major factor that limits the bandwidth in conventional single-channel wireless
networks. Therefore, by exploiting multiple non-overlap channels and multiple NICs
environment, interference can be decreased and the available bandwidth can be
increased substantially. In this study, a heuristic routing and channel assignment
algorithm, called Load aware Single Request Routing algorithm (LASRR) is first
proposed to route a single traffic request and assigns channels to the links on the route
that have not been assigned yet. Base on LASRR, we further develop two generic
based algorithms that aim at different traffic requirements; Hill-Climbing based
Routing and Channel Assignment algorithm (HCRCA) for static traffic requirement
and Simulated-Annealing based Routing and Channel Assignment algorithm (SARCA)
for dynamic traffic requirement. While the former simply commits several iterations

to maximize the network throughput, the later also utilizes a pre-defined cost
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functions to minimize the blocking probability for each coming request. Finally,
simulation is conducted to demonstrate the performance improvement compared to an

existing algorithm.

Keywords: Wireless mesh networks (WMNs), heuristic routing and channel

assignment; generic algorithm; Hill-Climbing (HC), Simulated-Annealing (SA).

il



AT

AR R ARE B £ KRG AR B R o g LR R P
sfp ik MEE L > YRR FEET 3 0 oI RS iy f
Foemid AgRa g P FIEPE Y & RAD AT b R By 5P R A
1

1% % AR o b LG BGE R P R P B PR Y r R 2

RHEA- by B EMFN > d AP T ApEHE h
PR AN REFF AL L RL TN EREHFTHREDETF S
;u; B~ BB R BRSNS £ LR B0 E S

12 EEE A R PRARBEAER S E L 2 s AN G R EY

T

A2 NES AR EERPEHRER RGPS o
PR o T RE ~Mp SR ZEFIAFFADE AP B

A A R A N s s E A e el AR

%ﬁﬁﬁ%ﬁ’azﬁﬁ%ﬁgﬂoEQ%WiW%%&WQ&%%n

=h

B AT XE AR R R ] AR -

B ts o _.L\.Q},i\/gj—ik £ 3¢ rﬂl’&?f LA O = SR g _'&"'_:i-;ﬁ/yi‘_\}i% v B AE L E

AT Rk T TR R 0 AR 8 PR R AR P

v



Table of Content

B o B s i
ADSTFACT. ...t I
Rt oSSR O R OPPTPO v
Table of CONENT ..o Vv
LEST OF FIQUIES. ...ttt bbbt Vi
Chapter 1: INTrodUCTION ......c..oiiiiiiie e 1
Chapter 2: Related WOTK ..o 6
2.1 Interference Model and Capacity for WMNS ......ccccooeriininiiniinenicnieneeene 6

2.2 Channel Assignment Strategies for Multi-Channel WMNS..........cccccoeenienene. 8
2.2.1 Single Network Interface Card ..........cccceevviviiiiniininiiiinecccee 8

2.2.2 Multiple Network Interface Card...........cccccoeeviniiniininiiniininiceee 9

2.3 Hill Climbing and Simulated Annealing...........c.ccocceeevenienenninicnenneneene. 11
2.3.1 Hill CHMDBING ..ottt 11

2.3.2 Simulated ANNEAIING........coeeviiriiiiiiiriceeeeceeeee e 12

Chapter 3: Proposed Routing and Channel Assignment Algorithms.................... 14
3.1 The Variables and Objective Function...iilu.....cccooveiiriiniininiinicncnicnecs 14

3.2 Load Aware Single Request Routing Algorithm............cccooeeiiniinininnnns 15

3.3 Hill Climbing Based Routing and Channel ASsignment...........c..cccccecveveennene 17

3.4 Simulated Annealing Based Routing-and Channel Assignment .................... 19
Chapter 4: SImulation ReSUIS . i et 27
4.1 Simulation Result of HCRCA = Static Traffic........ccocovenviniinininiiicniee, 28

4.2 Simulation Result of SARCA — Dynamic Traffic........cccoceneiiiniinnncnnee. 32
Chapter 5: CONCIUSIONS .......ocviiiiiiiiiiecee e 38
REFEIENCE: ... 39



List of Figures

Fig. 1. An example of wireless mesh network. ...........ccccoeviiiiiiiiiniiiieieeeceee, 2

Fig. 2. When node F is transmitting to node G (edge F-G is active). None of edge in

this figure can be operate simultaneously, for k= 2. .........cccoooiiiiiiiiiini, 3
Fig. 3(a). An illustration of static traffic requirement. .............cccceeevieniiniiienieniiieeeee. 4
Fig. 3(b). An illustration of dynamic traffic requirement. ...........cccceeveeriiienieniieneennee. 4
Fig. 4. Collision domain of active lInK. ..........cccoviiiiiiiniiniiinccccecc 7
Fig. 5. Classification of channel assignment strategies. .........ccoceeveriiireeneeieneenennne 8
Fig. 6. Identical and non-identical channel assignment..............c.ccoceeiieiiiienienieenieen. 10
Fig. 7(a). HC iteration at each time for the best solution..............cccceeiiiniiiiiinniinnnn. 12
Fig. 7(b). SA allowing cost uphill moves up at each time # for global optima. ........... 13
Fig. 8(a). Formal procedure of Hill Climbing............cccceceriininiiiniininiinicienicnceens 13
Fig. 8(b). Formal procedure of Simulated Annealing. ..........ccccoceevveveriinieneniieneenens 13
Fig. 9. Available capacity on link (4, 5) is Max{C —(a+b+c+e+ f+g), 0}. Ifall
links are using the same channel..............occoiiiiiiiiiii e 15
Fig. 10(a). Load aware single request routing algorithm (LASRR). ......c..cccccecenienies 17

Fig. 10(b). Criterion of non-conform links (if NIC=2 for all nodes). Italic number

represents the channel already ‘assigned:on the link; Bold represents the available

channel on LNk (2, D). ..ooueeeiii i i e 17
Fig. 11. Hill climbing based routing and channel assignment algorithm. ................... 19
Fig. 12. Ripple-effect of channel change (NIC =2): . .....cooiiiiiiiniiiiiinieeiccee 23
Fig. 13. Neighborhood structure: a capacity release algorithm ................cccocceniien. 24
Fig. 14. Examples of capacity release algorithm. ............ccccoeviiiiiiiniiniiiiiiece, 25
Fig. 15. A 10x10 grid topology with 100 nodes..........cccceeevieniieiiiiniieiiecieeeeee e 27
Fig. 16. The overall network throughput with 2 NICs per node...........cccoceeveruenennnene 29
Fig. 17. The overall network throughput with 3 NICs per node..........c.ccoceeverienennnens 30
Fig. 18. The overall network throughput with 4 NICs per node...........cccoceeverieneennens 30
Fig. 19. The average network overall throughput with 2-3-4 NICs per node............... 31
Fig. 20. Impact of different traffic request pairs and number of NICs on overall
throughput IMPIOVEMENLES. ......oeiuiiiiieiiiieiieiie ettt ettt 31
Fig. 21. The overall network blocking probability with 2 NICs per node.................... 33
Fig. 22. The overall network blocking probability with 3 NICs per node................... 34
Fig. 23. The overall network blocking probability with 4 NICs per node.................... 34
Fig. 24. The network throughput curve with 2 NICs per node. ..........cccceeveveriencennens 35
Fig. 25. The network throughput curve with 3 NICs per node. ..........cccccvveveriencennens 36
Fig. 26. The network throughput curve with 4 NICs per node. ..........ccccevveveriencennens 37

vi



Chapter 1: Introduction

For several years, wireless hardware has been widely used in local area networks
and is becoming more and more popular because of its decreasing cost compared with
the wired networks. Although designing multi-hops wireless networks has been an
active topic of research for many years, the available bandwidth is still limited due to
the interference from adjacent nodes. Fortunately, IEEE 802.11a/b/g and 802.16
standards allow multiple non-overlapping (or orthogonal) channels to be used
simultaneously to increase the aggregate bandwidth available to the users. For
example, 802.11b offers 3 non-overlapping channels, while 12 for 802.11a.
Consequently, providing each node with multiple radios (NICs) and assign them to
different channels can exploit the:advantage of multiple channel property, and may

offer a promising avenue for improving the capacity of networks.

Recently, wireless Mesh networks (WMNs) are being deployed as a solution to
extending the reach of the last-mile access to the wired internet, using a multi-hop
configuration, as shown in Fig.1. WMNS consist of two types of nodes: mesh router
and mesh clients. Each mesh router in the network functions as a router if it needs to
forward packets for the node pairs that cannot communicate directly. The main
characteristics of multi-channel WMNs can be summarized as follows.

1. Mesh routers usually have minimal mobility while mesh clients can be

stationary or mobile nodes.

2. A mesh router may be equipped with multiple NICs assigned to different

channels. Orthogonal (non-overlapping) channel can operate

simultaneously without interference.



3. If more than one NICs equipment at a node with different channel. Full
duplex operation between two NIC is possible.

4. Channels can be assigned to NICs in a static or dynamic fashion. In a
static channel assignment, every communication link is bound to a
particular channel and this binding does not vary over time. In dynamic
channel assignment, the binding of channel on links can vary

dynamically with time.

Wired Interne

A Mesh Router
Mesh Client

—— Wired Connection
Wireless Connection

Fig. 1. An example of wireless mesh network.

Since the interference behavior in real world is usually difficult to model, for
simplify, many researches [14] assume that the interference range of a node is a
k-multiple of its communication range. In this paper, we adopt the following
interference model. When two node is in active state, i.e., one is transmitting data to
the other, all nodes within the interference range of the two nodes using the same
channel should be inactive because of the interference constrain. Fig.2 illustrates for

such interference behavior model when k = 2. Each link in the figure means that its
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incident nodes are within each other’s communication range. When link (F, G) is in
active stage, links (A, E), (B, E), (C, D), (C, G), (E, F), (E, L), (F, M), (G H) , (G N),

(H, D), (L)), (1, 0), 1, P), (K, L) and (M, N) are in inactive state.

RN
i
AN
N

' Active node
Q Nodes within communication-range of active nodes F and G
Q Nodes within interference-range of active nodes F and G

Fig. 2. When node F is transmitting to node G (edge F-G is active). None of edge in

this figure can be operate simultanéously, for k = 2.

In this paper, we consider the problem-of routing and channel assignment in the
multi-channel WMNs. Given the “placement of stationary mesh routers (for
convenience, we simply refer them as nodes), number of non-overlapping channels in
the network, number of NICs each node is equipped with and a traffic demand profile
for each node pair, assign a channel to each NIC and route the traffic according to the
traffic profile such that the network performance can be maximized. The traffic
profile stated above can be viewed as a collection of static traffic requests that seek to
be satisfied simultaneously, or a statistical data that the future dynamic requests will
follow. For the former case, the goal is to maximize the total network throughput and

for the laser case, the goal is to minimize the call blocking probability.

The channel assignment problem is a NP-hard optimization problem [6] when



designing a WMN. Since channel assignment problem is NP-hard, routing and
channel assignment is also NP-hard. Note that for either static traffic or dynamic
traffic, the channel assignment can be static or dynamic. More specifically, static
channel assignment uses the same channel for a link during the operation of the
network while dynamic channel assignment may change the channel of a link at any
time. In our study, for the simplicity, we only focus on the static channel assignment.
We provide two generic algorithms to solve static (Fig.3a) and dynamic (Fig.3b)
traffic using hill climbing (HC) and simulated annealing (SA), respectively. Both HC

and SA belong to iterative improvement algorithms.

A->B: 100 Kb
C->D: 400 Kb
E->F: 250 Kb
G->H: 500 Kb
I->]: 350 Kb
> Time
Fig. 3(a). An illustration of static traffic requirement.
[A->B: 64 Kb | [A->B:64Kb | [A->B:64Kb | [A->B
[C->D: 64 Kb | |C->D:64Kb | [C->D: 64 Kb |
| E->F: 64 Kb | [ E->F: 64 Kb | [E->F: 64 Kb_|
[ G->H: 64 Kb | [G>H:64Kb | [G->H: 64 K|
| I->]: 64 Kb | | I->]: 64 Kb |
> Time

Fig. 3(b). An illustration of dynamic traffic requirement.

The rest of the paper is organized as follows. Chapter 2 describes the related
work on multi-channel WMNs and gives a basic background on HC and SA. Chapter

3 presents the mixed ILP formulation for the static WMNs problem and the



algorithms for the static routing and channel assignment. Chapter 4 shows the

simulation results. Conclusion is given in Chapter 5.




Chapter 2: Related work

In this chapter, we review some of the previous work on the routing and channel
assignment problems in WMNSs. A survey paper [8] presents a detailed study on recent
advances and open research issues in WMNs. Chapter 2.1 discusses the interference
model and the capacity problem in multi-hops wireless network [7] [9] [15] [16] [17]
[18] [19] [20]. Chapter 2.2 briefly describes the main ideas of the algorithms proposed
in [1] [2] [3] [4] [5] [6] [10] [11] [21] that solve the routing and channel assignment
problems in WMN . In the end of the chapter, we give a basic background on HC and

SA.

2.1 Interference Model and Capacity for WMNSs

Interference is the major factor of multi-hops wireless capacity. Due to spatial
contention for the shared wireless medium, not all nodes can concurrently transmit
packet to each other in the network. The IEEE 802.11 standard using RTS
(Request-to-send)/CTS (Clear-to-send) mechanism to avoid the occurrence of parallel
transmission. These messages are typically heard by all others nodes within radio
range of either (or both) neighbors, and contain information that informs all the nodes

of the duration of the data transmission will last.

Authors in [7] introduce the bottleneck collision domain, defined as the
geographical area of the network that bounds from above the amount of data that can
be transmitted in the network. It define the collision domain of a link (a, b) as a set of

links formed by link (a, b) and all other links that have to be inactive for link (a, b) to



transmit successfully. According to all traffic requests, the expected load of each link
can be obtained, then using collision domain concept the bottleneck collision domain
and the nominal capacity can be determined. Many researches define that collision
domain as k-multiple as communication range within both transmit node and receive

node (show in Fig.4).

— Communication-range
------- Interference-range

Fig. 4. Collision domain of active link.

In [9], the authors consider routing and CAP into scheduling problem in
multi-hop wireless network, under three increasingly constraining interference models
and characterize the network throughput in each of these models. It also express the
necessary conditions for achievability in these three models as linear constraints, and
exploit the structure of these constraints to develop efficient fully polynomial time
approximation algorithms that route end-to-end flows between multiple source
destination pairs. Another parallel work [10] proposes a network model that captures
the key practical aspects of such systems and characterizes the constraints binding
their behavior. It address the capacity planning question, and develop algorithms to

jointly optimize the routing, link channel assignment and scheduling in order to obtain



upper and lower bounds for the capacity region under a given objective function.

2.2 Channel Assignment Strategies for Multi-Channel
WMNs

Channel assignment problem of multi-channel in WMN can be classified as
shown in Fig.5. Basically, WMNs can be categorized depending on whether a node in
the network could have only single NIC or multiple NICs. The latter can be further
classified into three sub-classes, static assignment, dynamic assignment and hybrid

assignment. We will discuss the difference between them following.

Wireless Mesh
(Ad-Hoc) Networks

Single - NIC
| Multi — NIC,
| | multi-Channel

Single-Channel Multi-Channel
(Traditional)

Static Channel Dynamic Channel Hybrid Channel
Assignment Assignment Assignment

Identical Non-ldentical

Fig. 5. Classification of channel assignment strategies.

2.2.1 Single Network Interface Card

In such network, each node has only one NIC. It can perform by each timeslot



switching on available channel to avoid the decreasing of bandwidth caused by
interference [1] [21]. Bahl et al. [1] propose SSCH, a link-layer solution, to increase
the capacity of IEEE 802.11 network by utilizing frequency diversity. Each node
using SSCH switches across channels in such a manner that node desiring to
communicate overlap, while disjoint communication mostly do not overlap, and hence
do not interfere with each other. The ability to switch an interface’s channel to another
is a beneficial for cost reduction compared with equipping a node with multiple NICs.
However, the control messages for synchronization requirements for data
communication and the interface switching delay may cause much overhead to the

network.

2.2.2 Multiple Network Interface Card

Equipping a node with “multiple “NICs, on “the contrary, can offer better
performance than the single NIC solution at the expense of higher network cost. The
channel assignment strategies can be classified into three sub-classes.

A. Static Assignment: Static channel assignment strategies [2] [5] [6] [10] assign
each interface to a channel either permanently, or for “long intervals” of time and
it is well-suited for use when the interface switching delay is large. Besides,
static assignment strategies do not require special coordination among nodes. It
can be further classified into two types: identical and non-identical (see Fig.7). In
identical approach, interfaces of each node in the network are assigned to a
common set of channels. Draves et al. [2] have proposed LQSR, a source routing
protocol for multi-channel multi-interface networks. They present a new
combined path metric WCETT to choose a high-throughput path between a
source and a destination, and ensures ‘“high-quality” routes are selected.

9



However, this algorithm is under the assumption that the number of NICs is
equal to the number of channels used by the network. In non-identical approach,
NICs of different nodes may be assigned to different set of channels and the
number of available NICs can be less than the number of available channels. In
[5] [6], distributed and centralized heuristic channel assignment algorithms,
respectively, are proposed for bandwidth allocation and load-balance routing
algorithms. The main idea is to separate the interference region more efficiently
to obtain more available bandwidth. Authors in [10] propose Balanced Static
Channel Assignment (BSCA) that using an (almost) greedy approach in solving
the static channel assignment problem. The main idea behind the BSCA

algorithm is to ensure that none of the constraint sets are loaded by any channel.

Bt @@ @@

2| 2 2 3! 2 4

OB D Oy O
Identical: Non-identical:

Node (A, B, C, D, E, F) = {1, 2} Node (A) = {1, 3}; Node (B) = {1, 2};
o "™ Node (C) = {2 ,4}; Node (D, E) = {2, 3};
Node (F) = {3, 4}

Fig. 6. Identical and non-identical channel assignment.

Dynamic Assignment: Dynamic channel assignment is more flexible than static
one since it has the ability to switch NICs to any channel that has the lowest
interference during different time slots [1] [10]. When more NICs equipped, the
aggregate bandwidth increase because of the collateral transmission of each node.

In [10], the authors propose Packing Dynamic Channel Assignment (PDCA) that

10



performs link channel assignment and scheduling simultaneously. The main idea
behind the PDCA algorithm is to pack the flows in a greedy manner in each time

period.

C. Hybrid Assignment: Hybrid channel assignment strategies combine static and
dynamic channel assignment strategies by applying a static assignment for some
interfaces and a dynamic assignment for other interfaces [3] [4] [13] [18]. One
intuition opinion is applying each node with a common channel approach for
control purpose [13] and uses this common channel to coordinate dynamic
interfaces. Using this method, it can change channel assignment more flexible
and frequent. In [3] [4], the authors propose another channel assignment strategy
that each node has one NIC assigned to specific fixed channel (in [13], all nodes
assigned to common channel).and the others are switchable. This fixed NIC is
always listening to specific channel-called /istening channel. All nodes within
network need to record a table-of listening channel of each neighbor node. When
node A has to send a packet to node B, A switches its switchable interface to B’s
listening channel and transmits the packet. Hybrid channel assignment strategies
allow simplified coordination algorithms supported by static assignment while

retaining the flexibility of dynamic assignment.

2.3 Hill Climbing and Simulated Annealing

2.3.1 Hill Climbing

Hill climbing algorithm, or alternatively, gradient descent, is an iterative method
that continually moves in the direction of goal. For conveniently, we can start from

11



various starting points and each starting point running HC algorithms to find a
so-called local minimum cost solution (see Fig.7a). Clearly, if enough start points and

iterations are allowed, HC will eventually find the optimal solution.

Cost ) )
Final Solution

Time

Fig. 7(a). HC iteration at each time for the best solution.

2.3.2 Simulated Annealing

Simulated annealing is siniilar to ' HC. The main-difference is that SA allows cost
upwards step with altering accepted probability at every iteration (see Fig.7b).
Generally, an optimization problem consists of a set S of configurations space
(solution) and cost function Co which determines for each configuration s the cost
Co(s). Before enter next step, we need to calculate next configuration space s’ which
is derived by a neighborhood structure N on S. N(s) determines for each solution s a
set of possible transitions which can be proposed by s. If we replaced s with s’ only
when Co(s’) < Co(s), the result terminates in a local minimum (the same as HC
algorithm). To avoid trapping in such poor local optima, SA occasionally allows
selecting configuration s’ with higher Co(s’) according to the so-called Metropolis
criterion. More specifically, the SA continues with the configuration s’ with a
probability given by P = min{l, exp(-(Co(s’) - Co(s)) / t)}, where ¢ is a positive
control parameter representing temperature in the physical annealing process.

12



Furthermore, there exists a random number » between 0 and 1. If P > 7 the
configuration s’ will be accepted. Note that the P increases with the increasing of
temperature ¢ or the decreasing of Co(s’)-Co(s). If cost decreasing, the s’ is always

accepted. The HC and SA algorithm is shown in Fig.8a and Fig.8b.

Cost

e Final Solution

Time

Fig. 7(b). SA allowing cost uphill moves up at each time # for global optima.

Step 1: Initialize (s < s_,,,)
Step 2: Generate s’ from N(s)
Step 3: If Co(s’) < Co(s)
then s« s
else continue with old s
Step 4: If NO BETTER FOUND go next, else go to Step.2

Step 5: Finish, return s

Fig. 8(a). Formal procedure of Hill Climbing.

Step 1: Initialize (s < s t,), k<0

Step 2: Generate s’ from N(s)
Step 3:  If min{1, exp(-(Co(s’)-Co(s)) / ¢,)} > random[0:1]
then s <« s
else continue with old s
Step4: k < k+1
Step 5: Compute ¢, for next iteration
Step 6: If ¢, =0 go next, else go to Step.2

Step 7: Finish, return s

Fig. 8(b). Formal procedure of Simulated Annealing.
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Chapter 3: Proposed Routing and Channel

Assignment Algorithms
3.1 The Variables and Objective Function

A WMN is presented as a directed graph G = (V, E) where V represents the set of
nodes in the network, £ the set of links that can deliver data (we assume the links are
directional). Note that link (i, j) € £ implies that i is within the communication
range of j. We assume the number of NICs to be the same across all nodes and denote
constant members as follows:

C Capacity per channel

t,,  Traffic requirement for node pair (s; d)

NIC  Number of interfaces for each node
CHL Number of non-overlap channel

The variables are defined as follows:

t'.,  Amount of traffic successfully routed for node pair (s, d)

The ultimate goal of traffic routing and channel assignment in the network is to

maximize the overall throughput. The objective of network plan is defined as

maXImlzez ts,d (1 )
s,d

Objective:

When the capacity C is given, Fig.9 illustrates the maximum available capacity
of specific link, assuming that all the links use the same channel. The letter under
each link represents the load on that link. The maximum available capacity of link (4,

5) is calculated by C minus the total load within interference. Note that if this

14



subtraction results in a negative value, the available capacity of link (4, 5) is zero.

Fig. 9. Available capacity on link (4, 5) is Max{C—(a+b+c+e+f+g), 0}. Ifall

links are using the same channel.

3.2 Load Aware Single Request Routing Algorithm

The heuristic provided in this section is for routing a single request and assign
the channels that called Load Aware Single Request-Routing Algorithm (LASRR), if
necessary, on its route. It is used by both HCRCA algorithm and SARCA algorithm
that we propose later. The current network configuration, in which some links may
have not yet been assigned, and a traffic request are given, and the algorithm will
determine the route and channel assignment of the links along the route for the request

without modifying the existing assignment.

First, we compute the available capacity of each link according to the current
channel assignment and current load on each link. If the maximum available capacity
of the links is less than the demand flow and the link will be removed temporarily.
Consequently, we derive a new graph that each link has enough bandwidth to
accommodate the request. Then we use shortest path algorithm (e.g., dijkstra etc.) to

compute all shortest paths from source node to destination node and collect the first

15



links of all shortest paths. One of these links is chosen and assigned a channel
according to a specific selection, e.g., least-bandwidth-first, large-bandwidth-first, etc.
Then, we assign channel to NICs of connected node and update link’s load (similar to
update the maximum available bandwidth within the interference-range using the

same channel).

Repeatedly, the request may end up at the destination, thus satisfied. Otherwise
the request fails to be routed because of the insufficient bandwidth. The algorithm is

summarized in Fig.10a.

Load Aware Single Request Routing Algorithm (LASRR):
Input:
G(V, E) Network topology
C  Capacity pre channel

t,, Atraffic requirement for node %o d

Current channel assignment
Current load on each link
Output:
1. New channel assignment
2. New load on each link
3.1,

Algorithm:
Step 1: a<«s.

Step 2: Calculate the available capacity of each link and remove links that fit in one
of the following conditions: (also see Fig.10b)
a. if NICa=0 & NIC» =0 and
1. Ca(a)Ca(b)={¢} or
2. capacity,, < t.,, V we Ca(a)n Ca(b)
b.if NICa =0 & NIC»> 0 and capacity,, < t,,, VweCa(a)
. if NICa>0 & NICy =0 and capacity,, < t ,, V we Ca(b)
d.if NICa>0 & NICv>0 and capacity,,< t ,, YV w

16




where  NICa represent the number of non-assigned NIC in node a
capacity!, represents the available capacity on link (a, b) using
channel w
Ca(a) : set of channels already assigned to NICs in node a

Step 3: Determining the set of first links of all shortest paths from a to d.

Step 4: Select a link determined from Step 3 with the maximum weigh#(/, w), where
weight(l, w) represents the function for selection criterion on link / using
channel w.

Step 5: Update the channel assignment and the load on this link. Node a move on
one step.

Step 6: If a!=d go to Step 2; else go to Step 7.

Step 7: Finish.

Fig. 10(a). Load aware single request routing algorithm (LASRR).

a.NICa=0&NIC,=0: b. NICa=0& NIC» >0 : d. NIC.>0 & NIC»> 0 :
C.NICa>0&NICr=0:

Ol , 2
@—®—°
4
O
Ca(a)nCa(b)=1{1,2,...,CHL}
Ca(a) " Ca(b) ={1,2} capacity: < tu
Ca(a) " Ca(b) = {1} capacity: < tu :
CdpdCiljh <t & CapaCilyz <twu & capacityCHL < lu

Fig. 10(b). Criterion of non-conform links (if NIC=2 for all nodes). Italic number
represents the channel already assigned on the link; Bold represents the available

channel on link (a, b).

3.3 Hill Climbing Based Routing and Channel Assignment

In this section, we introduce our approach, called hill climbing based routing and
channel assignment algorithm (HCRCA), to solve the routing and channel assignment

problem for static traffic. Hill climbing is a generic algorithm used for solving
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optimization problem. The main idea is to start at some different initial configurations.
Each configuration may contain several runs to find a best solution until a pre-defined

terminal condition is reached.

First, an initial configuration is derived as follows. The traffic requests are sorted
into sequence according to a specific metrics. Then each request is routed in that
sequence using LASRR algorithm described in previous section. When finished, we
derive an overall throughput in this configuration. Note that if different sorting
sequence is used, different overall throughput is obtained. In each run, a new
configuration will be generated by slightly shuffling the current channel assignment
and then route the requests in the same order as is done previously. The new overall
throughput is then compared with’the original ‘one and the better is reserved for the
next run. The runs continue until p.consecutive runs have the same overall throughput.
The above procedure is for the completion-of-one single initial configuration and one
may generate numbers of different dnitial configurations to be completed and output
the best of them. Clearly, to obtain satisfactory result, one may either set p to a large
enough number or generate a large set of initial configurations. An overview of

HCRCA algorithm is shown in Fig.11.
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Fig. 11. Hill climbing based routing and channel assignment algorithm.

3.4 Simulated Annealing Based Routing and Channel

Assignment

In this section, we propose a dynamic traffic model and use it for multi-hops
WMN transmission focus on multimedia application. By using the concept of
simulated annealing algorithm, simulated annealing based routing and channel
assignment algorithm (SARCA) is proposed to solve the channel assignment problem.
Then using SARCA, we can get a channel assignment that may have the best

potential capacity (lowest interference). Once link channel assignment is done, we
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using LASRR to route traffic. Unlike static traffic that each traffic request, dynamic
traffic means that traffic request have both arrival and departure time. When a traffic
request arrives, we need to find a routing path with enough bandwidth and update
resource capture by this traffic request or it will be blocked. When a traffic request

leaves, the resource must be released.

The parameter call size represent the bandwidth (kbps) demand of a multimedia
requirement and we assume the bandwidth of each call request is the same. Then we
simplify transform the maximum capacity C into multimedia calls concept where

A... represent the maximum call can be established between two nodes:

max

A =C/lcall size Q)

m.

We also create the call requirement matrix Ay, (replaced by the original 7 )

for node pair (s, d) of dimension n x.#n."Each A ; represent the number of calls

requirement between node s and’d during-an unit time and is randomly chosen

between 0 to 4,, (4,, <4

max

) and the average call number (symbol as 4,,) is
approximate to A4,, /2. The traffic request for node pair (s, d) is represented as
t,q=A g xcall _size (3)

Afterward, call requests are assumed to arrive according to an independent

Poisson process with arrival rate A ,. Service time of each request is exponentially

distributed with mean — (in the simulations average service time is set to 1 time
Y7

unit).

We use SARCA to solve the channel assignment problem of dynamic traffic
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requirement in WMNSs. Generally, it consists of a set S of configurations space
(solution) and cost function Co which determines for each configuration s the cost
Co(s). Before enter next step, we need to calculate next configuration space s’ which
is derived by a neighborhood structure N on S. N(s) determines for each solution s a
set of possible transitions which can be proposed by s. Another important parameter ¢
represents the temperature, where 7 is a positive control parameter, which is gradually
decreased to zero during the execution of the algorithm. A formal procedure of SA to

optimization problems was proposed in Fig.8b.

In order to apply SA to channel assignment problem, we have to formulate
channel assignment problem as a discrete optimization problem. For the reason, we
need to define the corresponding discrete configutation space S, the cost function Co

and the neighborhood structure #.

A. Configuration Space (S):

We simplify define our configuration s as a set of channel assignment for each

link in the network. A channel matrix (c#/ ;) of dimension n x n with the following
interpretation of solution entries of channel assignment,

Chlij:{o if (i, j) ¢ E @

w  Channel assigned to link (i, j)

where w is the channel number between 1 to CHL. Otherwise, channel number 0

represents that two nodes do not within communication-range each other.

B. Cost Function (Co):

Cost function decides that how much potential bandwidth it have according to a
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configuration and the given traffic matrix. Prior to defining Co, we introduce link
load estimation and a link capacity estimation method referred in Raniwala et al.
[6]. The estimation of expected link load is based on the notion of link criticality. The
expected link loads are initialed by assuming perfect load balancing across all paths
between each traffic request pair. P(s,d) denotes the number of acceptable paths
betweens node pair (s, d) and P (s,d) denotes the number of acceptable paths that

pass link /. Then the expected-load on link [, ¢,, is calculated using the equation

g -y Dlsd)

2 p(s.d) ©)

Given a specific configuration s (channel assignment) and expected-load on each
link, we can compute the expected-capacity by using a ratio distribution method. The

link capacity bw, for a link / is determined by the ratio of expected load ¢, to the

total load in the interference-range,/that uses the same channel as /. That is,

@
bring— Sl Sy C (6)
Zjerange () ¢j

where range(l) represents the set of links within interference-range for link / that use
the same channel as link /.

After calculated the expected-load (¢, ) and expected-capacity (bw, ) information
for each link /, links are classified into under-assignment links and over-assignment
links. A link / is a Under-assignment link if the expected-capacity of / is less than the

expected-load (@, >bw, ). Otherwise, it is an over-assignment link. We define a cost

function as

Co(s)=a-( Z¢1_bwz)_ﬂ'( wal_¢l) (7)

Vi.¢; >bw, Vi,bw, >4,

where 0 <a <1and 0 <p < 1. For example, ifa = 1, # =0 and C(s) = 0, it means this

configuration can satisfy all ¢, theoretically.
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C. Neighborhood Structure (N):

Designing a neighbor structure N from configuration space s in multi-channel
WMN:s is not as easy as in cellular networks [12] because of the node NIC constraint.
For example, in Fig.12, if we change channel on link (i, j) from chnl-5 to chnl-1, NICs
on node i and node j are needed to adapt their channel in order to keep the
connectivity of network. However, it may cause what we called ripple-effect of
channel changing on the adjacent links that use the same channel as link (i, ). Usually,

this may deteriorate the interference and thus raises Co(s).

Fig. 12. Ripple-effect of channel'change (NIC = 2).

Since expected-load of the links on the network never change, expected-capacity
of links depend on how channels are assigned to the links. Two methods to increase
the expected-capacity on link / are proposed.

1. Change original channel on link / to another channel that causes less

interference.

2. Change the channel of links in range(l) (except for /) that use the same

channel as / to decrease interference.

Now, we describe how neighborhood structure N(s) is generated. First, a critical
link 1s selected (e.g., by random or largest under-assigned etc.). Secondly, execute

capacity-release procedure shown in Fig.13.
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Neighborhood Structure: Capacity Release Algorithm
Input:
s Configuration space of channel assignment matrix
l;; Critical link (7, /)

Output:
s Neighbor configuration derive from s
Algorithm:
Definition:
col(i.]) = { 1, if there exists links, other than /, incident on i using chl; i
0 ,otherwise

Switch case:
Case 1: eol(i, ) =0 & eol(j, ) =0

Change chl,; to another channel that causes less interference.

Case 2: eol(i, 1) =0 & eol(j, ) = 1

Get another feasible chll.: . fremynede i and change channel of adjacent

links belonging to node i from ¢hl, ; to chi, ; excluding / recursively.

Case 3: eol(i, ) =1 & eol(j, ) =0
Same as Case.2, but node i~>j
Case 4: eol(i,)=1&eol(j, ) =1
a. Cycle-less: Random select from Case.2 or Case.3.
b. Cyclic of Channel: Execute Case.2 and change channel on /.

(For example, illustrate in Fig.14(a~d))

Fig. 13. Neighborhood structure: a capacity release algorithm
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Case 1 Case2 &3

After
release

(@)

Case 4a Case 4b

1 After
release

release

(d)

Fig. 14. Examples of capacity release algorithm.

D. Cooling Schedule:

The probability of accepting a worse state is a function of both the temperature (¢)
of the system and the change in the cost function. As the temperature decreases, the
probability of accepting worse moves decreases. If 1 = 0, no worse moves are accepted
(i.e. hill climbing algorithm). Initial temperature (¢,) must be high enough to allow
moves to almost neighbor state or we are in danger of implementing hill climbing.

And it is important that it should allow enough iteration at each temperature so that

25



the system can reach the stable state. We refer to the cooling schedule in [12] and

define temperature decrement rule:

At
Ly =1 -eXp(—=—) (8)
(@)
The decrease AC in average cost between two iteration should be less than the

standard deviation of the cost:

def

AC =(C)(t,.,) - (C)t,) =—Ac, with A & (0,]) 9)

In practice, it is not necessary to let the temperature reach zero because the
chances of accepting a worse move are almost the same as the temperature being
equal to zero. Therefore, the stopping criteria can either be a suitably low temperature
or when the system is "frozen" at the current temperature (i.e. no better or worse

moves are being accepted (equal to hill climbing algorithm).

After the termination of SARCA, the network:is ready to serve the dynamic
coming request using LASRR. “With the best configuration (channel assignment)
calculate above, we can decrease blocking probability of routing arrival traffic

theoretically.
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Chapter 4: Simulation Results

In this chapter, we present the results of our performance evaluation based on
simulations. To ensure that the simulation results were comparable to others, the
simulation environment was modeled on that in [6] and the number of NICs per node
to be the same across all nodes. In all the simulation, we consider a full 10x10 grid
topology with 100 nodes (see Fig.15) that each node has at most 4 neighbors in the
grid topology. We assume that the length of interference-range is 2-multiple than
communication-range (k = 2) and each link can be assigned one channel. Therefore, a

node equipped with more than 4 NICs is redundant.

598668800
© 88000000

© 888866600
49966660660
6996066669
s888800000
PSSP OSS
®888009000

Fig. 15. A 10x10 grid topology with 100 nodes.



4.1 Simulation Result of HCRCA - Static Traffic

The objective function in static traffic requirement using HCRCA algorithm is to
maximize the overall throughput that is defined as the sum of feasible bandwidth
assigned between all traffic request pair. We demonstrate the performance
improvements of HCRCA algorithm compare with load-aware channel
assignment/routing algorithm proposed in [6]. We perform an extensive simulation
study using NS-2 simulator with modifying by above-mentioned author to support

multiple NICs on mobile nodes.

Fig.16 presents the comparison of overlap throughput over different algorithms
that each node equipped with 2 NICs and the number of non-overlap channel is 12.
This testing includes 10 randomly- generated-traffic-profiles and each traffic profile
contains 20 randomly chosen traffic pairs-(souree-destination nodes). For each traffic
pair, the amount of traffic request between source-destination pair was chosen
randomly between 0~3 Mbps (average = 1.5 Mbps). Fig.17 and Fig.18 shows the
same performance comparison when the number of NICs is change to 3 and 4. In
order to guarantee the saturated of network throughput, the number of traffic request

pairs per profile is also change from 20 to 30 and 40.

For clearly, in Fig.19, we calculate the average overall throughput presented in
Fig.16, 17 and 18. Compared with conventional single-channel WMNs and
load-aware channel assignment algorithms, HCRCA algorithm achieves
approximately 10 times improvement over single-channel WMNs and about 30%
improvement over load-aware channel assignment algorithm when using 2 NICs per

node. In practice, equipping each mesh node with more NICs can obtain excellent

28



performance against to single-channel WMNs (about 17 times improvement for 3
NICs per node and 22 times improvement for 4 NICs per node). Moreover, the
performance of HCRCA is still superior to load-aware channel assignment algorithm

when more than two NICs are available.

In Fig.20, we compare the performance with two algorithms by using different
traffic request pairs that each node pair was chosen at random between 0~3 Mbps and
each node equipped with 2, 3 and 4 NICs. As more traffic request pairs introduced,
the traffic flow is more distributed across the network leading to the increasing of
network utilization. When the traffic request pairs are increasing, the overall
throughput becomes convergence. Then, we can estimate the saturated throughput

with different NICs number in this:hetwork.

[~
n
1

X Single-channel Network
-8 Multi-channel, Load-aware CA
—#— Multi-channel, HCRCA (conf.k=1)
—- Multi-channel, HCRCA(conf.k=5)
- Multi-channel, HCRCA(conf.k=10)

W
[—]

(5]
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>

Network Overall Throughput (Mbps)
o
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b
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Fig. 16. The overall network throughput with 2 NICs per node.
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Fig. 18. The overall network throughput with 4 NICs per node.
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4.2 Simulation Result of SARCA — Dynamic Traffic

The objective function in dynamic traffic requirement using SARCA algorithm is
to minimize the overall blocking probability of all arrival events. In order to compare
the performance of SARCA algorithm with the other one, we retain the channel
assignment derive from the load-aware channel assignment/routing algorithm and
modify it to support arrival/departure event of each traffic request. We using VoIP call
as our multimedia application and assume call size = 64 Kbps. The traffic profile is

randomly chosen 100 call (traffic) request pairs and the amount of each call request

between source/destination pair was chosen at random range 0~4,, (4,, <4, ). The

max

overall-call-request is the sum of all A, that represent the total arrival call requests

during a unit time. For example,if 4, =2, it means that there are 200 (2 x 100)

calls request arrival during a unit time.

Fig.21 shows the comparison of blocking probability using two algorithms that

each node equipped with 2 NICs. Note that in this figure, when A4, _ = 2, the

avg

blocking probability of our SARCA algorithm is approximate to 0%. It means that all

arrival requests can be satisfied because of the sufficient bandwidth (resource) in

network or the less value of overall-call-request. As more A, value is introduced,

the blocking probability increasing quickly because the insufficient for network

bandwidth.

In Fig.22, when 3 NICs equipped, the overall performance is better than 2 NICs
obviously (note the different x-scale from Fig.20). Our SARCA algorithm can achieve

lower blocking probability than load-aware channel assignment/routing algorithm. If
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the tolerable blocking rate is below 20%, SARCA can reach 4,, = 11, and another

algorithm can only reach 4,, =9 relatively. In Fig.23, when 4 NIC each node is

available, the performance is further improved than previous two evaluations.

Fig.24, Fig.25 and Fig.26 show the throughput (arrival/departure) curve for each

A,., value in Fig.21, Fig.22 and Fig.23. The x-axis represents the process of

avg
simulation time and y-axis represents the number of calls stay on the network. Note
that in the beginning, the arrival of sustained call requests form of a rising curve.
Afterward, the number of calls stay on network will balance between arrival/departure
of requests and residual bandwidth. Finally, call request depart gradually and form of

a falling curve.
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Fig. 21. The overall network blocking probability with 2 NICs per node.
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Chapter 5: Conclusions

Despite the advances in wireless physical-layer technologies, interference is still
the main factor of the decreasing in wireless network bandwidth. However, when
multiple channels are available, equipping each mesh node with multiple NICs allows
the network to use different radio channels simultaneously. Then the available

bandwidth can be increased because of the decreasing of interference.

In the study, we propose two algorithms called hill climbing based routing and
channel assignment (HCRCA) and simulated annealing based routing and channel
assignment algorithms (SARCA) to solve routing and channel assignment problem for
static traffic and dynamic traffic, respectively. According to give a graph topology,
number of non-overlapping channels, NICs:of each node, HCRCA aims to maximize
the overall network throughputs Contrary'to HCRCA, SARCA is for dynamic traffic
requirement with the goal of“/minimizingthe call blocking probability, by
approximating an optimal channel assignment which may have maximum potential
available capacity. We demonstrated through simulations that the performance

improvement of our algorithms.

The simulation results certified the superiority of our algorithms. Fig. 19 shows
that our HCRCA algorithm has better performance than load-aware CA algorithm,
when equipped with 2 NICs each node, the improvement is approximate to 30%. In
Fig.20, with more traffic request pairs, HCRCA still outperforms the previous
algorithm. In Fig.21~23, when dynamic traffic requirement is introduced, our SARCA

algorithm can also achieve lower blocking probability respectively.
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