- BV 1- B S - in

SN2 TI2FRFPN

=
)

=

TE MR RERY A R a2 R TR E R R

= AL
HEIT W

Zone-based Link Stability Model and Adaptive Routing Strategy
in MANETS

o4 MKk

—

RES SR 2

FERB A+WN £+ A



2 2=

hEAER R USRS AFHZ BRI S G RN

P

2= A4 2,
K Vi R E

Zone-based Link Stability Model and Adaptive Routing Strategy
in MANETS

VT | EN7tS Student : Tzu-Han Chen

1n W M Advisor : Chien Chen

2|
|4
e
=
A

A Thesis

Submitted to Institute of Computer Science and Engineering
College of Computer Science
National Chiao Tung University
In partial Fulfillment of the Requirements
For the Degree of
Master
In

Computer Science
October 2005

Hsinchu, Taiwan, Republic of China

PEARAY e gL



EEMMELERY NS R AFZ ERBE AN LR RE

Heim {vk

FrA o MR R oo

B X

BEM AR R o SRR PR B R R S G e

fo @ etk iR k- TR PR TR iR A AR T R

e

AEFH ORI LD A FORLFLASRLHFEZ T RLFES DRRERS
EEH o PREAPRE- BEAAYT DR AEE TN A FRRDL G .
Ao AL Fhd NS2 e R ARt 2 R A P ehi A @ 3 I 0T B R D
BEApE - R o

poawe 3t

F_
"‘?
g
E:
A

UNE R BB ST B A R G ALY B 1S A i

<y

BE R i - R R GP WD EATA Y - BMLE o Lok - 2
w A Lzﬁmﬂ%ﬁ’@ﬁ%]ﬁﬂﬁél%ﬁiﬁ,%i EATEZ YA - EMERSBE A E
PRFLR AP E7A WP L AT g R BB R JE i EATER

AE R f e AT G AP L A T L AH R RE T D N

BRG AT R - B AR R R R TR STk i hi RS K

oo DOTRRLBAE TP ETE o B - BML{ATOR L > A i ok Rk
He DMERE{AT BUEFLLAELEFHZ AL DI A o FE AR E- B

{48 2ehil b 4 -



MAEE T @ RE e KBRS S HA AT L ARPE LR B

R 7ol & S e il S

ii



Zone-based Link Stability Model and Adaptive
Routing Strategy in MANETS

Student: Tzu-Han Chen Adyvisor: Dr. Chien Chen

Institute of Computer Science and Engineering

National Chiao Tung University

Abstract

Since the characteristic of links:dynamics and network topology changing
frequently in wireless Mobile Ad Hoe Networks (MANETSs) and such a situation will
cause the network performance decrease significantly. In this thesis, we establish an
analytical link lifetime model consideting link state in different zones (strong zone
and weak zone) and derive formal expression for an expected link lifetime in strong
and weak zones, respectively. In the meantime, we simulate this formulation model by
using ns2 network simulator [19] to verify that the simulation results which are highly
agreement with our model.

The existing routing algorithms in ad hoc networks initiate a route discovery
only after one or more links of the routing path breaks. In case of this happens, data
packets must be re-routed quickly, which potentially involves a serious overhead for
all ad hoc networks and lead a high retransmission cost for all data packets. In view of
this phenomenon, we make use of the formulation of the zone-based link stability
model to develop an adaptive routing strategy, which could initiate a routing update

message in advance and before link breaks, to warn the source to find another stable
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path which can avoid the overhead on both routing discovery and routing maintenance

while providing more reliable transmission connections.

Keywords: link dynamics; analytical link lifetime model; zone-based link stability;

route discovery and route maintenance, adaptive routing strategy
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Chapter 1: Introduction

Ad hoc wireless networks are expected to play an important role in future many
fields, such as “natural disasters, conferences/lectures/meetings and military settings”
are remarkable in this domain. At the same time, the use of portable laptops and
hand-held devices are also increasing rapidly. With the more and more increasing
demand for connection, the need for mobile wireless communication is necessary and
ineluctable. Today most of the portable communication devices have the support of
fixed base stations or access points for communication purposes. However, such a
situation is not available in Mobile Ad-hoc Networks (MANETS) [8]. Therefore, A
mobile ad-hoc network is a dynamically’changing network of mobile devices that
communicate without the support of a fixed structure (infrastructure network) and
uses multi-hop peer-to-peer routing instead of static network infrastructure to provide
network connectivity. In such nétworks, the quality of the connection links between
any two network mobile devices will vary over time and it becomes an important
research issue about the problems of link breakage. All communication links between
two mobile nodes have a limited link lifetime that comes into and passes out of
existence as mobiles nodes move towards and away from each other and this
phenomenon will significantly affect the network performance. For this reason, we
derive a theoretical model for communication links when both of mobile nodes are
constantly moving and consider a differentiated zone-based link stability model to
formulate some expressions about the link lifetime properties.

Nevertheless, the frequent link changes caused by node mobility make routing in
ad hoc wireless networks a challenging problem. Since there is a direct

communication among the neighboring devices, but non-neighboring devices requires



a robust and intelligent routing strategy to ensure reliable and efficient
communication. Based on the zone-based link stability model, we provide a highly
adaptive routing scheme to deal with the frequent link changes. We derive a routing
strategy that can utilize the ad hoc networks characteristics to select the most stable
links through dynamics network and solve the problems that re-route causing a
amount of network overhead because of communication links breakage on reactive
(on-demand) routing protocol. Selecting the most stable links (i.e., those which
exhibit the strongest signal strength for maximum amount of connection time) will
lead a longer-lived routes and less route maintenance. On reactive routing protocol, a
host initiates route discovery on demand: only when a source node needs to send
packets. The source will broadcast a route request which will propagate to destination
which allows the destination to cheese a route and.return reply. In this part, we choose
a strong link to setup the routing.path to provide-a longer-lived route which can
decrease the stage of route maintenance-overhead. Second, when finding a link or
more links break, the route error message will-propagate the source and inform source
re-establish a route path and this will cause amounts of network overhead and make
packets cost increase due to packets retransmission. We make use of our zone-based
link stability model that provides a prior route update message while a node is far
from the weak zone and immediately inform next packets transfer through another
routing path before node leaves the transmission range. By such a protection
mechanism, it will efficiently reduce the network overhead and increase packets
delivery benefits cause of the lower probability of packets retransmissions.

The organization of the rest of this paper is as follows. In Chapter 2, we discuss
the related work on this field about the effect of mobility on link dynamics
characteristics and routing strategy in ad hoc networks. We also present our

motivation and the contribution that we do in this chapter. In Chapter 3 derives the
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theoretical analysis model on link lifetime considering strong and weak zone,
respectively and simulation results to verify our model. In Chapter 4, we provide an
adaptive routing strategy based on Chapter 3 Zone-Based Link Stability Model.

Finally, we present the conclusions in Chapter 5.



Chapter 2: Background and related work

2.1 Background

Infrastructure free networks do not have designated stationary routers. Mobile
Ad-hoc Networks (MANET) is a type of wireless network without an infrastructure
support. The Mobile Nodes in a MANET operate as both a client and a router, which
directly assumes that every mobile node has this capability. Instead of having Base
Stations with only one important task MANETS introduces every mobile node as a
potential router. Packets sent through the network will be forwarded to the destination
through mobile node by mobile node. It is very likely that communication disruption
will happen in both infrastructure-based'and-infrastructure-free networks. However,
the mobility of the mobile nodés becomes. an important factor in MANETs. Route
discovery and choosing is of high importance and must handle a number of situations
i.e. high mobility. A MANET.is an appealing: network but it needs efficient

mechanisms that are able to handle the events that frequent links changes.

2.2 Related Work

In the literature, simulation has been the primary tool utilized to characterize and
evaluate link dynamics in ad hoc networks. Some efforts have been adopted to design
routing schemes that rely on identification of stable communication links in ad hoc
networks.

In [1], the author presented a detailed analytic framework to investigate the
behavior of the wireless communication links in mobile ad hoc or sensor networks.

Analytical expressions characterizing various properties related to the formation,



lifetime and expiration of links are derived. The derived framework can be used to
design efficient algorithms for medium access, routing and transport control, or to
analyze and optimize the performance of existing network protocols. A number of
applications of the characteristics investigated, such as selection of stable routes, route
lifetime optimization, providing Quality-of-Service (QoS) data communication and
analysis of route lifetime are discussed. In particular, the author also focus on
designing an efficient updating strategy for proactive routing protocols based on the
derived statistics and by using simulations which show that the proposed strategy can
lead to significant performance improvements in terms of reduction in routing
overhead, while maintaining high data packet delivery ratio and acceptable latency.

In Signal Strength-based Adaptive Routing Protocol (SSA) [2], received signal
strength and location stability is used to location stability to quantify the reliability of
a link. A routing metric is employed to select paths that consist of links with relatively
strong signal strength and having an-age.above a eertain threshold. A route that is
found through these strong links is known a mere stable routing path than original one
Both of these approaches suffer from the fact that a link which is considered stable
based on past or current measurements may soon become unreliable as compared to
those currently categorized as unstable, due to the dynamic nature of mobile
environments. Although the author tried to setup a strong link route, he did not
consider that the link will break and how long the link on this route will be broken.

The Route-Lifetime Assessment Based Routing (RABR) [20] uses an affinity
parameter based on the measured rate of change of signal strength averaged over the
last few samples in order to estimate the lifetime of a link. A metric combining the
affinity parameter and the number of links in the route that are used to select routes
for TCP traffic.

A random mobility model has been studied in [10], which is used to quantify the
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probability that a link will be available between two nodes after an interval of
duration #, given that the link exists between them at time #). Then this probability is
used to evaluate the availability of a path after a duration ¢, assuming independent link
failures. This forms the basis of a dynamic clustering algorithm such that more
reliable members get selected to form the cluster. However, selection of paths for
routing using this criterion may be impractical since the model considers a link to be
available at time 7y + ¢ even when it undergoes failures during one or more intervals
between to and #p + . When a link of a route actively being used breaks, it may be
necessary to find an alternate route immediately, instead of just waiting indefinitely
for the link to become available again. Nevertheless, in [3] the author tries to
overcome this shortcoming by estimating the probability that a link between two
nodes will be continuously available for a period.T),, where T, is predicted based on
the nodes' current movements. Latter, in [4] the author address an enhancement to the
prediction-based link availability lestimation, originally proposed by [3]. This
enhancement consists of the principle for' the theoretical calculation of link
availability, L(7,), and a better L(7},) estimation, which is expected to improve the
adaptability of the estimation to other mobility models. Simultaneously, it averts the
intuitive parameter setting used by the original one.

Although these works radiate some light, there are still many important issues
related to the behavior of links remain largely unexplored. In this paper, we develop
an analytical link lifetime considering different zone link stability in order to

investigate link dynamics.



2.3 Motivation and Contribution

Due to node mobility, the connection link between two nodes may break.
The characteristics of link frequent change will lead a potential overhead and decrease
the network performance. Therefore, we need a deeper understanding the property of
link dynamics in MANETS and the relationship on various network characteristics and
parameters...etc. Based on this identification, we derive an analytical formulation
model about link lifetime considering the link stability in different zone. By
establishing such a zone-based link lifetime model, we can have some knowledge to
know the mobile node is located either in strong zone or in weak zone. In this thesis,
we develop a series of analytical expressions:

(1) An expected link lifetime in strong and weak zone ;

(2) An PDF and CDF distribution in strong and weak zone, respectively ;

(3) The residual link lifetime time distribution ;

In such way, we can develop a highly.efficient-and adaptive routing strategy.

The existing on-demand routing pretocol only can detect the link broken after the
link is broken. Such as the popular on-demand routing protocol: AODV. If it found the
link on the active routing path broken, the upstream node of the broken link will send
an error message to the source. After receiving the route error message, it will
re-initiate a route request if the source still desires the route. However, such a re-route
mechanism will cause amounts of network overhead since the delivery packets need
to be retransmission.

In order to improve this drawback, we develop Zone-Based Routing (ZBR)
strategy based on our link stability model. Our scheme can provide a stale routing
path on the routing discovery stage since we setup the routing path based on strong
links. Furthermore, on the route maintenance stage we can decrease the network

overhead and increase the packet delivery efficiency by providing a protection
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mechanism: prior route update message before the current link really breaks.
Our results indicate that this scheme: adaptive routing based on zone-based link
stability model can reduce the network overhead and increase packet delivery benefit

since decreasing the probability of packet retransmission.



Chapter 3: Zone-Based Link Stability Model and
Analysis

3.1 Introduction

The design of ad hoc networks is a difficult task because of continuous change of
network topology and many network environment parameters that are extremely
random and highly dependent. Because of the complexity of ad hoc networks, current
researches mainly focus on using simulations tools. However, our opinion is that
besides simulation, it is still necessary to do a theoretical analysis in order to get deep
understanding of statistic properties of mobile wireless ad-hoc network, e.g. network
connectivity, network link changing rate and link lifetime...etc. In this thesis, we
emphasize on the analysis of link lifetime of ad hoc networks. Moreover, we consider
the properties of link lifetime -in different zones. to: get more precise link stability

information.

3.2 Model Assumption

Real world wireless networks are influenced by many environment factors. Such
as irregular terrain, asymmetry radio transmission, radio interference all of them can
have a serious impact over the operation of the wireless networks. In this thesis, we
make some assumptions to give a simply and reasonable model. In ad hoc networks
that mobile nodes distribution usually exhibits some configurations. In order to
simplify our model, we will make the assumptions that nodes are uniformly
distributed. We also assume that the terrain is perfectly flat and all the mobile nodes

have the same fixed transmission power and are equipped with omni direction antenna.



Therefore, each of them has an equal transmission range R. Our assumption simplifies
a node’s radio coverage shape to a perfect circle whose radius is R. The status of link
between two nodes is also simplified. When the distance between two nodes is larger
than R, they have no wireless link (which means the communication link is broken),
whereas they have a wireless link when the distance is equal to or smaller than R. At
the same time, we assume that each node moves at a randomly chosen velocity in our
mobility model. Here velocity is a random vector, with direction and speed (the
absolute value is also called magnitude) elements. We define f.(v, € ) is a function of
velocity that a mobile node is traveling with speed : v and direction : @ . Then we let
the direction a random variable: £ , which is uniformly distributed between 0 and 27 .
Simultaneously, we also make that the speed is a random variable: v, whose
distribution can be arbitrary. So we ¢an define the.probability density function (PDF)
of velocity at any angle is as the same as £.(v,» @ ).= f. (v, 0). Then we also assume that
a mobile node in such a network moves-with-a constant velocity that is uniformly
distributed between 0 meter/second and. 20 meter/second. It is to be noted that the
degree of mobility in a given application can be taken into account by choosing
appropriate parameter velocity bounds.

Furthermore, we study on a simple mobility model, where the velocity is a
uniformly distributed variable within the range from O to v.... This mobility model can
be supported to maintain the uniform distribution property.

The ad hoc network model described above is applied to the investigation of link
availability properties in ad hoc networks, for both single-hop link and multi-hop

path.
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3.3 Expected Link Lifetime

Definition:

© Strong zone (Green area):

1. A strong connection existed
between two mobile nodes in this
area.

2. The effective transmission radius is
r<R.

© Weak zone (Gray area) :

1. An unstable connection existed
between two mobile nodes in this

arca.

2. The effective transmission radius is
R-r.

Figure 1 The strong zone andw,eakzoﬁeqf node n; at the center of the circle
with node n, entering the zone at A’ Zfr}d’.Aféﬂ_d"éxiting B’ and B, respectively
- Bl ot i

i
| o i | =
. S i
B ¥

3.3.1 Strong Zone and WeakZOﬁeModel

Figure 1 shows the strong zone and weak zone of a node (we call it n;) which is a
circle of radius R centered at the node. This figure also shows that the trajectory of
another node (we call it ny) entering the strong (weak) zone of n; at A’ (A), traveling

along A’B’ (AB), and exiting the strong zone at B’ (B).

3.3.2 Relative Velocity Between two Mobile Nodes

In order to get the period time which two nodes are constantly connected, the
relative velocity between two nodes is necessary to be considered [13]:
We take two neighbor nodes n; and n, and assume V; and V; is their velocity

vector, respectively. From the concept of vector, we can obtain the relative velocity

vector (see Figure 2): V.=V,-V, (1)

r
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Figure 2 Relative velocity vector

Here we define some notations to obtain the PDF of relative velocity:

(1) Let v, v, ),(v)c2 v, ) are the Cartesian forms of velocity vector V_, V, ,and V,
(2) Let (v,,8),(v,,6)),(v, 8,) are the polar forms of velocity vector V, , V, ,and V,
The relationship between PDFf, ., (v ,v,) of relative velocity in Cartesian form

and PDF f_(v,,@) of that in polar form :

dv, Ov,
fv.,0)=f,,(v.,=v cosb,v =v sine)-sz (v v).av’ 98
) xy Yy r > Vy r a(vr’e) Xy oYy avy avy
dv, d6

=for (Vv )y, (2)

Furthermore, the PDF of relative yelocityin:Cartesian form equals the integral over all

possible combination of V, and V, forming a triangle'with V,

=> frxr (Ve Vy) = II Sorxy Vi Viy ) f oo e V538 Vay )dVZXdVZy (3)

Since the relationship of these velocity. vector is dependent (see in (1)), only two
of them are independent. We can obtain the third one if we know the other two.
Consequently, we can determine (x;,y;) from (x2,y2), (vyvy) and just need to integrate

all possible value of (x,y2). The calculation of this procedure is as follows:

frv(vr’e) = vr ' frv,XY(vX’vy)

=V, J J. fv,XY(le’vly )fv,XY(V2x’v2y)dv2xdv2y

—o0 —oo

=v, - [ [ oy (v,c0s6,v,5in0)f, 1, (v, cOs 6, v, sin O)v,dv,d6,

—00 —oo

2

:vr.."j'fv(vl’el) fv(vz’ez)vzdvzdez
00

Vi V,

oty o=y

ifv(vv91)fv(vz’92)dvzd02

Vi

2o (v,,0) £, (v,,0)dv,d6, (4)

r
Vi

I
|
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3.3.3 Link Lifetime Calculation and Expected Link Lifetime

Assume point A (A’) is the entry point of node n, entering the transmission
(strong) zone of the circle centered at node n, and the moving direction of node n,
makes an angle of @ with respective to node n;. from the law of cosine, V, can be

expressed as a function of v;,v,and 6

v,:\/vf+v22—2v1-v2-cos(9 (5)
According to the concept of Pythagoras's Theorem and trigonometry in Figure 1,
we can calculate the distance which node n; travel with respect to node n; in

transmission zone(ﬁ ), strong zone( A'B"'), weak zone( AA'+B'B ), respectively :

(1) distance traveling in transmissio zone :d. = 2Rlcos 6| (6)

(2) distance traveling in strong zone d-— = 2I\/ (0:8R)*-(Rsinb)* | (7)

(3) distance traveling in weak zone :d . =-"= 2(RIcos 6 | —I\/ (0.8R)*-(Rsin@)* ) (8)
Therefore, the time that ndde np stayed in transmission zone, strong zone, weak

zone, respectively

d,,-% _ 2RIcosO |

(1) Time in transmission zone: 1, =—= )
AB vr vr
d,. 240.8R)(Rsinb)’ |
(2) Time in strong zone: ¢, =-—2 = \/( SR)-(Rsin) (10)
A'B' vr vr
d, _ 2(Ricosd1-h/(0.8R)’-(Rsinb)’ |
(3) Time in weak: ¢, —=——2t = (Ricos \/( SR) “(Rsin6)” D (11)
weak vr vr

Hence we can obtain expected link lifetime of above links according probability:

27

(1) Ty (V)= Eltyy 00 001= [ [~ £ 0,00/, (v, 00dv,d6,  (12)

27T

@ Ty, V)= Eltyy 0001 = [ [t~ fL(0.01f, (v, 00dv,d6,  (13)
00 1
27T

—_ 1%
®) Ty V)= Eltyy 0, 001= [ [t 5 £,0,00f, 0, 00dvd6,  (14)
00

1
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From (9)~(10)~(11)and(12)~(13)~(14), we can get final expression about the expected

link lifetime formulations in transmission, strong, and weak zone, respectively :
The expected link lifetime in transmission zone:

27 2R
7;"""73 (V’) - E[tli"kfg (v” )= .[ j( lcosglj' ﬁ (VI,O)fv(Vz,())dvzdez
00

(15)
1

The expected link lifetime in strong zone:
27 00 2 . 2

—_— 2k/(0.8R)"-(Rsinf)” |

Ty (V)=Hiyy (1.01= [ | ( I R J'ﬁ,(vl,o)ﬁ(vz,o)dvzd@ 16
00 1

The expected link lifetime in weak zone:
27 oo 2 : 2

—_— 2(Rlcos @1/ (0.8R)"-(Rsin6)" |

T V)=t (,01=] | ( ( \ - f (Rsin6) )J. £.0,0)f,(v,,0)dv,d6, (17)
00 1

3.4 Link Lifetime Distribution

For a particular mobile node moving with 'a constant velocity, the cumulative

distribution function (CDF) of the link lifetime in' transmission zone can be defined

as:

F () =Prit,, <1}

(13)
Obviously, fort <0, F,,(1)=0. Sofort > 0, we have :
2R|cos @
e (0=Prlt,, <n-pr( 220y
v -t
=1—Pr{jcos 8| >~ )
et (19)

Thus, we can calculate the CDF of link lifetime in transmission zone from (19):
2z 2R v

]':Zinki (t) = 1 - j 1 V.t j e ﬁ,(Vl,O)fV (VZ’O)dvzdaz (20)
Transmission cos (ﬁ) 0 vl

According this concept, we also can obtain the CDF of link lifetime in strong

zone and weak zone:

The CDF of link lifetime in strong zone:
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Flinkslmng (t) = Pr{tlinkﬂ‘ S t}
2 . 2
_ Pr{2l\/(0.8R) t—(Rst) <)
o 2'\/Wl v
=1 -JO jO t _r.fv(vl’o)fv(vz’o)dvzdgz (21)
Vl

The CDF of link lifetime in weak zone:

Fh‘nkm(t) = Pr{lzmkm <1

2 . 2
2(RIcos 6 |—h/(0.8R)*-(Rsin ) .

=PI'{ r}
t
o 2(R|cose|—|m|)v
=1_J.0 J.o ’ —- f,(v,,0) f,(v,,0)dv,d 6, (22)
Vi

The Figure 3.~Figure 5.~ Figure7. show, the CDF of link lifetime in transmission,
strong, and weak zone, respectively. From'these figures, we learn that the above
formulations with respect to the’CDEF of link lifetime in different zone are exact. Each
of the cumulative distribution function will=be approximately to one under various
relative velocities while the slower velocitiesthave longer lifetime.

The probability density functions (PDF) f,. . (¢) of link lifetime in transmission,
strong, and weak zone can be calculated by differentiating (20) ~ (21) ~ (22) with
respect to . Figure 4 ~ Figure 6 ~ Figure8 plots the probability density function (PDF)
by numerically differentiating the curves in Figure 3 ~ Figure 5 ~ Figure7,respectively.
We can see that the maximum of the PDF curve that corresponds to the mode of the
distribution and shifts towards the right as the relative velocity of mobile node
decreases. We can see the same trend in strong zone and weak zone and the density
function of link lifetime in strong zone (Figure 6) and weak zone (Figure 8) shifts
towards the left opposite to the density function of link lifetime in transmission zone

(Figure 4).
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3.5 Residual Link Lifetime

We can calculate residual link lifetime distribution [14] which is composed a
function of the link lifetime distribution that can be used determine the link stability in
the networks. Mathematically, the probability density function (PDF) of residual link

lifetime given the link has been in existence for #; seconds can be expressed as below:

— .fl;;/;k (tl + tz) — fli‘;rk (tl + tz) (23)
v, o
1= Fy () L fi (t,)dt

Vv,
(1)

Where f,7.(-)and F,’ (-) are the PDF and CDF of link lifetime, respectively as

derived in Chapter 3.4.As the Figure 9 indicates the diagram, which has already
existed 7; seconds and remained 7, seconds for traveling. The remained 7, seconds

means the residual link lifetime.

= E(S pe

A
Y

\ll

r|‘

Y

A

4 &

Figure 9 The Diagram of Residual Link Lifetime
As same as the conception, we can calculate the residual link lifetime
distribution considering strong and weak zone. Here we only calculate the residual
link lifetime in weak zone since we will only use this application in our routing
strategy that will introduce in Chapter 4.3. From the same opinion, the residual link

lifetime in weak zone can be expressed as below:

V,

Vf r
fweak—link (tl + t2) — f‘weak—link (tl + tZ) (24)

v

i’; ' (tz) = \% o0

l L= F, i (1)) J- fv’k o (t,)dt
Tl weak —lini

Where f) . (JandF) . (-) arethe PDF and CDF of link lifetime, respectively

e
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as derived in Chapter 3.4. As the Figure 10 indicates the diagram, which has already
existed #; seconds in weak zone and remained ¢, seconds for traveling in weak zone.

The remained 7, seconds means the residual link lifetime in weak zone.

Y

Strong area Weak area
[ L 2 @

A
Y

&
<

Figure 10 The Diagram of Residual Link Lifetime in weak zone
Since we have the probability density function of residual link lifetime of a link
of age t; seconds, we can calculate the expected residual link lifetime #, seconds.

The average value E, of the residuallifetimeof a weakilink of age t, is given by:

V.
il il " o it
E :j tZ rVr(tz)dtz :j tz ( -fweak—lmk( 1 2))dt2
P Y[ @
1 heak=link 2 2

V o
t,-fr o (t+t)dt v,
'([ 2 oot + 1)y Ll b Jreak G RB)dL,

_tl

J 1Y J 1Y @t
Et_ )-R'(t
— ( weak) . ] ( 2) _tl (25)
1- R:I ' (tz )

Where R"(-) is the CDF of 7, (-) and E(t,,,,) is expected link lifetime in weak zone.

Figure 11 shows the probability density of residual link lifetime under different
relative velocity. From the Figure 11, we can see the higher residual link lifetime and
probability as the lower relative velocity. Figure 12 indicates the expected residual
link lifetime. As we expected, the residual link lifetime inverse the relative velocity
and the expected residual link lifetime approximately equals to zero while the relative

velocity more than 35 m/s.
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3.6 Simulation Environment Setup

We use discrete event-driven simulator: ns2 developed by the University of
California at Berkeley and the VINT project [19] to evaluate the performance and
verify the theoretical model. Our simulated network consists of 50 mobile nodes,
whose initial positions are chosen from a uniform random distribution over an area of
1500 m by 300 m, where each node has a unit communication radius R: 250 meters.
The mobility pattern is random uniform model. All nodes move at a constant speed,
v ,with an initial direction, & ,which is uniformly distributed between 0 and 2 7 .
When a node reaches the edge of the simulation region, it is reflected back into the
coverage area by setting its direction to (horizontal edges) or (vertical edges) in order
to maintain node density.

The following Table I is «the setting “parameter value in this simulation

environment:
TABLE 1. SIMULATION PARAMETERS.
Simulation parameter Value
Simulator NS2 Simulator Version 2.28
Mobility Pattern Random Uniform Model
Radio Transmission range 250 m
Position Distribution Uniform
Node Number 50
Pause Time 0,50,100,200,300,...,800,900
Speed 0~20 m/s
Network Topology 1500 m x 300 m
Simulation Time 900 seconds
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3.7 The Comparison of Theoretical Analysis and Simulation

In order to verify the analytically derived expressions for link lifetime in
different zones, we compare each of them by using ns2 network simulator collected
the statistic data from simulation. Figure9. (with strong zone range is 0.8R) and
FigurelO. (with strong zone range is 0.9R) compare the corresponding theoretical
analysis with simulation results. As we expected, we can observe apparently the
simulation results are in completely good agreement with the theoretical analysis.
From these figures, we can see the closest transmission range (r=0.9R), the longer
link lifetime in strong zone as a shorter link lifetime in weak zone with respect to a

particular relative velocity.

Expected Link Lifetime v.s. Relative Velocity in different zone
35 T T T T T T T

— Analysis Transmission Zone

— Analysis Strong Zone

30+ — Analysis Weak Zone
Simulation Transmission Zone
Simulation Strong Zone

*  Simulation Weak Zone
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Figure 13 Expected link lifetime in transmission, strong, and weak zone (r=0.8R)
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Chapter 4: An Adaptive Routing Strategy

4.1 AODYV Routing Protocol

AODV(Ad Hoc On Demand Distance Vector) [18] is a distance vector routing
protocol. It does note require nodes to maintain routes to destinations that are not
actively used. As long as the endpoints of a communication connection have valid
routes to each other, AODV does not play a role. The protocol uses different messages
to discover and maintain links: Route Requests (RREQs), Route Replies (RREPs),
and Route Errors (RERRs). These message types are received via UDP and IP header
processing applies.

AODV uses a destination sequence. number for each route entry. The
destination sequence number is ¢reated by the destination for any route information it
sends to requesting nodes. Using destination sequence numbers ensures loop freedom
and allows to know which of several routes is more+"fresh". Given the choice between
two routes to a destination, a requesting node always selects the one with the greatest
sequence number.

When a node wants to send data packets to another one, it broadcasts a RREQ
to all the network till either the destination is reached or another node is found with a
"fresh enough" route to the sequence (a "fresh enough" route is a valid route entry for
the destination whose associated sequence number is as least as that contained in the
RREQ). Then a RREP is sent back to the source and discovered route is made
available.

Nodes that are part of an active route may offer connectivity information by
broadcasting periodically local Hello messages (special RREP messages) to its

immediate neighbors. If Hello messages stop arriving from a neighbor beyond some
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given time threshold, the connection is assumed to disconnect.

When a node detects that a route to a neighbor node is not valid it removes the
routing entry and sends a RERR message to neighbors that are active and use the
route (this is possible by maintaining active neighbor lists). This procedure is repeated
at nodes that receive RERR message. A source that receives an RERR can re-initiate

RREQ message.

4.2 Problem Statement

Existing on-demand ad hoc routing protocols will re-initiate route discovery only
after the links on the routing path are broken. Once this situation occurs, there will be
a significant cost both in detecting the disconnection (for example: AODV will send
Hello message to check the links-on the routing path whether broken or not) and
re-establishing a new routing path (afterfound-that the link is broken). The overhead
for on-demand routing protocol is. less. than table-driven routing protocols since
table-driven protocols attempt to maintain consistent and up-to-date routing
information among all mobile nodes in the network. But for on-demand routing
protocols, the overhead will occur while finding one or more links broken on the
routing path since it needs to be re-initiate a route request procedure. Thus, we focus
on how to reduce the overhead by developing our efficient adaptive routing strategy
based on our zone-based link stability model. Specifically, when a mobile node with
respective to another node are moving far from the strong zone and entering the weak
zone (an unstable weak), a reroute update message is needed to be considered. By this
protection mechanism in advance, we can reduce the overhead as a fail path occurs.
With this early warning, the source can initiate route discovery early and switch to

another more stable routing path.
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4.3 An Adaptive Routing Strategy

In order to improve the drawback on reactive (on-demand) routing protocol, we
develop Zone-Based Routing (ZBR) strategy based on our link stability model. Our
basic idea is that we can obtain distinct knowledge that a mobile node is either in
strong zone or in weak zone from our model to design a highly adaptive and efficient
routing strategy. There are two stages in on-demand routing protocol: (1) Route
Discovery; (2) Route Maintenance.

In route discovery stage, we adopt the routing mechanism in SSA [2]. A source
node tries to search a shortest routing path to destination node with strong links (that
is mobile node in strong zone) according our link stability model. If we could not find
a routing path with all-strong links, we would find the shortest path with all available
links with either strong or weak links. By establishing such a stable routing path, we
will have a robust communicatien for delivering datapackets.

In route maintenance stage, the:link-en-the routing path may break since each
mobile node is movable. In AODV: routing protocol, it monitors this routing path
whether valid or not at every time unit (the default value is one second). If it found
one or more links on this routing path fail, it will re-initiate a route request message to
re-establish a new routing path if the data packets desire this transmission. In our
routing strategy: Zone-Based Routing (ZBR) will monitor the link status at every
period: d second. Our scheme adopts “half link lifetime in strong zone” while mobile
node is in strong zone and ‘“half link lifetime in weak zone” while mobile node is in
weak zone to be the monitoring period time. However, in order to avoid the mobile
node existing out the transmission range with respect to another mobile node too fast
with high velocity, once the mobile node enters the weak zone, we will add another
constraint to avoid this situation occurring. While a mobile node is in weak zone, we

will not only monitor the link status in every “half link lifetime in weak zone” but also
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add a mechanism: comparing the residual link lifetime (RLL) if RLL is greater than
“half link lifetime in weak zone” at each monitoring. If this monitoring mechanism
found the average monitoring period “half link lifetime in weak zone” is greater than
residual link lifetime (RLL), then a route update message will be generated and send
to source. Upon receiving this message, the source will find another stable routing
path and delivery the later data packets on this routing path.

More specifically, the procedure of our ZBR routing strategy is as following flow

chart:

Send Route Request
(including Signal
Detective Message)
[SSinitial”

i
¥

ot found a‘all:
strong- link route
path

Node on

Nodes on Nodes on
Route P o Route Path ./ RoutePath  /
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Figure 15 Zone-Based Routing (ZBR) Procedure Flow Chart
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4.4 Simulation Results and Analysis

4.4.1 Performance Metrics:

There are three performance metrics to compare in our simulation. We evaluate
our ZBR (Zone-Based Routing) scheme and AODV routing protocol according the
following three metrics:

(1)Packet delivery ratio: The ratio between the number of packets originated by
CBR sources and the number of packets received by the CBR sink at the final
destination.

(2) Average end-to-end delay: The average time delay between the time when a
data packet delivered from the source node and the time when the packet arrives at the
destination node.

(3)Routing overhead: Packet  overhead 'is the number of routing packets
“transmitted” per data packet that.is “delivered™ at the destination node.

Packet delivery ratio is important.as it describes the loss rate that will be seen by
the transport protocols, which in turn affects the maximum throughput that the
network can support. This metric characterizes both the completeness and correctness
of the routing protocol.

Average end-to-end delay is a major parameter to measure latency time while
delivering a packet whose time it takes. It dependents to overhead since a larger
overhead may lead longer delay. However, a shorter delay may not necessarily imply
a higher packet delivery ratio since delay is only measured on those successfully
delivered packets.

Routing overhead is an important metric as it measures the scalability of a
protocol, the degree to which it will function in congested or low-bandwidth
environments. Protocols that send large numbers of routing packets can also increase
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the probability of packet collisions and may delay data packets in transmission queues

of network interface.

4.4.2 Simulation Results and Analysis:

For all simulations, the communication patterns were peer-to-peer, with each run
having either 10, 20, or 30 traffic sources sending 4 packets per second. Traffic
sources are CBR (constant bit rate) traffics and each data packet size is 512 bytes. The
source-destination pairs are distributed randomly over the network. The other
simulation parameter setting is mentioned previously in Chapter 3.6.

Each node starts its journey from a random source location to a random
destination with a random speed that 18 'uniformly between 0-20 meter/second. Once
the destination is arrived, anothér random -destination will be chosen after a pause
time. The total simulation time-is 900 seconds and each data point in flowing figures
is average of five runs with the same scenario configuration but with different random
seeds.

In Figure 16 ~ 17 ~ 18, we plot the results we have obtained with respect to the
packet delivery ratio with 10, 20, and 30 traffic sources. In all the testing scenarios,
ZBR demonstrate high quality in delivering packets — most of all are more than 93%.
Since our routing path setup on the strong link which is more stable than the ones on
AODV (which only consider establishing a shortest path). Furthermore, AODV has
difficulty when nodes are moving fast (corresponding to smaller pause time), with a
packet delivery ratio less than 90%. However, our ZBR routing can keep a high
packet delivery ratio above in all scenarios more than 90%.

In Figure 19 ~ 20 ~ 21, we portray the results we have obtained to capture the

performance with respect to average delay metrics. The AODV have a shortest
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end-to-end delay since it setup the shortest path corresponding to less links on this
routing path than our ZBR routing. Our ZBR routing path is composed of the strong
link that may experience more hops. However, the average delay for our ZBR routing
is more than AODV slightly. The delay cure for our ZBR routing is smoother than
AODV that means we have a smaller jitter. Therefore, we have a more stable routing
path and can provide some Quality of Service.

In Figure 22 ~ 23 ~ 24, we show the results we have obtained to present the
overhead metrics to both of AODV and ZBR in 3 scenarios. As we can see, without
the frequent periodic hello message to monitor the link status, our ZBR routing
outperforms AODV. Compared to AODV (the default checking period to check link
is one second each time), our ZBR routing strategy takes much less times to check
link status by half expected link lifetime in strong. and weak zones depending on the
mobile node located in strong zene.or weak zene..Meoreover, under the scenario of 10
traffic sources, our ZBR routing perfotm-very well; it will have a performance that

approximates to zero overhead.
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Chapter 5: Conclusion and Future Work

In this thesis, we derive an analytical formulation model about link lifetime
considering the link stability in different zone. In this model, we develop a series of
analytical expressions including: (1) An expected link lifetime in strong and weak
zone ; (2) An PDF and CDF distribution in strong and weak zone, respectively ; (3)
The residual link lifetime time distribution ; At the same time, we design a highly
efficient and adaptive routing strategy based on our zone-based link stability model.

By establishing such a zone-based link lifetime model, we can have distinct
knowledge to know the mobile node is located either in strong zone or in weak zone
and according to such information to determine a stabile and robust routing path and
provide a protection mechanism to avoid the overhead while link failed.

By such a scheme, we can provide a stale routing path on the routing discovery
stage since we establish the routing path based on strong links. Furthermore, on the
route maintenance stage we can.decrease the network overhead and increase the
packet delivery efficiency by providing=a-protection mechanism: prior route update
message while a node is far from the weak zone and immediately inform next packets
transfer through another routing path before node leaves the transmission range
according to our efficient link stability efficient monitoring mechanism before the
current link really breaks.

Our results indicate that our scheme: adaptive routing based on zone-based link
stability model can reduce the network overhead over 50% compared to AODV. Our
ZBR can also increase packet delivery benefit efficiently (our ZBR have more than 90
% packet delivery ratio under all scenarios) since we can efficiently detect the link
situation early and provide another stable routing path before link fails since

decreasing the probability of packet retransmission.

37



Since the desirable features of routing protocols for MANETS include ability to
adapt to frequent changing network conditions due to mobility and provide quality
control mechanisms during the life time of a route. Hence, how to provide a suitable
Quality of service (QoS) in MANETs: is a challenge. In our zone-based link stability
model, we can gather information about signal strength to find a more stable route
during route discovery and uses this information in route choosing to provide a QoS
guarantee communication depending on the desired service. In the future, we will try
to design a QoS aware routing algorithm to provide a better QoS choosing metric

under various QoS requirements.
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