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Abstract

The Domain Name System (DNS) is an essential part of the Internet software
infrastructure. However, according to the domain health survey for commercial sites
(Men & Mice, 2005), almost 70%:0f .COM zones have at least one mis-configuration.
In practice, during design and deployment phases; DNS tutoring system could provide
us with related information to help reduce the percentage of DNS mis-configuration.
In this thesis, we propose a learning sequences construction model using ontology and
rules to simplify the complexity of learning sequence construction. There are three
modules in this model. First, the Ontology-based Learning Sequences Construction
Module is designed to transform an ontology into a basic course scheme. Second, the
Meta-Knowledge Extraction Module is used to extract meta-knowledge form rules.
And, finally, these two kinds of knowledge would be integrated in the Example &
Quiz Annotation Module. On the other hand, Shareable Content Object Reference
Model (SCORM), which is the most popular e-learning standard, defines the learning
sequence behavior and the learner navigation by using sequence and navigation model.
For illustrating the ideas, we design and implement a SCORM-based DNS tutoring
prototype system. In fact, with a few modifications, it is supposed that the model

could easily be applied to other domains for learning sequences construction.

Keywords: learning sequence, ontology, rule, DNS, SCORM
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Chapter 1. Introduction

The Domain Name System (DNS) is an essential part of the Internet software
infrastructure. Unfortunately, due to the distributed nature of DNS and lack of
efficient knowledge sharing mechanisms among DNS administrators, even though
DNS is so important to network operation today, rather few DNS administrators have
the expertise to do the jobs well. In the domain health survey for commercial sites
(Men & Mice), almost 70% of .COM zones have at least one mis-configuration (i.e.,
some are minor ones, while others are fatal). In Chen et al. (2003), the authors
proposed a framework for the design and implementation of a unifying intelligent
system for DNS management. The iDNS, system started to provide diagnosis services

since 2003 and most of the feedbacks fromusers aré.positive.

On the other hand, as mentioned in=Chen et al. (2003), many novice DNS
administrators suffer from their lack ‘of ‘domain knowledge in conducting DNS
management tasks. Therefore, in addition to DNS diagnosis system, DNS tutoring
could provide DNS background knowledge for helping these people on the design and

deployment of DNS servers to reduce the percentage of DNS mis-configuration.

Next, the reusability and interoperability issues of the teaching material are
important as well. When the teaching material is reusable, other tutoring systems
could reuse the teaching material directly. On considering these, we adopt the
Sharable Content Object Reference Model (SCORM) model for building the
web-based tutoring system. SCORM provides sequencing and navigation mechanism

for learning objects. General speaking, the SCORM-based learning sequences should



be domain-dependent; that is, it usually needs domain experts to get involved in
developing the learning scheme. Therefore, the mechanism which could provide
required assistance when the domain experts’ constructing learning sequence is

required.

In this thesis, we propose to adopt and integrate both the ontology knowledge
model and rules knowledge model to construct SCORM-based learning sequences.
An ontology is an explicit specification of a conceptualization (Gruber, 1993). Similar
to concept map, an ontology consists of concept classes and relationships. This kind
of architecture is suitable for the transformation to course scheme. Besides, in the

view of knowledge representation, ontology has the following advantages:

(1) Ontologies are useful in a range. of applications, where they provide a source of
precisely defined terms that can be communicated across people and applications
(Chandrasekaran et al., 1999).. In short,~ontology could help domain experts to
model the domain knowledge.

(2) In essence, ontology representation is suitable for communication and natural for
human thinking. The role of ontologies is to capture domain knowledge and
provide a commonly agreed upon understanding of a domain. Hence, ontology
can facilitate the communication between knowledge engineers and domain
experts.

(3) Many useful ontology editors (e.g., Protégé, OilEd, etc.) could provide us with

required assistance when constructing ontology.

As described above, ontology could model domain knowledge and could be used to
reflect the sequence of the knowledge concept as well. Therefore, we adopt ontology

as one of the knowledge resources to construct learning sequences.



On the other hand, one of the most popular approaches for knowledge
representation is to use production rules. In general, rule representation is appropriate
for the support of decision-making on network system management. Many network
services (e.g., DNS, Intrusion Detection System, anti-SPAM software, etc.) adopt
rules to perform their management jobs. Liu et al. (2004) proposed an ontology-driven
model for rules extraction and applied the rules generated from the model on DNS
diagnosis system. In essence, the rules in DNS diagnosis system focus on DNS
problems. In other words, when users fire the rules in DNS diagnosis system, the
diagnostic system would infer that there should be something wrong in users’ DNS
configurations and we could further infer that the users might need some background
knowledge related to the problems they encounter. Therefore, with some appropriate

design, we could extract some meta-knowledge from rules.

In general, our main contributions of the-thesis are:

1.  We propose a SCORM-based learning seguence construction algorithm, which is
based on ontology and rules. The paradigm of integrating ontology and rules

could benefit from domain knowledge model and users’ behaviors.

2. We design and implement a DNS e-learning prototype system based on the

SCORM-based learning sequences constructed from above algorithm.

The rest of this thesis is organized as follows. In Chapter 2, we introduce some
preliminaries about knowledge representation, DNS domain knowledge and ontology,
and SCORM. Chapter 3 shows the overall system architecture. There are three
modules in our learning sequences construction system, which includes the

Ontology-based Learning Sequences Construction Module, the Meta-Knowledge



Extraction Module, and the Example & Quiz Annotation Module. The working
details of these three modules are described in Chapter 4, Chapter 5, and Chapter 6
respectively. Chapter 7 shows the implementation of our system. Finally, we have

concluding remarks about this thesis in Chapter 8.



Chapter 2. Preliminaries

In this Chapter, we will describe preliminaries and general information relating to this
thesis. In Section 2.1, we first talk about knowledge representation, especially
focusing on ontology representation and rule representation. Some basic DNS domain
knowledge and the domain ontology would be covered in Section 2.2. Finally, we

give a brief introduction of SCORM in Section 2.3.

2.1 Knowledge Representation

As we know, knowledge representation.is _one of the most central and familiar
concepts in Al. Five distinct roles-of knowledge representation are described in Davis

et al. (1993). They are listed below:

® Aknowledge representation {KR) is most fundamentally a surrogate.
® Itisa set of ontological commitments.

® Itis afragmentary theory of intelligent reasoning.

® Itisamedium for pragmatically efficient computation.

® Itis a medium of human expression.

In our system, we adopt ontology representation and rules representation as the
knowledge representation. From the above, we know that a knowledge representation
is used as a substitution for the real world object. In principle, it is impossible for us
to describe the real object completely because the one that could really denote the
object is itself. In general, different knowledge representations focus on different
views. Furthermore, different applications may need different representations on the

same problem domain.



2.1.1 Ontology Knowledge Representation

An ontology is an explicit specification of a conceptualization (Gruber 1993).
Ontologies are useful in a range of applications, where they provide a source of
precisely defined terms that can be communicated across people and applications
(Chandrasekaran et al. 1999). The role of ontologies is to capture domain knowledge
and provide a commonly agreed upon understanding of a domain. Ontology defines
the concepts, the attributes of the concepts, and the relationships among concepts.
Figure 2.1 shows a simple animal ontology. There are five concepts and one kind of
relationships in this simple ontology. With the help of ontology, the knowledge is not
only human-readable but also machine-readable (Chandrasekaran et al. 1999; Gaines
& Shaw 1993). Furthermore, the graphical .representation of ontology could simplify

the communication between the demain.experts.and knowledge engineers.

Figure 2.1: Animal ontology hierarchy

As mentioned in Fernandez (1999), the ontology building process is still a craft
rather than an engineering activity. Each development team usually follows its own
set of principles, design criteria and phases on the ontology development process. In
Fernandez et al. (1997), the authors of METHONTOLOGY explain that the life of an

ontology moves on through the following states: specification, conceptualization,



formalization, integration, implementation, and maintenance. Knowledge acquisition,
documentation and evaluation are supporting activities that are carried out during the
majority of these states. The evolving prototype life cycle of METHONTOLOGY
allows the ontologist to go back from any state to other if some definition is missed or
wrong. So, this life cycle permits the inclusion, removal or modification of definitions

anytime of the ontology life cycle.

2.1.2 Rule-based Knowledge Representation

One of the most popular approaches to knowledge representation is to use production
rules, sometimes called IF-THEN rules, The basic form of the rule representation is:

IF <Condition>THEN <Conclusion>;

When the input facts match the condition (or premise), the inference engine would
infer that a certain rule (or a set of rules) should be fired and the action part would be

activated.

There are many advantages of using the IF-THEN rule representation. First, the
IF-THEN form is similar to natural language and it is easily understood since each
defines a relatively small and, at least in principle, independent piece of knowledge.
Second, the IF-THEN rules are powerful to define the management mechanism for
many application domains. In fact, many network services (e.g., Intrusion Detection
System (IDS), anti-SPAM software, information filtering system, etc.) adopt rules as
the engine to perform access control jobs. For example, most firewall software
systems are typical rule-based system. In practice, the network administrator could

define the filtering rules to filter out unwanted network packets or protocols. For



example, to the network attacks, it is a common practice for many network
administrators to allow web access and there might be some pseudo rule like the
following:

IF the port of destination server <> 80 THEN reject the packet;

As described above, rule representation is also suitable for DNS domain as well.
In principle, in a typical DNS diagnosis system, we might diagnose DNS problems
from real-world DNS configurations. Using our DNS diagnosis system, the provided
DNS configuration information of a site could be viewed as the facts and the whole
diagnosis process is a typical forward reasoning process. For example, we could
define the rule about Single Point of Failure (SPOF) as follows:

IF number of NSirecords <2 THEN SPOF=true

2.1.3 Hybrid Knowledge Model

Knowledge acquisition is often the bottleneck of building Knowledge-Based System
(KBS). Usually, it is not easy to extract knowledge directly from domain experts.
Therefore, some mechanism (e.g., automatic, semi-automatic, or even manual) is
required during the knowledge acquisition process. In essence, ontology
representation is easily understood by domain experts and knowledge engineers. The
concept hierarchy, concept attributes and relationships are similar to the
object-oriented design or database schema design. In addition, many existing ontology
tools (such as Protégé) can simplify ontology construction. So ontology representation
is suitable for knowledge engineers and domain experts to model the domain

knowledge.



On the other hand, rules representation is more suitable for many practical
domains (e.g., DNS management, firewall management, etc.) since rule representation
is powerful for machines to manipulate the concepts (or tasks). However the rule
extraction is not a straightforward process. In Liu et al. (2004), we proposed an
ontology-driven model for rule extraction. The whole process is to facilitate the
domain experts to extract the rules by the help of ontology. The ontology could guide

the rules extraction and simplify the whole process.

In this thesis, we adopt both ontology and rule knowledge representations to
model the resource knowledge. The advantages of using the hybrid knowledge model

are as follows:

® Ontology representation could make:domain problem modeling more easily.
® Ontology could facilitate the KBS rules extraction.
® Rule representation is powerful for'machine to manipulate the concepts.

® DNS diagnosis could be addressed by: rules to model users’ behaviors.



2.2 DNS Domain Knowledge and Ontology

2.2.1 Basics of the DNS System

The Domain Name System (Mockapetris 1987-1; Mockapetris 1987-2) is responsible
for translating between hostnames and the corresponding IP addresses needed by
software. The mapping of data is stored in a tree-structured distributed database where
each name server is authoritative (responsible) for a portion of the naming hierarchy
tree. The client side query process typically starts with an application program on the
end user's workstation, which contacts a local name server via a resolver library. That
client side name server queries the root servers for the name in question and gets back
a referral to a name server who should know the answer. The client's name server will
recursively follow referrals re-asking the query until it gets an answer or is told there
is none. Caching of that answer.should happen at all.name servers except those at the
root or top-level domains (.com for example). -The working paradigm could be

illustrated in Figure 2.2.

root
*Remote DN3
Forwarding Server

.
™,, *Direct mode

gl Oy, l
: ]
WINSDNS queries. DN T
wwndu.editw = 140.1132505 |

Figure 2.2: DNS operation model
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2.2.2 DNS ontology

For many people (e.g., DNS beginners, etc.), information of DNS taxonomy will help
them understand operating details of the DNS and describe encountered problems
more explicitly. Figure 2.3 shows a snapshot of DNS ontology (Chen et al. 2002).

Five types of relationships and four types of constraints are described as follows:

B Five types of relationships:

(1) Component of: “Component of” is a generalization relationship, which could
be used to describe the concept taxonomies in the class hierarchy. For example,
NS Record is a component of Zone Data.

(2) Type of: “Type of” is also a generalization relationship. For example, a Master
DNS Server is a type of Autharitative DNS Server.

(3) Attribute of: Denote the theoretic attributes-of a concept class. For example,
DNS Availability is an attribute of DNS Server on theoretical aspect.

(4) Process of: Denote the actual processing-of a concept class. For example,
DNS Registration is a process of DNS administration while users try to
construct a working domain (zone) name.

(5) Synonym: ““Synonym”” relationship could be used to denote two or more terms
with the same meaning. For example, a master DNS server of a specific zone

is also called a primary DNS server. Both terms are synonyms.

B Identification of Constraints:

(1) Pre-requisite constraint: One class depends upon another. For example: if we
want to avoid SPOF, we must first adopt policies and enforcement
mechanisms to avoid being Single Network and Single Server in advance.

(2) Temporal constraint: One class must occur before another. For example: DNS

Registration is needed as long as Delegated DNS Server exists.

11



(3) Mutually inclusive constraint: One class requires another for its existence.
For example, to improve the availabilities of DNS zones, we have to avoid
SPOF (i.e., having replicate servers for servicing the specified zone) in the
first place.

(4) Mutually exclusive constraint: One term/relationship must not co-exit with
another. For example, a caching-only DNS server is not an authoritative-only

DNS server and vice versa.

AAAA R?cord [Single Network] [Single Server]
A6 Record ’
MX Record Pre. o
Comp_of

Comﬁ_of . o Single Point
C T ; Configuration ,

TR Record Comp ;)frinO < ' [ille of Failure
~ & Zone Data ; (SPOF)

A Record }-Comp-of ™ "¢

c ; Comp_of’ Mul-In
Comp_of omp_o 4 :
) DNS
Attri_of o3 oo
NS ,Record DNS Server 191 Availability

Pré }?;joc_of Type.._Of

DNS - | Master Primary
1 Registration Authoritative | ¢ Type_of |DNS Server/™ 5" |DNS Server
e DNS Server
Pre. Typeof  Slave gy | Secondary
DNS Server Y DNS Server

Delegated
DNS Server |

—J

Legned
Relations : Constraints
——Comp_of—» Componentof ~  ———— Pre--- > Pre-requisite
...... Type_of----»  Type of -------Temp--—--»  Temporal
—Attri_of —»  Attribute of - Mul-In—- +  Mutually-Inclusive
"""""" Proc_of-—#  Process of
———————————— Syn-———»  Synonym

Figure 2.3: A diagram showing part of the DNS ontology



2.3 SCORM (Sharable Content Object Reference Model)

SCORM, which is proposed by the U.S. Department of Defense’s Advanced
Distributed Learning (ADL) organization in 1997, is currently the most popular one
among those existing standards for learning contents. The SCORM specifications are
a composite of several specifications developed by international standards
organizations, including the IEEE, IMS, AICC and ARIADNE. In a nutshell, SCORM
is a set of specifications for developing, packaging and delivering high-quality
education and training materials whenever and wherever they are needed.
SCORM-compliant courses leverage course development investments by ensuring
that compliant courses are "RAID:" Reusable: easily modified and used by different
development tools, Accessible: can be'searched.and made available as needed by both
learners and content developers, Interoperable: operates across a wide variety of
hardware, operating systems and web.-browsers, and Durable: does not require

significant modifications with new wersions of system software (Jones 2004).

In SCORM, content packaging scheme is proposed to package the learning
objects into standard teaching materials, as shown in Figure 2.4. The content
packaging scheme defines a package of teaching materials consisting of four parts - 1)
Metadata: describe the characteristic or attribute of this learning content, 2)
Organizations: describe the structure of this teaching material, 3) Resources: denote
the physical file linked by each learning object within the teaching material, and 4)
(Sub) Manifest: describe this teaching material is consisted of itself and another
teaching material. In Figure 2.4, the organizations define the structure of whole
teaching material, which consists of many organizations containing arbitrary number

of tags, called item, to denote the corresponding chapter, section, or subsection within

13



physical teaching material. Each item as a learning activity can be also tagged with
activity metadata which can be used to easily reuse and discover within a content
repository or similar system and to provide descriptive information about the activity.
Hence, based upon the concept of learning object and SCORM content packaging
scheme, the teaching materials can be constructed dynamically by organizing the
learning objects according to the learning strategies, students' learning aptitudes, and
the evaluation results. Thus, the individualized teaching materials can be offered to

each student for learning, and then the teaching material can be reused, shared,

recombined.
Manifest.xml
Package Interchange File Organizations <metadata> </metadata>
<organizations>
Package = Tty T
2 <Organization> g oIy, <organization=
Manifest Meta-data 3 = e
M‘ 4 : —'j | <title=Introduction to SCORM</title>
o uf‘ “fa [l <item> ; ,\"1‘“"""7" <item identifier="1D1" identifierref="content1">
rganizations feta-dats ? e
drganizations S <iter P <title>Chapter 1</title>
Resources E : Activity >
: e B <metadata>
(Sub)Manifest v He-tat ; _ : i i 1 ,
| <item> o <adlep:location=activityMetadata | xml</adlep:location>
Physical Files Corresponding ‘17111:[;“_1{!1&"73_‘— . -
(The actual Content, Wl <item> XML code <item identifier="1D1-1" identifierref="content1-1">
Media, Assessment, <title=Section 1</title=
Collaboration, and | <item=> <fitem=>
other files) <item identifier="1D1-2" identifierref="content1-2">
Corresponding <title>Section 2</title>
 J course structure </item>
</item>
= 7 Chapter 1 Resources -
Teaching Material —- JUEL — i £
Section | [ > @ </organization>
Section 2 feseed > - </organizations=
Chapter 2 S @ <resources>
- &) . ‘= " v " "
e : g <resource identifier="content1" type="webcontent
|— Section | |

| T adlep:scormType="sco" href="1.html">
1 Subrection L} <file href="imagel.jpg">
</resource>

<ICSOUrce/>
<resources=

Figure 2.4: SCORM content packaging scope and corresponding

structure of teaching materials
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Chapter 3. System Architecture

Figure 3.1 shows overall system architecture. There are three modules in our learning
sequences construction system. The Ontology-based Learning Sequences
Construction Module and the Meta-Knowledge Extraction Module are preprocessing
modules. And, the Example & Quiz Annotation Module would be used to integrate
the preprocessing results into a recommended course scheme. The working principles

of these modules will be covered in more details later in this chapter.

S 1

Domain Ontology Vocabulary Base Rules
,,,,,,, OHtglogy-based Meta-Knowledge
o> | Learning Sequences E on Modul
. Construction Module xiraction Module
User Profile

¥ ¥

Basic Course Scheme Related Classes and Explanations

Y »

Example & Quiz
Annotation Module

\

(a—)
N a—)
Y —

N

Annotated C ourse Scheme Y,

:)
d> [Couzse R@fnemenj —> | :
= ja=——

Domain Expert Refined Course Scheme

Figure 3.1: Overall system architecture
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3.1 Learning Sequences Construction Preprocessing

In this thesis, we adopt both domain ontology and domain knowledge rules to
construct learning sequences. In essence, ontology representation focuses on concept
classes, attributes of the concept classes, and the relationships between the concept
classes. On the other hand, the main components of rule representation are facts and
actions. Thus, in practice, the integration of ontology and rules is not a
straightforward job. Before integrating these two kinds of knowledge representations,
it is supposed that there should be preprocessing processes to make the integration

process smoother.

In essence, as mention in Section 2.1.1, we know that an ontology is an explicit
specification of a conceptualization, and.iticould be'used to model domain knowledge.
In addition, an ontology consists of concept classes and relations. Hence, we would
like to transform the concept hierarchy-and-relationships between the concepts into
some kind of learning sequence. Therefore, the approach to transform ontology into a
course scheme (a set of learning sequences) is suitable. In this thesis, we propose an
Ontology-based Learning Sequences Construction Module to transform the domain

ontology into a basic course scheme. In essence, there are three main issues:

(1) How to decide the transformation mapping between relationships of the domain
ontology and learning sequences?

(2) When we confirm the transformations between relationships and learning
sequences, the next problem is: how to decide the priority among these
transformations?

(3) How to create a course scheme based on the definition of transformations and the

priority ordering definition?

16



The working details in the Ontology-based Learning Sequences Construction Module

will be described later in Chapter 4.

In general, rule representation is appropriate for the support of decision-making
on network system management. In fact, many network services (e.g., IDS,
anti-SPAM software, information filtering systems, etc.) adopt rules as the engine to
perform access control jobs. For example, most firewall software systems are typical
rule-based systems. As similar to other network management domain, rule
representation is suitable for DNS domain as well. In these domains, adding

rule-based knowledge is a very efficient way to enhance the content of course.

Usually, rule format was written as follows:
IF <Condition> THEN <Conclusion>;
In order to integrate rule-based-knowledge-into. the course exactly and smoothly, we

should get some information from this kind of representation, including:

® \What are the key terms of the rule?
® Where is the most appropriate position of the domain course to add the

rule-based knowledge?

Therefore, we propose to design the Meta-Knowledge Extraction Module to get the

necessary information. In essence, this module has two intentions:

(1) Extract meta-knowledge from rules.

(2) Let the meta-knowledge be integrated with ontology knowledge smoothly.

The working details of this module will be covered later in Chapter 5.
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3.2 Knowledge Integration

After the preprocessing of ontology knowledge and rule-based knowledge, we could
get a basic course scheme and meta-knowledge of rules. Next, in order to offer
learners more complete domain knowledge, we will integrate these two kinds of
knowledge by adding the meta-knowledge into the basic course scheme. However, we
would meet a problem: What form would we add the rule-based knowledge into the

ontology knowledge with?

According to the pedagogy theory, we know that learning by examples or
quizzes could increase the learning efficiency. In essence, the rules in DNS diagnosis
are used to diagnose DNS problems and. it.is. suitable to provide examples when DNS
problems occurred. Furthermore;:the facts-and actions of DNS diagnosis rules are
composed by DNS ontology elements. Thus, the rules could provide us the hits to
provide appropriate examples at’suitable place-in the course scheme. In this thesis, we
propose the Example & Quiz Annotation" Module to annotate the rule-based
knowledge (i.e., the meta-knowledge extracted from rules) into the ontology
knowledge (i.e., the basic course scheme transformed from the domain ontology) with

the form of examples and quizzes.

In practice, examples would usually be presented after learners have finished
most of the related chapters (or sections). If we want to annotate the meta-knowledge
of a rule as an example of the course, we have to know which chapter (or section) is
the last one among those related chapters (or sections). Here we will use the learning
sequences transformed by the Ontology-based Learning Sequences Construction

Module to decide which one is the last studied related chapter (or section) in a rule.
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In this thesis, we adopt the methodology proposed by Fischer (2001) to perform
the quiz annotation. The main idea is to change the major conceptual terms with the
same (or similar) relationships in the ontology to generate some simple, but
meaningful quizzes. The quizzes include true-or-false, single choice, and even

multiple choices. Both annotation methodologies will be described in Chapter 6.

3.3 Course Refinement

The course scheme generated by domain ontology and rules is a recommended one. In
practice, teachers or domain experts could use some authoring tools to refine the
course scheme for their own uses (i.e.;to fit'their own requirements). Because the
course scheme follows the standard .of SCORM. 2004, the most popular standard for
learning contents, there are many authoring tools to use. For example, Reusable
eLearning Object Authoring &' Delivery (RELOAD) provides a Metadata and
Content Packaging Editor, which can help users organize, aggregate and package
learning objects in standard IMS and SCORM content packages. Furthermore, in Su
et al. (2005), the authors proposed an Object Oriented Course Modeling (OOCM) to
construct the SCORM compliant course and supported a graphic OOCM authoring

tool as shown in Figure 3.2.

Moreover, based on our proposed architecture, system administrators can add
additional information to make the course scheme more adaptive. For example,
system administrators may add user profiles into the Ontology-based Learning
Sequences Construction Module to influence the definitions of transformations and

the priority ordering. In this way, the system could be used to generate more
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individualized course schemes.
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Chapter 4. Ontology-based Learning Sequences

Construction

In this chapter, we will introduce the detailed processing of the Ontology-based
Learning Sequences Construction Module. As shown in Figure 4.1, we will
transform a domain ontology into a basic course scheme (a set of learning sequences)

in this module. There are three primary parts in this construction module:

(1) Transformations between domain ontology relationships and learning sequences.
(2) Priority ordering definition among those transformations.

(3) The ontology-based learning sequences constructing algorithm we proposed.

We will discuss these three parts‘in moreidetail and explain the whole process using

an example with a simple DNS‘ontology we mentioned in Section 2.2.

Transformations between L
Priority of

Relationships and -
Transformations —

Learning Sequences -

Dormain Ontology Constructing Algorithm Basic Course Scheme

(A Set of Learning Sequences)

Ontology-based Learning Sequences
Construction Module

Figure 4.1: Ontology-based learning sequences construction
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4.1 Transformation between Ontology Relationship and

Learning Sequence

In essence, learning sequence construction is one of the important issues on building
SCORM-based tutoring system. Meanwhile, many relationships (e.g., Is_a, or to be
more precisely — Subset_of, Component_of, Type_of, etc.) between the ontology
concept classes could represent the hierarchical information of the domain knowledge
and be used to suggest appropriate learning sequences of the knowledge. Therefore,
with the help of transformation process, we could transform the ontology relationship
into some kind of learning sequence according to the properties of the relationship.
For example, the general relationship “Is a” implies hierarchical information and
there exists an “Is a” relationship .exists between the concept class “Dog” and the
concept class “Mammal”, so we:would transform the relationship into parent-child (or

chapter-section) structure:

? Mammal

In different domain ontology, there are different kinds of relationships. The
problems of polysemy and synonymity may happen among ontologies. Therefore, to
deal with these kinds of dilemma, if we want to define the transformations between
the domain ontology relationships and learning sequences, it is nature for us to
interview the domain experts to confirm the meanings of relationships, and establish
the transformations furthermore. In DNS domain, according to the properties of those

relationships of the DNS ontology, we define the translations as follows:

(1) Component of: If concept class A is a component of concept class B, it means that

A is at the child level (or sub level) of B in course construction. For example, NS
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Record and A Record are components of Zone Data of a specified zone, so we can

construct this kind of learning sequence:

s Zone Data

------ o NS Record
.0 A Record

(2) Type of: Similar to “Component of”, this relationship can also be translated into

the learning sequence of parent-child structure.

(3) Attribute of: Just as the literal meaning, we would transform this relationship into
the parent-child structure. For example, DNS Availability is an attribute of DNS

Server, so we construct learning sequence as follows:

<& DNS Server
to..0 DNS Availability

(4) Process of: If concept class A indicates a‘required process of concept class B, it

suggests that when we wantto learn B, A is one of the parts we should learn.

(5) Synonym: Suppose that there‘exists a synonym:-relationship between concept class
A and concept class B, it means that they share the same tutoring content. Hence,
no new learning sequence will be generated, and we will indicate that A and B are

synonyms in the tutoring content.

(6) Pre-requisite constraint: If concept class A is a pre-requisite to concept class B,
then A should be introduced before B in the domain course scheme. For example,
both the “Single Server” and “Single Network™ concepts have Pre-requisite
constraints to SPOF avoidance, so we can construct the following learning

sequence:

i/ o Single Network \.
i . — o SPOF
| © Single Server

~_e— =
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(7) Temporal constraint: If concept class A has a temporal constraint to concept class
B, it means that concepts A and B are highly coupled. Hence, it suggests a natural
order that A might be better to be introduced before B (although this is not

necessary) in the domain course scheme.

(8) Mutually inclusive constraint: If concept class A and concept class B are
mutually inclusive and if A is mentioned earlier in a course scheme transformation,

then B might be at the child level of A in the generated course construction.

4.2 Priority of Transformations

Usually, there might be more than‘ene kind of relationships in an ontology and each
relationship is supposed to correspond to 'a kind of transformation. Therefore, if we
would like to transform an ontology into-a-basic.course scheme, we have to decide the
priority ordering definition among' these transformations since there are so many
co-existed relationships. Just like the definition of transformations, the priority
ordering definition is also domain-dependent. Thus, it is supposed that the priority

ordering be defined with the help of domain experts.

In DNS domain, we might have some heuristic knowledge about the priority

ordering after interviewing the DNS domain experts:

® Generally speaking, there are two basic kind of learning sequences of our
generate. One is the parent-child structure (Comp_of, Type_of, Attri_of, Proc_of,

and Mul-In), the other is the ordering structure (Pre and Temp).
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® Some typical priority ordering suggestion from heuristic knowledge:
(1) The pre-requisite knowledge of A should be introduced before one learns
about the concept class A.
(2) When studying concept class A, all the child level knowledge of A should be
introduced as well.
(3) If A has temporal constraints to other concept classes, then it is supposed that

we learn those concept classes later.

®  Among all the child level knowledge of concept class A, a suggestive learning
order might be:
1. The components of A
2. Some types of A
3. The theoretical attributes'of A
4. Some actual processing of A

5. The concept classes which are. mutually-inclusive with A.

Therefore, according to above principles, we could generate the priority of
transformations in the partial DNS ontology as listed below (i.e., denoted by the

ontology relationship of the transformation):

Pre-requisite > Component of > Type of > Attribute of > Process of

> Mutually-Inclusive > Temporal
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4.3 Constructing Algorithm

In this Section, we propose an ontology-based learning sequences construction
algorithm. As mentioned in Section 4.1 and Section 4.2, before running this algorithm,
the transformations between an ontology and the learning sequences and the priority
ordering of those transformations must be well-defined. The constructing algorithm is

shown below:

Algorithm 4.1: The construction algorithm
Input:  The domain ontology
Output: The basic course scheme
Step 1: Locate the core concept class and take it as the now-class.
Step 2: Find all available relationships:and. associated concept classes of the
now-class.
Step 2.1: Find all relationships.and associated concept classes of the now-class.
Step 2.2: If the relationship would not generate any new learning sequence, we
would eliminate the relationship and its associated concept class.
Step 2.3: If the now-class has either a ““Pre-requisite” or a “Temporal”
constraint to the associated concept class:

Step 2.3.1: If the associated concept class has been used in another
transformation or has other relationships, then we would eliminate this
relationship and the associated concept class.

Step 2.3.2: If the associated concept class has no other relationships,
then we would convert the relationship into *“Temporal” for

construction.
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Step 2.4: If the associated concept class has a ““Pre-requisite” or “Temporal”
constraint to the now-class:

Step 2.4.1: If the associated concept class has been used in other
transformation, then at the level the associated concept class stands,
we would move the associated concept class before the now-class.
Finally, eliminate this relationship and the associated concept class.

Step 2.4.2: If the associated concept class has not been used in other
transformation, then convert the relationship into “Pre-requisite for
construction.

Step 3:  Sort the relationships and associated concept classes by the priority of all
transformations in descending order.

Step 4: According to the order-of the sorted. list, construct the corresponding
learning sequences.

Step 5:  Take the associated concept elass-as-the now-class and go to Step 2 in turn.

Step 6: Return the basic course scheme. (a.set of learning sequences).

27



The following is a construction example using the partial DNS ontology shown

in Figure 2.3.

(1) Take the core concept class “DNS Server” as the now-class, and find all
relationships and associated concept classes of the now-class. Then we find the
relationships and associated concept classes are all available, and sort the

relationships and associated concept classes. The result is listed in Table 4.1.

Table 4.1: The sorted available relationships and associated concept

classes of the now-class “DNS Server”

Relationship Associated Concept class
Component of Zone Data
Component of _|«Configuration File

Type of Authoritative DNS Server
Attribute of DNS Availability
Process of DNS Registration

(2) According to the sorted list, we "could construct the corresponded learning

sequences of the now-class “DNS Server”.

< DNS Server

------ o Zone Data

------ o Configuration File

------ o Authoritative DNS Server
...... © DNS Availability

..o DNS Registration

Figure 4.2: Constructing learning sequences about “DNS Server”
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(3) Next, take the first associated concept class “Zone Data” as the now-class, and
find all relationships and associated concept classes of the now-class. Here we
could find the “Component of” relationship associated with “DNS Server” has
been used. Thus, we should eliminate this relationship and the associated concept
class. Since all the other available relationships are the same, the ordering of
relationships and associated concept classes is not changed. The result will be

listed in Table 4.2 bellow.

Table 4.2: Available relationships and associated concept classes of the

now-class “Zone Data”

Relationship Associated Concept class

Component of | NS Record
Component of _|+A'Record
Component of | PTR:Reeord
Component.of ‘[ MX Record
Component-of | AAAA Record
Component of .. { A6 Record

Componentof | DNS-Server
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(4) Next, according to the sorted list, we could further construct the corresponding
learning sequences of the now-class “Zone Data”. The result is illustrated as

Figure 4.3 bellow.

< DNS Server
------ © Zone Data
' ------ < NS Record
------ < A Record
------ < PTR Record
------ < MX Record
------ < AAAA Record
“eno A6 Record
------ o Configuration File
------ © Authoritative DNS Server
oo DNS Availability
. o DNS Registration

Figure 4.3: The course scheme after constructing learning sequences

about “ Zone Data”
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(5) Next, we will take the concept class “NS Record” as the now-class. We find the
“Component of” relationship associated with “Zone Data” has been used, so we
eliminate this relationship and the associated concept class. On the other hand,
there is another relationship “Pre-requisite” to the concept class “Delegated DNS
Server”. Because the associated concept class has other relationships, we
eliminate this relationship and the associated concept class, too. Therefore, there is

no available relationship around this now-class.

(6) Next, by following the same steps, we take different concept class as the
now-class in turn and construct related learning sequences. Until we take the
concept class “Single Point of Failure (SPOF)” as the now-class, we could

construct the resulting course scheme-as illustrated in Figure 4.4 below.

< DNSServer
------ o-Zone Data
: ------ < NS Record
~~~~~~ < A Record
------ < PTR Record
------ < MX Record
o0 AAAA Record
: o A6 Record
------ © Configuration File
------ < Authoritative DNS Server
: ------ < Master DNS Server
B < Slave DNS Server

-0 DNS Availability

: ' Single Point of Failure
: (SPOF)

:---+--0 DNS Registration

Figure 4.4: The course scheme after constructing learning sequences

about “DNS Availability”
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(7) Next, we take the concept class “Single Point of Failure (SPOF)” as the now-class.
By following the same steps, we can find two available relationships. The two
relationships are both “Pre-requisite”, and correspond to the definition of

transformations, so we can get the following course scheme:

< DNS Server
------ © Zone Data
: ------ < NS Record
oo A Record
------ < PTR Record
------ < MX Record
------ < AAAA Record
e, < A6 Record
------ o Configuration File
------ < Authoritative DNS Server
: ------ < Master DNS Server
f.o.o Slave DNS Servet

w10 Single Server | “S¥nole Pojnt of Failure

s < Single Net\x/oﬂ‘(/ir (SPOE)

Figure 4.5: Learning sequences constructing about “Single Point of
Failure (SPOF)” —insert two necessary sections in front of “Single Point

of Failure (SPOF)”
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(8) Finally, we generate the basic course scheme, as shown in Figure 4.6, transformed

from the partial DNS ontology.

< DNS Server
------ © Zone Data
: ------ < NS Record
oo A Record
------ < PTR Record
------ <> MX Record
------ < AAAA Record
. < A6 Record
------ o Configuration File
------ < Authoritative DNS Server
: ------ < Master DNS Server
f.....-o Slave DNS Server

------- © DNS Availability
- <> Single Server _____ Single Point of Failure
foeeio Single Netwoﬂgi (SPOF)

b © DNS Registration-=:--#»Delegated DNS Server-----» Lame Server
Figure 4.6: Basic DNS course scheme transformed from the partial DNS

ontology
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Chapter 5. Meta Knowledge Extraction from Rules

As described above, in some domains, rules are often used to represent the domain
knowledge in building information systems. In this sense, there would be a lot of
knowledge that is represented in rule format in those domains. Hence, to enrich the
content of those domain courses, the rule-based knowledge is a very import resource.
In this Chapter, we will introduce how to extract meta-knowledge from rules. In
addition, we will further explain why this extraction can make the knowledge

integration with ontology knowledge and rule-based knowledge smoother.

5.1 Rule-based Knowledge Representation

Before describing the Meta-Knowledge Extraction Module, we will introduce the rule
format we used in this system first. Traditionally, rule format could be written as
follows:

IF <Condition> THEN <Conclusion>;

For example, a rule about Single Point of Failure (SPOF) in DNS domain is described
below:

IF number of NS Records < 2 THEN SPOF = true;

From the traditional rule representation, we know that counting the number of NS
Records can check if there is an SPOF (or not) regarding the specified domain zone.
However, for some novice DNS administrators, above information is not enough for
them to understand why this rule makes sense. In other word, the explanation of the

rule is required for some novice DNS administrators. Hence, to meet our tutoring
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requirement and enhance the readability of the rules, we propose to attach an
Explanation-part to each rule to explain this rule, and we represent a rule as the
extended format:

IF <Condition> THEN <Conclusion>, <Explanation>;

For example, the rule about SPOF with extension would be:

IF number of NS Records < 2 THEN SPOF = true,

Explanation = “If the number of NS Records < 2, it means that there is only one
(or even no) DNS server in the specified domain. Therefore, if the only one
DNS server is crashed, then users from other Internets sites might not able to
access any host in the specified domain, even though they are healthy and
available online, since no DNS queries will be acknowledged. This problem of

DNS availability is called Single Point of Failure (SPOF)”;

In practice, the rules in DNS ‘diagnosis.system focus on DNS related problems.
In other words, the rules in DNS diagnosis system could provide us the hint about the

mis-configuration users may make. The advantages of rule extension above are:

1. Explanation acquisition from domain experts is more easer. From domain
experts’ point of view, they could provide the explanation from the rules.
2. The information of the rules is more sufficient. From users’ view of point, they

could gain more DNS related information about the rule.
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5.2 Vocabulary Base

As we know, the domain ontology consists of concept classes, and these concepts are
usually domain related vocabularies. Thus, when we create a domain ontology, the
vocabulary base of the domain would be produced as well. For example, the key
terms stored in the vocabulary base of the partial DNS ontology would be “DNS

Server™, “Zone Data”, “Configuration File”, “DNS Availability”, etc.

In the Meta-Knowledge Extraction Module, we need a set of the domain key
words to be matched patterns. Based on the following reasons, we use the vocabulary

base as the provider of the domain key words:

(1) The concept classes of a domain ontology are also the key terms of the domain.
(2) With the help of the vocabulary.base, the meta-knowledge we extract can be used

to integrate with the ontology knowledge-easily.

36



5.3 Meta-Knowledge Extraction

In order to add rule-based knowledge into the domain course in an efficient way, we
have to process the domain rules in advance. The preprocessing we use here is to

extract meta-knowledge from the rules.

Concept

&Sgg E]gsmi> @

Domain Ontology Vocabulary Base

W
G Meta-Knowledge ﬁ> E

Rules Related Concept Classes
and Explanations

Extraction Module ©

Figure 5.1: Meta-Knowledge Extraction from Rules

Figure 5.1 shows the process. of meta-knowledge extraction. In addition to the
domain rules, the vocabulary base, as'mentioned in Section 5.2, is also needed. In the
Meta-Knowledge Extraction Module, we would extract two kinds of meta-knowledge
from each rule. One is the related concept classes of the rule, and the other is the

explanation of the rule.

B Related concept classes
In this module, we use the condition-part and the conclusion-part as the content
of a rule, and perform a pattern-matching process between the content and the
vocabulary base. As mentioned in Section 5.2, we know that the vocabulary base
stores all the concept classes of a domain ontology, and the concept classes are
also key terms in the domain. Hence, the extraction of related concept classes has

two advantages:
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(1) We can extract the key terms in the domain as the meta-knowledge of each
rule.
(2) We can know exactly what concept classes in the domain ontology are
related to a rule.
B Explanation
As specified in Section 5.1, we know that each rule in our system has an
explanation-part. Here we would extract this part directly for the tutoring

purpose.

The following is an example of meta-knowledge extraction:
€ Rule:  IF number of NS Records < 2 THEN SPOF =true,
Explanation = “If the number of NS.Records < 2, it means that there is
only one (or even no) DNS server in the specified domain. Therefore, if
the only one DNS server-is-crashed, then users from other Internets
sites might not able to-access-any host in the specified domain, even
though they are healthy and available online, since no DNS queries
will be acknowledged. This problem of DNS availability is called
Single Point of Failure (SPOF)”’;
€ Related classes: NS Record
SPOF
€ Explanation: “If the number of NS Records < 2, it means that there is only one
(or even no) DNS server in the specified domain. Therefore, if the only one
DNS server is crashed, then users from other Internets sites might not able
to access any host in the specified domain, even though they are healthy and
available online, since no DNS queries will be acknowledged. This problem

of DNS availability is called Single Point of Failure (SPOF)”
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Chapter 6. Example and Quiz Annotation

Using both the ontology knowledge and the rule-based knowledge of a domain is an
efficient way to enrich the content of a course, especially in some domains which
have a lot of rule-based knowledge. In this chapter, we will describe the integration of
ontology knowledge and rule-based knowledge. The method we used is to annotate
the rule-based knowledge into the ontology knowledge with the form of example and
quiz. Section 6.2 discusses the working principle of the example annotation, and quiz

annotation will be described in Section 6.3.

6.1 Integration of Ontology Knowledge and Rule-based

Knowledge

As described in Chapter 4, an ontelogy. is.suitable to be transformed into a course
scheme. Because the course scheme contains only the ontology knowledge of the
domain, we prefer to call it a basic course scheme. However, the basic course scheme
could not provide individualized learning environment. As described above, rule
representation is appropriate in DNS domain and it could reflect users’ behavior. Thus,
we propose to extract meta-knowledge from the rules and apply the meta-knowledge
to enrich the basic course scheme. In this section, we would describe the process of

integrating ontology knowledge and rule-based knowledge.

As mentioned in Section 3.2, we know that learning by examples or quizzes
could increase the learning efficiency And, the rules could provide us the hits to

provide appropriate examples at suitable place in the course scheme. Therefore, we
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decide to add the rule-based knowledge with the form of example annotation and
quiz annotation. In this thesis, we propose to design the Example & Quiz Annotation
Module to implement the knowledge integration. As shown in Figure 6.1, there are
two main components in this module. Example Annotation would decide the position
where an explanation should be annotated in the basic course scheme. And, Quiz

Annotation would generate some simple quizzes at the bottom of a chapter.

(c—)
e Example Annotation %
Basic Course Scheme
i Quiz Annotation e - mp%@
E Annotated Course Scheme
Related Classes Example & Quiz (A Set of Learning Sequences)
and Explanations Annotation Module (Add Examples and Quizzes)

Figure 6.1: Example &:Quiz Annotation Module

6.2 Example Annotation

In practice, examples would usually be shown to a learner after the one has finished
studying the related course material since examples can help one understand and
remember the content of a course. Hence, if we want to annotate an explanation as an
example into the course, we have to know which section is the last related section
during the course. In this module, we use the sequence corresponding to the basic
course scheme constructed with the domain ontology. By following the sequence of
the basic course scheme, we can decide which related concept class of a rule is the

last one. The example annotation algorithm is described as follows.
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Algorithm 6.1: The example annotation algorithm
Input:  The basic course scheme, related classes and explanation of each rule.
Output: The course scheme with examples annotated.
Step 1: Set all the related concept classes of each rule unmarked.
Step 2: Start from the first section of the basic course scheme. Take the name of this
section as the now-section.
Step 3:  Check each rule which has any unmarked related concept class.
Step 3.1: For a rule, if the unmarked related concept class is the same as the
now-section, then set the related concept class marked.
Step 3.2: If all related concept classes of the rule are marked, then annotate the
explanation of the rule as an example into the content of the now-section.
Step 4: Go through by the basiciecourse scheme.. Take the name of the next section
as the now-section, and go to Step 2.

Step 5:  Return the course scheme which-has-examples annotated.

Take the basic DNS course scheme we described in Section 4.3 and the DNS rule
(about SPOF) we mentioned in Section 5.3 for example, the steps of Example

Annotation are shown as follows:

(1) The related concept classes of the rule are “NS Record” and “SPOF”. Set the two
related concept classes unmarked.

(2) Take “DNS Server” as the now-section, and check each unmarked related concept
class is the same as the now-section or not. We found that no unmarked related
concept class is the same as the now-section ““DNS Server”’.

(3) Then take ““Zone Data’ as the now-section, and still no unmarked related concept

class need to be marked.
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(4) Take “NS Record as the now-section, and set the related concept class “NS
Record” marked. There is only one related concept class unmarked now.

(5) Then take ““A Record”, ““PTR Record”, “MX Record”, etc. as the now-section in
turn. Until take ““Single Point of Failure (SPOF)” as the now-section, there is still
one related concept class unmarked.

(6) Take “*Single Point of Failure (SPOF)” as the now-section. Because the unmarked
related concept class “SPOF”" is matched with the now-section, we could set this
related concept class marked.

(7) Now, all related concept classes of the rule are marked. Hence, we annotate the
explanation of the rule into the content of the now-section ““Single Point of Failure

(SPOF)”.

Even though we can use the sequence of the.basic course scheme; however, the
position that an example will be annotated-into is not always suitable for a learner
because some sequences in the basic-course-scheme are not absolute (or fixed in a
particular order). We could take the basic DNS course scheme in Section 4.3 as
illustration. For example, if we want to learn the content of “Zone Data”, we also
need to learn the seven sub-level sections. One of the sequences (that we would
construct) might be: “NS Record” - ““A Record” - “PTR Record”, etc. But, as well
as know, this sequence is not absolute. The learner may follow another sequence:
“AAAA Record” - ““A6 Record” - ““A Record™, etc. Or, it would be ok if the learner
might even go to learn “DNS Registration™ directly. But, “Delegated DNS Server”
must be introduced after “DNS Registration”, because there is a pre-requisite

relationship between the two (i.e., this kind of sequence is absolute).
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Therefore, if a learner skips the content of “Zone Data™ and goes to learn the
content of ““Single Point of Failure”, s/he may not understand what the example talks
about since s/he doesn’t learn “NS Record” before. To overcome this problem, we
would add the related concept classes of a rule into the corresponding example. A
related concept class corresponds to a section in the basic course scheme. Thus, the
related concept class can be a link to the corresponding section. By these additional
links, learners could know what sections should be learned before the specified
example. Even the learner had skipped or forgot the content of some sections, s/he can

know which section s/he should go back to learn.

6.3 Quiz Annotation

Just like examples, quizzes can:also help-learners to-understand and to remember the
content of course. In this section, we will describe how to generate some simple
quizzes using the rule-based knowledge and the domain ontology. In addition, how to

decide the location of the quizzes would be introduced as well.

In this thesis, the method to generate simple quizzes refers to Fischer (2001). The
main concept is to use the relationships of an ontology. If a concept class A and a
concept class B have the same (or similar) relationships with another concept class C,
then in some points of view, A and B have the same (or similar) meanings. For
example, suppose there is a rule with key term A embedded inside. In general, if we
replace a key term A with another key term B, then the semantics of the rule would be
wrong, however, it does still have conceptual meanings in some special cases. For

example, here is a typical DNS rule concerning SPOF:
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IF number of NS Records < 2 THEN SPOF = true,

Explanation = “If the number of NS Records < 2, it means that there is only one
(or even no) DNS server in the specified domain. Therefore, if the only one
DNS server is crashed, then users from other Internets sites might not able to
access any host in the specified domain, even though they are healthy and
available online, since no DNS queries will be acknowledged. This problem of

DNS availability is called Single Point of Failure (SPOF)”;

Based on the partial DNS ontology described in Section 2.2.3, we know that ““NS
Record” and “A Record” have the same relationship “Component of” with the
concept class ““Zone Data”. Thus, if we replace “NS Record” with *“*A Record™, we

can generate a syntactically good but semantically wrong rule:

IF number of A'Records £ 2 THEN SPOF = true,

Explanation = “If the number:of A Records <'2, it means that there is only one
(or even no) DNS server in the specified domain. Therefore, if the only one
DNS server is crashed, then users from other Internets sites might not able to
access any host in the specified domain, even though they are healthy and
available online, since no DNS queries will be acknowledged. This problem of

DNS availability is called Single Point of Failure (SPOF)”;

In principle, based on the model-tracing tutoring method (Anderson et al., 1990;
Anderson and Corbett, 1993), we can generate some candidates of semantically
wrong (but syntax-OK) rule-based knowledge. By following the above approach to
collocate right rule-based knowledge and wrong rule-based knowledge, we can

generate simple quizzes, including true-or-false, single choice, and multiple choices.
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On the other hand, similar to the Example Annotation, a rule should be annotated
to the last related section. But, to generate more variable quizzes (e.g., single choice
and multiple choices), we have to collect all annotated rule in a chapter. With more

than one rule, we can generate more variable quizzes at the bottom of each chapter.
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Chapter 7. Implementation

The prototype of our learning sequences construction system is built under Windows
XP, Apache web server, and JAVA programming language. We used Protégé 3.0

(http://protege.stanford.edu/) as the ontology editor, and rule-based knowledge was

stored in the MySQL database. The generated learning sequences follow the standard
of SCORM 2004 and we could put the content package into the SCORM 2004

Sample Run-Time Environment (\Version 1.3.3) to show the sample DNS course.

B Example

In Chen et al. (2003), the authors developed @ DNS ontology as the background
DNS knowledge model. In this thesis, we adopt partial DNS ontology shown in
Figure 2.3 (i.e., adopted from Chen ret.al\;-2003). to-be the input domain ontology in
our system. For compiling the tutoring materials, we interviewed domain experts to
create experimental course materials for each concept class of the DNS ontology. The
tutoring materials are composed of HTML files. In principle, each concept class of the
DNS ontology has a corresponding HTML file, which was named after the name of
the concept class. For example, the concept class “NS Record” has a corresponding
HTML file named “NS_Record.htm”, which talks about what is NS Record, and How
to configure NS Records etc. Through the Ontology-based Learning Sequences
Construction Module, the partial DNS ontology could be transformed into a basic

DNS course scheme, as shown in Figure 4.6.
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The DNS domain rules, used in this thesis, could be separated into two parts. On
the one hand, some set of rules were extracted via an ontology-driven model as
proposed in Liu et al. (2004). And, the other set of rules were acquired from
interviews with domain experts. Both sets of rules are stored in the MySQL database.
Moreover, we also extract meta-knowledge from the domain rules in the
Meta-Knowledge Extraction Module, and implement the Example & Quiz Annotation
Module to annotate rule-based knowledge as examples and quizzes into the basic

DNS course scheme.

In the example annotation module, we would annotate examples into some
tutoring HTML files. For example, as mentioned in Section 6.2, we would annotate
the explanation about NS Record and Single ‘Point of Failure (SPOF) into the

“Single_Point_of Failure_(SPOF).htm”, which is shewn in Figure 7.1.

= [B]X]
X 2] @ Pes graeee @ue @ 2o w - LK

D) | @7 DAKDELby_paperi4052PDNS_conrse\Single Point_of Failure (SPOF) him Bz =@ > & -

Single Point of Failure

single point of failure that can result in an extended loss of connectivity.
The Domain Name System (DNS) is a distributed catalog that allows users to access Internet
resources by using familiar text strings like WWW.NIPC.GOV instead of difficult numeric
addresses like 32.96.111.131. An organization establishing an online presence will generally
specify two or more name servers that provide authoritative DNS information. If DNS becomes
unavailable, access to common resources such as web browsing, e-mail, remote login
capability, and other fundamental Internet services can be totally disrupted. In this sense, DNS
can be a single point of failure presenting a risk of total loss of electronic connectivity for a
company.
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Example:

If the number of NS Records < 2, it means that there is only one (or even no) DNS server in
the specified domain. Therefore, if the only one DNS server is crashed, then users from other
Internets sites might not able to access any host in the specified domain, even though they are
healthy an available online, since no DNS queries will be acknowledged. This problem of DNS
availability is called Single Point of Failure (SPOF)

Related sections: NS Record Single Point of Failure (SPOF)

Figure 7.1: The tutoring material of “ Single Point of Failure (SPOF)”
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In the quiz annotation module, some quiz HTML files would be generated and
put into suitable positions of the course scheme. The primary output is an XML file
named “imsmanifest.xml”, which records all the learning sequences in a
well-structured format. Figure 7.2 shows partial content of the XML file. The XML
file and all its related HTML files would be packaged into a content package, which is
a ZIP file in reality. Then, we put this content package into the SCORM 2004 Sample
Run-Time Environment to show the sample DNS course as the one shown in Figure

7.3 (i.e., the section of IPv6 AAAA resource record).

A DARDETb Y ShaperoA b2 NS e il A=EN
BEE &REE WHRE BOeEW IEO HED "
- = = = -
x] [@ (o ns JoameE @ @ - oo @ ot
uul:uq_vlpa-“)u |||.|.|J-!.( www.llll:l:'luuul.ul H! ASUFITIISSES IIII:::_VJ.'JU S
- «<metadataz

<schemazaADL SCORM</schemaz
<schemaversion=CAM 1.3</schemaversions
</metadatax
- <organizations default="TOC1"> 1
- zorganization identifier="TOC1">
<title=DNS Server</title>
& <item identifier="MODULE1">
<titlexZone_Data</title=
+ <item identifier="NS8_Record" identifierref="RESOURCE_NS_Record"=
+ «item identifier="A_Record" identifierref="RESOURCE_A_Record"=
+ <item identifier="PTR_Record" identifierref="RESOURCE_PTR_Record"=
+ <item identifier="MX_Record" identifierref="RESOURGE_MX_Record">
+ <item identifier="AAAA_Record" identifierref="RESOURCE_AAAA_Record">
+ <item identifier="A6_Record" identifierref="RESOURCE_A6_Record":
<fitemz |
+ =item identifier="MODULE2" identifierref="RESOURCE_Configuration_File"> =
+ =item identifier="MODULE3">
+ «item identifier="MODULE4">
+ <item identifier="MIODULES">
< forganization:
</organizations=
- <FESOUMCES:
- «resource identifier="RESOURCE_NS_Record" adlcp:scormType="asset" type="webcontent"
href="MS_Record.htm">
<file href="NS_Record.htm" />
</ resources
- «<resource identifier="RESOURCE_A_Record" adlcp:scormType="asset" type="webcontent"
href="A_Record.htm"=
=file href="A_Record.htm" /=
</resource>
- <resource identifier="RESOURGE_PTR_Record" adlcp:scormType="asset" type="webcontent"
href="PTR_Record.htm"=
«<file href="PTR_Record.htm" /=
</resources
- «resource identifier="RESOURCE_MX_Record" adlcp:scormType="asset" type="webcontent"

& J EEE

Figure 7.2: A snapshot of “imsmanifest.xm|” which follows the standard

of SCORM 2004
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DNS Knowledge Portal Turtoring System

IPv6 Address Record (AAAA)

B3 ione_Data

D NZ_Record
- Q A_Record The current [ETF recommendation i3 to use AAAA (Quad &) Record for forward mapping and PTR Records
: 5 ;I(RERQW‘?' for reverse mapping when defining FPv@ networks. The [Pvo A4 A4 Recordis defined in RFC 3596, RFC
B e ef;gcmd 3363 changed the status of the 46 Record (defined in RFC 2874 from a PROPOSED STANDARD to
EF e EXPERIMENTAL due primarily to performance and operational concerns).
0 Cunﬂgzlrationj\\e
B2 Authoritative DNS Server Syntaz of AAAA Record
__D Master DMNG_Server name il class o ipvt
5l lave DR enscs joe IN A 200Ldb8:l
- DNS Awailahility
3 Single_Si
" E S::gls_Nstrﬂrk If multiple addresses are defined with the same name then BIND will respond to queries with a list of the |
[ Quiz for hidden course addresses but the order may change on sucessive queries depending on the value of the rrset-order statement
-[0] DNS Registration inn BIND's named.conf file, The default order is cyclic or round-robin. The same [P may be defined with

different names.

IP addresses do not have to be in the same subnet or use the same global routing prefiz, The order in which

Figure 7.3: DNS coursefuns on the run-time environment
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Chapter 8. Conclusion

In this thesis, we propose a SCORM-based learning sequence construction model
using ontology and rules to simplify the complexity of learning sequence construction.
The proposed study will include the insights into how various DNS knowledge source
could be integrated to help define the learning sequence behavior and the learner
navigation by using sequence and navigation model. In essence, our main

contributions are listed as follows:

1.  We propose a SCORM-based learning sequence construction algorithm, which is
based on ontology and rules. The paradigm of integrating ontology and rules

could benefit from domain knowledge model and users’ behaviors.

2. We design and implement a.DNS e-learning -prototype system based on the

SCORM-based learning sequences constructed from above algorithm.

In this thesis, we adopt both domain ontology‘and rules as knowledge representations
to facilitate constructing DNS learning sequences. As mentioned, we propose two
algorithms, including the ontology-based learning sequence construction algorithm
and the example annotation algorithm, to fulfill the learning sequence construction
scheme. First of all, the Ontology-based Learning Sequences Construction Module
and Meta-Knowledge Extraction Module form the preprocessing components of the
scheme. In essence, ontology representation could help domain experts to model DNS
knowledge because it focuses on concept classes, attributes of the concept classes, and
the relationships between the concept classes. On the other hand, the main
components of rule representation are facts and actions, which could be used to

represent users’ behaviors. Next, the Example & Quiz Annotation Module could be
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used to integrate the preprocessing results into a recommended course scheme.
Besides, the recommended course scheme could be further refined using some
existing course refinement tools. Furthermore, additional information (e.g., user
profiles) could be integrated into our learning sequences construction process. In
summary, the paradigm of using ontology and rules to construct learning sequence
would provide an adaptively learning sequence scheme to help alleviate the domain
experts’ loadings. We have submitted this thesis to the International Conference on

Computers in Education, 2005 (Chen et al., 2005).
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