Criticize a Great Numberof 'Su'bj:eétive Compositions

by the Cooperation bétWween Human and Agents









Criticize a Great Number of Subjective Compositions

by the Cooper ation between Human and Agents

Student: Jen-Hung Hsu Advisor: Dr. Chuen-Tsai Sun

Institute of Computer and Information Science
National Chiao-Tung University

Abstract

Thisthesis presents a modeL_'\)vHi ch. eval u&éa large number of subjective
compositions by the cooperatioﬁ befwee:ﬁ hufnan.zrand.agénts. The main concept isto
train a group of agents whichs sﬁlsfy the user’ staste by evol utionary computing. The
agents play therole of an |ntermed|ary in the model and eval uate all compositions for
the user. For this reason, the user can reduce the time of directly evaluating.
According to the results of the agents’ evaluations, the system could further
recommend the items the user may be interested in. Thismodel could consider many
kinds of compositions, like music, pictures, movies, and so on. We implement a
personalized music recommendation system with this framework. The system applies
eight kinds of musical features to represent the music items, and let the user directly
train agroup of agents which fit the user’s preference by interactive evolutionary
computing. Furthermore, we present some additional mechanisms to reduce the
problems which result from the human beings participating in the evolution. Finally, a

series of experiments are executed to show that our approach performs well.
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1. Introduction

Since the birth of the first web browser, Netscape, in 1994, thousands of surfers
have been attracted to “explore” what the story is behind the Internet. The information
booms subject to the Internet techniques growing fast within a recent decade. Users
feel at aloss about agreat deal of information flourishing on the Internet. Therefore,
many kinds of the service that aims to filter the info are devel oped one after another.

The common service is to show some information actively according to the
statistical data. For example, the news webpage specially lists the news which most
people read in the main page, or the web book store, like amazon.com, shows the
books billboard. This service recgr'n-rhen.ds by gatﬁeri ng the statistics of all users
behavior. But it's useless regarding the E't_ems about pérsb:nal feelings, such as music,
movie, or other objects of Art; beéause doesn’t consider t;1e difference of users
preferences. : I p

Appreciating Art is the subj ective doi ngs. For example, songs on the billboard
are not favored by everyone. If we ask the person why he/she likes this song,
sometimes the person can't explain the reason. Therefore, if the data items are about
human beings’ subjective judgment, the system must consider from the viewpoint of
individual difference and is not suitable to recommend by the statistic info of the mass
population.

The personal recommendation service recommend data items that users may be
interested in based on users’ predefined preference or user’s access history. In other
words, the main purpose of this service isto help usersto pick the interested items.
Various items have been considered in these recommendation systems, such as music,

WebPages, movies, and books. According to the property of the method, there are two



major approaches of the personalized recommendation system. (1)Content-based
filtering — Analyzing the content of the items and find the features which the user
might interest in. (2) Collaborative filtering —Grouping the users who have the same
interests and sharing what they access in common. These two approaches consider
with the opposite aspects. One is concerned with the analysis of the items content, and
the other focus on the connections of the users. These two methods also have
advantages and shortcoming. The detailed definitions and related works would be
introduced in following sections.

This paper presents a model which criticizes alarge number of music items by
the cooperation between human and agents. The main concept isto train a group of
agents which understand the user’g, p_neference_by using the method of GA. These
agents play therole of an intermé-di ary inthe system _'and evaluate all music items for
the user. For this reason, the dser_can reE:iuce-the ti.me of évaluating directly.
According the results of the a:gent’s evatuatl ons, the sydém will collect the high
grades items to recommend. . | |

The key point of constructing plersoﬁa'liz'efd re;commendation system is how to
adapt the system to the user’s preference. Our model adopts the method of
Evolutionary Computing (EC) to train agroup of agents, and let these agents learn to
satisfy the user’s taste. Different from the common EC model using the defined
fitness function to eval uate the agents each round, our model replaces the fitness
function with human beings' subjective judgmentsin order to promote the agents
more fitting the user. Due to the participation of humans, some additional problems
have to be overcome, for example, the design of the user interface and the methods of
reducing the human fatigue. The following section will describe these problems and

present the method to figure out them.



In section 2, the related works will introduce and indicate the difference between
our model and others. The research implements a music recommendation system.
The framework of this system is described detail in section 3. Section 4 will show the
result of the system performance and the experiment snapshot. Finally, a conclusion is

givenin section 5.

2. Related Work

The following paragraphs introduce the recommendation service system and
indicate its shortcomings firstly. Second, we will probe into the related researches
about Interactive Genetic Algorith'm-'(l GA) and Ii& the crucial points when using this
method. Finally, we will explain why C(;ﬁs_,truct this system by adopting agents to

satisfy the users’ preference and describe.its advantages.-

2.1 Recommendation system

The recommendation system recommends the data items that users may be
interested in based on users’ predefined preference or user’s access history. Various
items have been considered in these recommendation systems, such as music[1-3],
WebPageq[ 4-6], movieg[7, 8], and bookg[9].

There are two major approaches of the personalized recommendation system.
One is the content-based filtering, which analyzes the content of items that the user
preferred in the past and recommends the similar items. In other words, this approach
recommends according to the connection of users' preference and the content of items.

In this approach, the representation of dataitems and the records of users’ preference



are key issues to affect the function of the recommendation system.[10] However, the
recommendation systems adopting the content-based filtering approach can only
recommend the data items in which the user has indicated his/her interest. Other
potential interesting data items cannot be explored in such recommendation systems if
the users never access before.[11]

Different from the previous approach, the collaborative filtering approach makes
the recommendation by grouping the users who have the same interests and sharing
what they accessin common. Broadly speaking, the main goal of the collaborative
approach is to make the recommendation among the users in the same group. The
recommending approach has a high possibility to recommend surprising items by the
nature of information sharing, whiph cannot be_\,ac_hi eved by the content-based filtering
approach. However, the bootstrafo-bi ng of ithis apprjoacfh may sometimes be hard and

T =

takealongtime. [1,12] = &=

2.2 Interactive Geneti¢ Al_go_r;i_th'm'

In 1975, John Holland referred the mechanism about the evolution of the Nature
and proposed genetic algorithm (GA), an artificial intelligent system invented for the
optimal solution of the problem. Under the construction of GA, the chromosome
structure of individuals will be designed according to the problem, and the genes of
the chromosome will be generated randomly when the system initializes. The agents
evaluate the individual’s performance to the unsolved problem by a fitness function
and decide which one should be preserved or discarded in next run. The discarded
ones will be replaced with new individuals whose genes are got from the preserved
Ones.

According to this concept of “Survival of the fittest”, GA repeats above
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procedures of evolution until the optimal solution of the problem isfigured out.
However, if we would like to solve the problem about Art by GA, such as
appreciating music or paintings, it is hardly to define an effective and clear fitness
function which can substitute human beings' subjective judgment. This kind of
problem which needs human beings’ subjective judgment is not only limited in art but
in engineering and education, like database retrieval and writing education.[13, 14]

Interactive Genetic Algorithm(IGA) is an optimization method that adopts GA
among system optimization based on human evolutionary[15]. In other words, it is
simply a GA technique whose fitness function is replaced by a human user.

Because of users participation, IGA has more limitations than GA. The main
factor affecting the evaluation of IGA is_human beings emotion and fatigue. When
processing the eval uation of eacﬁ-fun, theusers c_a;nn(_St make the fair judgment;
therefore, the result will be changed in tEhe di-ffereht occasion due to the people's
emotion. Furthermore, peopléwill feel t| red andfail to bfocess with large population.
Therefore, how to search for agéal \{\)i'th aémallér popul ation size within afewer
number of searching generationsis tlhe irn'bor't:;ht r;roblem. Another problem is

fluctuation of human evaluation which would result in the inconsistency of different

generation. [16-18]

2.3 The user preference model

No matter what kinds of method the personalized recommendation system, the
key point is how to adapt the system to the users' preference. According to the
previous research[19], the users’ preference model can be constructed in two approach
asfollows[20, 21]:

(1) Implicit - Observing the user’s behavior (Machine-learning) or inferring from
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domain knowledge or other user information (Knowledge-engineered)
(2) Explicit- Using survey, dialog or any other methods to obtain the user knowledge

directly (User-programmed).

Normally, the recommendation systems always belong to the 1st approach. Via
analyzing the behavior of the user, like the access history or the category which the
user feel more interested in, the system will construct the user preference model
automatically and then will make the recommendation based on the user model. In
this approach, the users will be unconscious that some software programs are
gathering the information when operating the system.

In this study, the user needs'*Eb train agroup éf aéents actively to be the
intermediary between humantbei ngs and dataitelﬁs-Ob\fj ously our system belongs to
the second approach of the uséer modeling: {Compa_red with the existi ng
recommendation systems, our system 'spends mc;re-ti me on training the agents in the
beginning, but we can adapt the systlems t'o'the; user preference in shorter time, and
don’t need to waste time searching and collecting the users’ information in the
accessed history. Furthermore, from the viewpoint of the interaction between human
beings and the system, the users directly and actively adapt the system to his/her

preference, resulting in our model is a'so more effective to satisfy the users than the

above- mentioned indirect methods.



3. Music recommendation system

In this study, we design a personalized music recommendation system under the
concept of the cooperation between human beings and agents, and expect to figure out
t how to criticize agreat number of subjective works well. As shown in Fig.1, the
system consists six function blocks, namely, the track selector, the feature extractor,
recommendation agents module, evolution manager, user interface, and the database.
According to the usage, we classify these function blocks in two components:

(1) Representation Component:

This component exi sts._thrée fﬁncti on bl écks track selector, feature extractor,
and the database. The main qupos:g of this 68mborig—:-nt isto transfer the
conceptual propertiesin ;muéi cal items to the useful | nformation with specific
values and to store the i r;i"or'mat:'i oninthe .d'atébalse_flor the later procedures.
Simply speaking, thisisthe pre'Lproc&ssir_tg section of the recommendation
system.

(2) Evolution Component:

This component is the bridge between the users and musical items. It is
formed with recommendation agents module, evolution manger, and user
interface. The main function of this component isto satisfy the users’ taste by

building the GA model and implementing the concept of optimizing the agents

during the evolution.

When a new musical object isinserted into the system and processed through the

track selector and feature extractor, it specifies the musical features and storesthemin



the database in order to let agents access and select. After the user evaluates
recommended musical items via user interface, the grades will be dispatched to the
agents which recommend the musical items. According to the performance of agents,
the evolution manager controls the GA procedure, like selection of the population,

crossover, and mutation, and monitors the status of the system.

LTI

User

5

‘I' [ User Interface -]

| [
| Extractor | Recommendation Evolution
Agents Module | +=—= Manager

i fj.::"’J

Music ijE':tEJ

£
2
|

Track Selector

. Database

Figure 1.The system architecture

In the following sections, we will explain the concepts and the functions of
Function Block and will summarize the characteristics of the personalized music
recommendation system. In Chapter 4, how the system really works in the experiment

will be described.
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3.1 Representation Component

This component could be viewed as the pre-processing stage of the system to
analyze and extract features from musical items, so the system can connect the users
taste with musical items. In short, the more detailed the item analysisis, the closer the

trained agents get to satisfy the user’s taste.

3.1.1 Track selector

In the system, the musical items are of polyphonic MIDI format. A Polyphonic
musical item usually consists of several tracks- one for melody and the others for
accompaniments. The track for melody s regarded|as the representative track which
contains the most semantics. I n tﬁe foll QWing procedures of feature extracting, the
main melody is the focus; thérefore, to find ot prec-iéelyi“the track of the main melody

helps alot in the accuracy of fwure'e_:xtracti 156 B 3

The selection of the representative track |s made by analyzing the pitch density.
The concept is that the track for melody contains much more distinct notes with
different pitches than the tracks for accompaniment. According to the research
before] 3], an 83% correctness rate is achieved by this method. The pitch density of a

track is defined as follows;
Pitch density =NP/AP

where NP is the number of distinct pitchesin the track and AP is the number of all

distinct pitchesin MIDI standard.
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The pitch densities of all tracks of the target music object are computed by above
equation. The track with the highest density is then selected as the representative track

of apolyphonic music item.

3.1.2 Feature extractor

The purpose of the feature extractor is to extract features from the perceptual
properties of the musical items, and transfer into the distinct data. The eight features

used in our system are described as follows:

a.  Tempo degree
The tempo degree iis defined asthe averageval e of the note length which can be
derived from MIDI files 5§ F -

b. Loudness i
The feature of loudness |;s d(_affi rie_d:'asthe average val ue of the note velocities
which can be derivedfromPIVII[;)I-fiI%. I

c. Pitch Entropy

The pitch entropy, derived from Sayood [22], is defined as follows:

NP
PitchEntropy = —> P, logP,
i1

where Pj is defined as follows;

where N, isthetotal number of notes with the corresponding pitch in the main

track, T isthe total number of notesin the main track.

d. Pitch Density

12



This definition has been given in last section.
e. Mean of the pitch values
The definition is the mean of the pitchesin al tracks.
f.  Standard deviation of the pitch values
The definition is the standard deviation of the pitchesin all tracks.
g. Number of Channels
Thisisthe number of the channels which appearsin the music item.
h. The catalog of pitch interval
It is known that the pitch interval of varied music types differs from each other,
from which we came out ten catalogs of pitch interval as the standard. When
inserting a new song, the systq_nw_iﬂ compare the fresh interval with the

standard and do the classifidation.

- ——

3.2 Evolution Componentiid

This component constructs the evol ution moddl based on IEC. In this model, the
users appreciation is the source of pressure of evolution to adapt the agents to the

users' preference. The flow path of evolution is shownin Fig.2
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3.2.1 Recommendatié'h Ag%ﬁt?i 1'm-'c:b'd[].l'é

This module contains the deS| gn of‘ the agent and the method to pick up songs. In
the model of Genetic Al gorlthm 1he F rst Brocédure l% chromosome encoding which
design the structure of chromosomes based;m.the probl em solving. An agent can own
many chromosomes according to requirement. The procedure of chromosome
encoding will affect the performance and result of evolution.

In our system, each agent has a certain chromosome where each gene relatively
represents each musical feature. The value of genes stands for the preference to the
eight musical features. In our design, the geneis divided into three by the storage of
information- integer, range, and the attribute of “Don’t care”. An example of the

chromosome has been shown in Fig.3.

14



AGENT

chromosome
Fi

AlB|C/IDIE|F|G|H

A Fay

/ A\ /7 A\
/ \ /! \
Feature B Feature G
Loucdness Mean
Center: 4 Center: ---
Range:1.3 Range: ---

Figure 3. The chromosome architecture

In most of GA systems, the'g genes in the chro.mosome areinitialized randomly
when initializing the GA wstem In thega-ee of our Q/stem the random agents
probably cannot find the muscal |tems to fit the| I genes because the distribution of
the extracted features from muscal |tems isnot bal anced Therefore, the initialization
of the agents would refer to the correspondi ng.:musi cal feature statisticsin the
database, and limits the range of initial value by an appropriate proportion. The
procedure avoids that the preferences of initial agents are too strange to find musical
items. The agents with strange taste can't get the grades from the users because they
fail to recommend the users any musical item. From the viewpoint of evolution, these
agents will be discarded some time or other. Consequently, the speed of evolution
would increase by excluding these agents in the beginning.

The agents use the chromosome to compare the consistency with all musical
items in the database, and pick up the most similar ones that are recommended to the

user. We present a mechanism for the users to score the musical items in three aspects,

namely, melody, style, and originality. The main purpose of this mechanismisto
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enhance the variety of recommended musical items, and to let the users evaluate more
precisely. For example, if the user doesn’t feel the agent A's recommended musical
items melodious but cresative, this agent won't be eliminated because of getting the
lower score in asingle aspect. It's pity to eliminate the potential genes from the agents,
therefore, we adopt the mechanism of scoring in the multiple aspects to increase the
living opportunity of the creative agents in order to avoid a certain agent from being

“the dictator” in the system.

3.2.2 Evolution manager

The most important issue in the model of GA is how to preserve good genes for
generating the better and more effective offspring; The common procedure is to select
the top agents as parent gmqatibns to bneed new'individuals by mixing their genesto
replace the eliminated agents: :

Thismethod is reasonab.re a_nd éffe;ctiv_e, but not suitable in our model of
optimizing the evolution by the b'erspr;al subj e!ctiv.é eval uation. The human fluctuation
is an important problem in the system based 0;1 IEC, and results in evaluating unfair
in every round. In other words, the criterion of the user’s evaluation isinstable in
different rounds. The outstanding agents in previous rounds probably get low grades
because of the human fluctuation, and this unexpected failure will cause the good
ones to be discarded. Furthermore, there would be an error when agents pick up the
musical items by their “intuition”. That isto say the recommended musical items
sometimes are not enough to stand for the agent’s judgment of good taste. For this

reason, the problem of discarding the wrong agents will be enlarged in our model.

In order to solve the above-mentioned problems, we propose an idea of agent

16



fame value. The agents get a fame value according to the previous behavior. The
higher fame values are, the more possible agents survive. Fig.4 shows the example of
the status after the users' evaluation in the round, and then will run the GA selection
procedure which picks up the preserved parent generations as well as the discarded
agents. As shown in Fig.4 , each agent owns two kinds of attributes, namely, the agent
fame value and the fitness values of this round. Selection Method in the system
determines which agents would be discarded or recombined according to the result of
weighted computing agents fame value and local grades of this round. After the
selection, the local grades of this round also would be merged into the agent fame
value for usage of next round. In addition, the history ratio parameter can affect the
computation in the selection box. The functi onof History ratioisto lay particular
stress on agents' fame value or. Iocal grad% of the round We can modulate history

ratio to adapt the scoring habltSOf dlfferent user For -example, history ratio could be

raised if the user’ sevaluaﬂomsfawandpremse : '.

= =
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@@

Parent Generations *Discarded agents

Figure 4.Selection Box

To determine the time of stoppi:ng theevelution and system converging isan
important issue in the systems based on GA. Generally speaking, the methods of
determining the time are to observe whether the system learning curve has ceased
moving or the result of evolution has achieved the expected objective. However, as
we have described, we make use of the human beings instead of the fitness function to
solve the problem involving subjectivity without criterion. It isfor sure that thereis
no way to define the criterion of judging Art and relatively, there is not an impartial
solution to verify our system has converged or the agents have been trained
completely, either. Therefore we propose another solution of determining the
converged time by using the agent fame value as before. Just as the public

relationship in our society, the personal fame would increase or decrease by the
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behavior. Usually the human would become a consultant if he/she holds good fame
for along time. We take advantage of this concept to our system for the usage of
determining the converging time. In our system, each agent’s fame value variesin
every round, and the system will monitor the agent population to find which agent
usually maintains high fame values during a period. If the agent of high fame values
with good behavior can past the examination of the time threshold, this agent will be
allowed to enter the V.1.P pool. The agentsin this pool would not evolve but still keep
sharing the genes with the others agentsin the circle of evolution. When gathering
enough stable agentsin the V.1.P pool, the system will terminate the evolution and
take these stable agents as the final population for recommendation.

In the process of fundamentall GA; the ger_qes_of agents with good behavior
sometimes would be broken becéIjse of ongoing c_;jroséover and mutation. That isto
say some agents had already hnissed theE most prober- timing of stopping the evolution.
So selecting the agents with Qood behaw 'or'jcarj pr(_-:-servé ihe good genes of the agents
in the evolution process and avoid thé'goooi Qru&ure of genes from being destroyed in
the overly evolution. v

Besides, this procedure can make the agent population varied. Thereis awaysa
direct answer for the GA questions and |eads to the similar agents population when
system converged. But in our case, we hope to train the agents with various styles in
order to fit the user’s taste. For this reason, this system adopts the procedure as

described before to collect agents, and then “the last survivors® in the final round can

recommend multiple kinds of musical items.
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3.3 Characteristics of the system

In this system, the agents grade all musical itemsindividually, and choose
the one with the highest scores as the recommended item; consequently, the
recommended group are not only affected by the single agent but blended with the
different agent’s taste. So the agents may recommend surprising musical items. For
example, assuming that the agent A givesthe JAZZ style high grades; the agent B
prefers the CLASSIC type, and then the musical items recommended by these two
agents may be blended with the two styles, or be totally different from the original.

The content-based filtering type of the recommendation system recommends
items based on the connection between theiuser;’ s preference and content of the items.
Therefore, the representation of t'f-{e data items; namely the definition of the extracting
features will influence the rec'om_mendaiion, After.the process of feature extracting,
some systems would have an iadditi onal "_préprpce_ss proaedure to classify the data
items by the specific features for.:acclél'erati ﬁg th;a |ater recommendation procedure.
For example, to classify the music itlems by t'hé 'ter1npo feature, if the user just likes the
musical items of quick tempo, the system can find the recommended ones in a short
time by the early classification. Furthermore, it is able to classify by multiple features.
However, this procedure has an important problem, which is that the classified rules
must be decided before the process of recommendation. The user’s taste is different
from the other, so it's difficult to define the general classified rules.

The chromosome structure in our system is also akind of classified rulesfrom a
different point of view. That isto say that varied chromosomes classify the different
musi ¢ groups according to the property or the range of the genes oneself. Differing
from the pre-defined classified rules belonging to the pre-process of the system, the

agents of our model adapt to the user’s taste gradually in the learning stage of the
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system. In other words, our agent system based on GA classified dynamically, which
discovers the proper rules of the user by the evolution procedure. Comparing with the
method using fixed rules, our method is more flexible and precise.

As the other recommendation systems, our system also needs the detailed
definitions of musical features to represent the property of the musical items to make
the agents recommend more precisely. But some obscure features are permitted to
exist in our model. The design of chromosome encoding added a property of “Don’'t
Care’; namely, to ignore this feature. If the feature B is meaningless to the user, it
could be disregarded gradually during the evolution. Consequently, in our system, the
features can be defined loosely, and it is not necessary to worry that some useless

features will cause the incorrect recommendations.

4. Experimenit_s'

We implemented a music recorﬁmendati.o__h system according to the thesis as
described before, and invite 25 persons to perform the system. Fig.5 shows the user
interface of the system. Some parameters set in the experiment are shown as follow
The size of the midi databaseis 1036. The initial population consists of 6 random

agents. And the number of the agents could recommend each generation is 12.

21



Blefacd ey e | (-
faleci i, | =] GERERATEIH T
Frubiirs I ] STABLE - [eizeg
- : ISR IO
Ngua Suis | Al Vale  Mawwes Nicks |7y pcal | Phiuh | SESTEM ONPD | CHART]
5]
1 1= apwl [FEUES e =eliEl et iy
l.. ¥ [ :
i NN i i i ! ! b Worm | Bel | wm | Oocd | Pnw
] ] 143 [ [ i 1 2
154 i LA i i i
] il 1 -] [ L} 1 BE OB . ;
1 P T I i i
- i Worm | Bal Ted | 2o
£ T 1 Lo T [} 1 Wy L I B | l
1 =1 1 wH L I 1
E = 1 LH [} I 1 iz |
[ =l i T I ] ] w k
™ M 1 138 I I 1 worm [[EH]] oo | 0cd | oo
ii o= P L [ I I

Figure 5.The user interface

The procedures of the

1. Training phase:

At the beginning of each round, the system presents some music items to the user.
Asthe user gives recommended music items fitness value by preference, the
system generate a new population in the next generation using the GA method.
This procedure is repeated until the system determines that the evolution is

converged.

2. Validating phase:
After the training phase, the system has adapted the user’s taste. And then the

user performs an additional test for verifying that this system recommends
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correctly. Among the demonstrating test, the system let the agents which satisfy
the user’staste grade all music items. We select 20 music items of highest grades
as the experimental group and collect another 20 music items randomly as the
control group, and let the user evaluates these two groups individually. Fig.6

shows the interface of the demonstrating test.

First we will analyze the results of the demonstrating test to explain whether the

system archives the target. Second the convergence test of the training phase would be

discussed. Moreover, the rest part of this chapter describes an observation about the

result of the experiment.

m
o 3 —
15 B o ST
- | B =l o .. ]
w1 T.14 IT ot
rp i} ™" ra | .m e |
b (¥ bl i,
T B b a7 T
5 T Fa TS
T 5.1 o . Jidd
i 5 % g
ol iH e T
5] T &= & E|
b Oo.m = T
i B = wm
50 B3 ] i s el
5 Bl ] wo
7504 1] o THEN T
5 B_H % T
2854 B e Te
8| b Y] ERT s 1
=T
% - "
o| L) T )

Figure 6.The demonstrating test
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4.1 Quality of recommendations

The quality of recommendation is measured in two aspects, namely,

precision rate and weighted grade. The definitions are described as follow:

Precision

NS

precision rate =
N

(Eg. D
Where N, s isthe number of the successful samples, and N is the number of total

music items.

Weighted grades

N
=15 i, B _. =

weighted grades= 'T ®

(Eq. 2

WhereM, isthe grades of music items, and N is the number of total music items.

The demonstrating test provides six degreesto the user to evaluate the music
item. The definitions of six degree are shown in Table.1. The meanings of upper three
degrees al indicate the user interests in this song. Form the viewpoint of
recommendation, the songs which evaluated with these three degrees can be
considered as the successful samples. On the contrary, the songs which evaluated with

the lower three degrees are viewed as the failed examples.
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Degree Grade Precision of recommendation

Great 10 Success
Good 8 Success
Not Bad 6 Success
Not Good 4 Fail
Bad 2 Fail
Terrible 0 Fail

Table. 1. The six evaluating degree table

The user evaluates the experimental group and the control group. The agentsin
the experimental group evaluate Ih'e-'s-on'g-;s ;lcc.(')-rdi'ng to their evaluation function
trained by human, but the agents in'conér_cﬂ group bnly evaluate the songs randomly.
After the user finished the teﬁ th-e systqilm cal c'rul alé .the: ;preci sion rate and weighted
grades by the Eq2 and Eqg3. A | . 3

The Fig.7 shows the resultsr 6f the de_mqn__st.rati.ng.test. The songs recommended
by trained agents have an 84% precision rate, and get the weighted grades of 7.38.
Because the music items of the control group are just selected randomly, the random
method only gets about 50% precision rate, and 5~6 weighted grade. Comparing with
the control group, the experimental group obtains the better results without respect to

the precision rate of recommendation or weighted grades. The result shows that our

system certainly achieves the target of personalized recommendation.
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Figure 7. Precision of recommendation

4.2 Convergence Test

™

This section analyzes the lgarning condition antconvergence of evolution. In the

common case, the model baséd E)In (::A go_ulldpperform -é{large number of generations
to observe the converged cond|~t| on. Bu‘g itis oppos te of the idea that reduces the
human fatigue because our mode} bésed on IGA need;_s human being to evaluate in
each rounds. For thisreason, it is pretty hand to prove the convergence of the IGA.
Toward this goal we have attempted to show the change of fitnessin following

Figure.8 according to the generation and compare the result of the experimental group

with the control group.

In order to show the change of learning condition, we let user perform above
demonstrating test every round. But the number of the listed items decreases to 10 for
fear that the user spends too much time. Therefore, we take the change of the
weighted grades got from demonstrating tests in each round as the learning trend of

the system.
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Fig.8 shows the change of average weighted grades of all users according to the
generation. Curve A represents experimental group and Curve B represents control
group. We can observe that the Curve A is effective increased by the user‘s evaluation,
and express the converged condition after 8-th rounds. As we expected before, the
curve B can’'t show the trend of increasing progressively because the control group

selects items randomly without training treatments.

Convergence Test

Curve A: Average grades of users'
_expermental group

1)
1]
£o
&
5.5
5 L & ' Curve B: Avérage grades of users'
o « control group
4.5 b ¢ " j
4 =i
1 2 3 4 5 6 7 8 9
Generation
Figure 8 Converge Test

Except for the quality of recommendation and convergence test, we further
attempt to compare the music items which are in the experimental group and the
control group, and analyze whether the music items of the experimental group are
obviously different from the other group. In other words, we try to demonstrate the
items which selected by the agents are unique, and to show the agents truly converge
to some aspects. In order to achieve this target, we extract the features of all songsin

the experimental group and compare with the control group.
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To take one user’sresult for example. As shown in the following Fig.9, the
experimental group is obviously different from the control group in Tempo feature.
The same condition also appears in Entropy feature. The example explains the trained

agents have converged some unique preferences, and not select items blindly.
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Figure 9. An Example of the user’s result

To validating this conclusion more certainly, we aso adopt the Chi-Square test of
statistics to explain the two groups are independent according to the all features. By
compiling the statistics of all users’ result, the ratio of the users who could pass the

Chi-Square test with 5% aphalevel could achieve 46%.
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5. Conclusion

This paper presents amodel of evaluating subjective objects by the cooperation
between human and agents, and implements a personalized recommendation system
to demonstrate that the model is workable. In our recommendation system, the user
needs to directly train an exclusive group of agents which understand the user’s taste.
And then the user can use these agents to evaluate alarge number of music items.

In order to train the agents of fitting the user’s preference, we adopt the
procedure of IGA. And this paper presents a concept of the agent fame value to
decrease the problem of human fluctuation, which derived from using subjective
human eval uation as the fitness fungtion in TGA Furthermore, the agent fame value is
also used as one of the convqged condiyons-to proemote the agents popul ation varied
and preserve the fine genes ifi the evolution. - :

Thismusic recommenda;.tior_l wstem canberegarded as a basic framework. This
system applies to evaluate the other Iki-nd of objecté by replacing or modulating some
function blocks. To take the graph recommenoiéti on for example, the system developer
can replace the feature extractor with another procedure which can extract
information of the graph, like brightness, contrast values, RGB values, and so on.
Furthermore, the developer properly modulates the parameters of the evolution
module according the properties of the system. Therefore, our recommendation
systemis also flexible.

Except the personalized recommendation system, our model of cooperation
between human and agents can expand to the professional evaluation system
according to the purpose of the users. As shown in Fig.10, each user needs to judge

the other user’s agents besides trains the own ones. Therefore, the system would
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recommend the items which the mass population are interested in, no longer fit the

single user’staste.

Eﬂt& Grig
@@ﬁ

Agents Group2

o

Figure 10. Professional evaluation system | i
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Our persond recommend';ifirpn_ Qstemcah b'e.fu_ri@.h';r enhanced in some ways. For
example, to reduce the time of eval l'féti rig-the_ Eiecc;n"hended music items, the
summarization of music items may be necessary. The system needs more definitions
of the features to represent the complex semantics in the music items. Furthermore,
the system parameters, like the number of recommended items in each run, the
number of agents, or the threshold of agent fame value, these parameters may needs
more experiments to find appropriate values. Or presenting a method which can
modulate the parameters to fit the user reduces the users' time of training agents

automatically.
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Appendix A

A.1 Midi

Midi(Musical Instrument Digital Interface)
Format Midi Files

Midi

BEE BEE B0 wRE REH

Unit Length At Time Track  Channel Hote Velocity ~
19840 1688 2171ms  189ms LN c1 dh =Y -
2116 164 2328ms  114ms T c1 di 64

2256 112 2473ms  123ms LN c1 dh =Y

2428 88 2662ms  96ms LN c1 dh 62

2580 88 2828ms  97ms LN c1 dh 48

27240 112 2982ms  123ms LN c1 dh 59

2888 88 3166ms  97ms T1 ;1 d4 88

2924 132 32086ms  144ms 17 ca 1 69

3820 112 3311ims  123ms LN c1 dh 53

3188 168 3486ms  119ms T c1 di LG 3

FOF > 3417

FigureA- 1 MIDI



Length

Track Midi

Channel

GM

Note Velocity

A.2

a.  Tempo degree

b. Loudness

c. Pitch Entropy

The pitch entropy , derived from Sayood (2000), is defined as follows:
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NP
PitchEntropy = —>_ P, logP,
1

j=

where P, is defined as follows;

where N; isthetotal number of notes with the corresponding pitch in the main

track, T isthe total number of notesin the main track.

Pitch Density

Mean of the pitch values .3 -ty
Standard deviation of therpitchVialies! L0l /-

Number of Channel

Catalogs of pitch interval
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A.3

10
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FigureA- 2

37




Cl assi cal

Country

FigureA- 4

Dance
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FigureA- 5
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Fol k

16

Figure A- 6

Jazz

FigureA- 7

Latin

14

FigureA- 8
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New Age
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Appendix B

B.1

Agent Agent

Figure B- 1 [Tempo]
80
35-40

Agent ; ” Agents
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