An Unusual VVoice Detector

Based on.Nursing at Home



An Unusual Voice Detector Based on Nursing at Home

Student Chao Chun Wang

Advisor Dr. Ling-Hwei Chen

A-Thesis
Submitted to Department of Computer and Information Science
College of Electrical Engineering and Computer Science
National Chiao Tung University
in partial Fulfillment of the Requirements
for the Degree of
Master
in
Computer and Information Science

June 2005

Hsinchu, Taiwan, Republic of China



( Number of the Segment
Parts ) ( Duration of Waveform ) ( Mean of
Volume) ( Zero Crossing Rate)
( Correlation )

94%~97% 0.08%



An Unusual Voice Detector Based on Nursing at Home

student Chao Chun Wang Advisor Dr. Ling-Hwei Chen

Institute of Computer and Information Science
National Chiao Tung University

ABSTRACT

Because fast development of the industrial society and structure of aging society, there
are more and more solitary people. Thus, developing a nursing system at home is necessary.
That is some instruments of detection ‘are installed in the solitary people’s home, the
physiological states of the old man are conveyed.immediately, and the health situation of the
old man is under control. Mest nursing systems-use video information or electronic
instrument to detect the healthy state of the person. In this method, we hope to know whether
the health condition of the person nursed has a doubt by detecting from the voice that the
person nursed emitted. We define four kinds of unusual voices at first, including cough, groan,
wheeze and cry for help. When the person nursed sends out the above four kinds of unusual
voices, we judge that his health condition have a doubt, and need someone to pay attention
actually. In order to detect four kinds of unusual voices, we extract five features on audio
waveform, including the number of segmented parts, duration of waveform, mean of volume,
zero crossing rate and correlation. Experimental results show that the detection rate can be up
to 94%~97% for these four kinds of unusual voices. In false alarm, there are only 0.08% of

wrong rates.
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