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摘  要 

    在無線網路下決定節點的座標位置是一個很有挑戰性的問題。這個問題十

分的重要，尤其是對於體積很小的節點，如感測節點。因此，有很多的研究都

在探討無線網路下的定位問題。節點定位的問題大致可分成兩大類：集中式及

分散式定位方法。集中式定位方法需要有中央控管的伺服器，其功能是負責接

收節點所偵測資料及其定位的要求，並根據此資訊執行定位演算法以決定節點

位置資訊並回傳給發出詢問的節點。此方法的優點是系統架構簡單且節點負擔

較輕。但缺點為伺服器與節點間的通訊成本大，且伺服器的運算負載重。另一

方面分散式的定位方法，讓節點可以自行完成定位而不需依靠伺服器的協助。

本篇論文針對規則及不規則的網路架構下，提出一個利用訊號涵蓋範圍區域重

疊的特性來讓節點自行估計目前的位置。節點只需接收來自參考節點的訊框資

訊，並根據收集的資訊來執行簡單的運算即可獲得位置資訊。我們討論所提方

法的定位能力及對於不同環境下，評估系統的效能。另外，為了進一步提升定

位系統的準確度，我們將具單一訊號強度的參考節點改採用具有多重訊號強度
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的參考節點。將此改進方法應用於各種嚴苛的狀況，如參考節點損壞、訊號不

穩定、訊框封包遺失等，所提出的方法均能維持良好的運作。對於這樣的結果，

我們相信將有助於提供一個簡單、準確且低成本的定位系統。 
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Abstract

One challenging issue in wireless networks is to determine where a given node is

physical located. This problem is especially crucial for very small nodes such as sen-

sor nodes. Therefore, many researchers have given much attention to positioning

problem of wireless networks. This problem can be solved by centralized or dis-

tributed positioning methods. The centralized positioning methods need a central

server to receive the sensed data, accept positioning queries, perform positioning

algorithm and reply the coordinate back to the querying node. The advantages of

centralized methods are that their system architecture is simple and the comput-

ing load of querying node is light. However, both of the communication overhead

between central server and querying node and computational load of central server

are very heavy. Therefore, the distributed positioning methods are presented to

provide a self-positioning mechanism to reduce these defects. This dissertation

develops a distributed positioning method using transmission signal overlapping

region that called as cell-based positioning method in regular and irregular network

structures. The node receives beacon frames from reference node(s) and performs

simple operation to estimate its position. We discuss the characteristics of the pro-

posed method and evaluate the performance in different environment. To improve

the positioning accuracy, the radio model with multiple power-levels is applied in

the proposed positioning method. In critical situations such as reference node fail-

ure, unstable radio transmission range and beacon collision, the proposed method

still performs well. We believe that the results are useful for designing a simple,

accurate, and low cost positioning system for wireless networks.
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Chapter 1

Introduction

With the rapid progress of the wireless network technology, it is convenient for

people to communicate with one another any time and any place. Mobile devices

with wireless capability have gradually integrated into our daily life. A variant of

the wireless networks is the wireless sensor networks. It integrates both wireless

and sensor technology into a small device, called a sensor node. Each sensor node

has the ability to monitor the physical world and return the sensed information to

control nodes via wireless communication.

Both wireless networks and wireless sensor networks can be applied to many

location-based applications, such as emergency rescue, location tracking, tour

guide [1, 2], points of interest, military surveillance, environmental monitoring,

health, home, and commerce [3]. Take a forest-fire detection system for example.

A large number of sensor nodes are densely deployed in the forest. They are linked

together with radio communication. Each sensor node relays its location and the

surrounding environmental information, such as temperature, image, air pressure,

wind speed, and so on, to the sink node. The sink node, which is a special sen-

sor node, collects the sensed data and replies to the network manager. Abnormal

sensed data will trigger the fire warning procedure. The locations of individual

1



sensors are a necessary part of the sensed data since we want to know the location

of forest fire when it occurs.

In radio communication, the location of a mobile node can be determined by

several methods, such as angle of arrival (AOA) [4], time of arrival (TOA) [4], time

difference of arrival (TDOA) [4], and received signal strength indicator (RSSI).

These methods are based on telecommunications technology and need additional

network equipment in order to determine a mobile node’s location. In recent years,

several positioning systems were proposed and implemented to real systems [5]

such as global positioning system (GPS) [6], Active Badges [7], Active Bats [8],

Cricket [9], RADAR [10], SpotOn [11] and so on. GPS is one of the most popular

positioning systems for outdoor environment as so far. The average error of GPS is

less then 3 meter. However, these positioning methods are not suitable for wireless

sensor networks due to size, cost, and power consumption constraints.

This dissertation develops a positioning method using transmission signal over-

lapping region that called as cell-based positioning method. The transmission sig-

nal overlapping region of reference nodes (RNs) was decided in the deployment

stage. Because of dense deployment in wireless sensor networks, the whole sensing

field can be divided into several independent regions. Note that the independent

region is enclosed by signal coverage of different RNs. Take Figure 1.1 for example,

the independent region C1 is enclosed by RN 0, 1 and 6. Similarly, the independent

region B1 is enclosed by RN 0 and 1. Therefore, the independent region is helpful

location information to narrow down the possible location of a SN with geometric

analysis.

However, the centralized cell-based positioning method increases the commu-

nication overhead for positioning query and the centralized location sever will be

2
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Figure 1.1: The independent regions that enclosed by signal overlapping in cell-
based positioning method.

the communication bottleneck under a larger number of positioning queries. A

distributed cell-based positioning method is proposed to avoid these defects. Each

SN receives the beacon frames transmited by audible RNs. The beacon frame con-

tains the RN’s identification (ID) and coordinate. For enough sampling time, SN

collects beacon frames to recognize where independent region it is and then esti-

mates its location in the centroid of the independent region. The advantage of this

method is that it can solve the defects of centralized cell-based positioning method

and the location of sensor node can be estimated by itself with little computation.

This kind of positioning system, with its low cost and easy computation, is very

suitable for sensor networks.

Finally, to improve the positioning accuracy, an extension of distributed cell-

based positioning method using transmission signal overlapping region and multi-

ple transmission power levels is discussed. We know that as the size of independent

3



region become smaller, the positioning accuracy improves. Based on the power

levels of the transmission signal the whole sensing field can be divided into more

and smaller independent regions. This improves the positioning accuracy. Our

proposed method is suitable for sensor networks that are constrained in energy

consumption, computation power, and device cost. This method also provides

good location accuracy.

The remainder of this dissertation is organized as follows. The next chap-

ter summarizes previous efforts in positioning research. Chapter 3 presents the

cell-based positioning method for regular and irregular network structures. The

analysis of positioning accuracy and improving methods are also presented. The

multiple power-levels positioning approach and positioning accuracy analysis are

presented in Chapters 4. Finally, a conclusion is given in Chapter 5.

4



Chapter 2

Related Works

There are many positioning methods in wireless networks, which can be divided

into two categories, centralized positioning systems and distributed positioning

systems. The centralized positioning systems utilize a central server to perform

localization process. In contract, node performs localization process by itself for

the distributed positioning systems. These positioning systems with its advantage

and disadvantage are discussed in the following sections.

2.1 Centralized positioning systems

A centralized positioning system has a central server. The server collects the

sensed data, accepts location queries, performs positioning algorithm and replies

coordinate back to the querying node. The coordinate of a sensor node is obtained

from the central server. Several mechanisms have been proposed to determine

a node’s location by the centralized positioning systems. In AOA, TOA, and

TDOA [4], additional devices are used in the network to determine the direction

and the time (or time delay) of the signal, which are used to calculate a node’s lo-

cation. Such solutions do not require modifications to mobile devices, but produce

less accurate position estimates, and incur more network traffic. In an assisted

5



GPS (AGPS) [12] system, an assistant server with a reference GPS receiver helps

a device with a partial GPS receiver to measure the range and estimate its posi-

tion. The assistant server which is a more powerful computing platform than a

GPS receiver has the ability of obtaining information from the wireless channel.

The assistant server communicates with a GPS receiver via a wireless channel to

help the receiver quickly and efficiently estimate its location. In RADAR [10], mul-

tiple base stations (or reference nodes) convert the received signal strength (RSS)

to distance information and use a triangulation method to estimate a node’s lo-

cation. A convex positioning [13] system requires a central server to gather the

connection information among all sensor nodes. The server uses the connection

information to calculate a node’s location. A cell-based positioning system [14]

utilizes overlapped radio transmission signals of a transmitter to define several in-

dependent regions from working area and a central location server to gather the

information of independent regions and then to estimate positions. Although these

positioning methods produce acceptable position estimates, three major challenges

still remain:

• When the network topology changes, the location of nodes would not be up-

dated immediately. Because of the communication overhead between central

server and querying node, it causes long delay for positioning estimation.

• Because the number of usable channels is limited for wireless network, only

a few nodes can successfully transmit messages to the central server during

a period of time. This situation causes the central server to be the commu-

nication bottleneck.

• The positioning of all nodes is estimated by the central server. If the commu-

6



nication link between a node and the central server is broken, the positioning

system fails.

2.2 Distributed positioning systems

In a distributed positioning system, that is, one without a central server, every

sensor node gathers the sensed data and runs a positioning algorithm to estimate

its own location. GPS is a typical distributed positioning system [6]. It relies on

24 satellites that orbit around the earth and broadcast precise velocity, latitude,

longitude, and altitude information. GPS produces more accurate location esti-

mates but takes longer time to first fix (TTFF) and incur additional cost of setting

up a GPS receiver for each sensor node. One mechanism that does not rely on

GPS measures the distances among the nodes to build a coordinate system from

which relative positions of the nodes can be calculated [15]. The relative positions

of nodes were built by the distance of one-hop and two-hop neighbors. Two area-

based positioning mechanisms [16, 17] were also proposed by using reference nodes

to provide distance information. The reference node is a special-purpose node,

which knows its own coordinate and has an unlimited supply of electric power.

One mechanism imposes the centroid of selected reference nodes to estimate its

own position [16]. The other mechanism narrows down the possible region a node

may reside. The region is formed by choosing three reference nodes from all au-

dible reference nodes and tests whether it is inside the triangle formed by these

3 reference nodes. The location of a node will be determined by the center of

gravity of the intersection of triangles [17]. In [18], they measure the received

signal strength (RSS), communicate with its neighbors, and apply a triangula-

tion method to localize moving sensors and handle dynamically changing sensor

7



topologies. In [19], a ring-overlapping approach is proposed. Based on received

signal strength indicator, the sensor node can find a intersection area where it

resides and use the gravity of the intersection area as its position. Niculescu and

Nath introduced an ad hoc positioning system using GPS-like triangulation for

estimating nodes’ locations via distance-vector routing [20] or AOA [21] for range

measurement. Based on multidimensional scaling (MDS), Shang et al. used the

connectivity information to derive the locations of the nodes [22]. In order to re-

duce the number of reference nodes, a few mobile reference nodes (those which are

equipped with the GPS capability) broadcast their current positions periodically.

Other sensor nodes use the information to estimate their own locations [23]. All

of the above distributed positioning systems produce acceptable location accuracy

and self-positioning ability but there are some defects:

• In GPS systems, not all sensor nodes can afford the GPS capability. Due

to the limitations of sensor nodes in size, cost and power consumption, GPS

receivers should be used sparingly. In addition, GPS signal will be blocked

in indoor environment to lose efficacy for positioning.

• Owing to the limited computational power of sensor nodes, simpler position-

ing mechanisms is preferred to more complex ones.

8



Chapter 3

Cell-based positioning method
with single power-level of RNs

In this chapter, the cell-based positioning method is presented. The circle-

shaped area covered by the reference node (RN) is called as a cell. That is, one

assumes perfectly spherical radio propagation for this idealized model and identical

transmission range for all reference nodes1. Consider that a set of reference nodes

are deployed in the sensor network with overlapping regions of coverage. They are

located at known positions in deployment stage.

The sensor node (SN) can receive radio signals containing the RNs’ information,

if it is within the radio coverage of that RN. Based on the information of RN that

SN collect, the positioning of SN can be determined.

In cell-based positioning method, a set of RNs are also deployed in the sensor

network with overlapping regions of coverage. They are located at known posi-

tions. As shown in Figure 3.1(a), these RNs form a hexagonal structure. A sensor

node (SN) in region C1 can listen to signals from RNs P0, P1 and P6; in region

B1, from RNs P0 and P1; and in region A1, from RN P0. We define an indepen-

1This idealized model has been checked by experimental measurements for its validity in [16].
They concluded that the idealized radio model may be considered valid for outdoor unconstrained
environments

9



dent region as one in which every SN in the region receives a unique set of RNs’

signals. The coverage of RN P0 has 13 independent regions, i.e., all the regions

A1, B1, . . . , B6, C1, . . . , C5 and C6. These regions can be classified into three types:

• Type 1 region: The region is covered by only one RN’s signal, e.g., region

A1.

• Type 2 region: The region is covered by two RNs’ signal coverage, e.g.,

regions B1, B2, B3, B4, B5, and B6.

• Type 3 region: The region is covered by three RNs’ signal coverage, e.g.,

regions C1, C2, C3, C4, C5, and C6.
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Figure 3.1: The physical layout of RNs with a hexagonal structure for distributed
cell-based positioning method.

Note that the radio coverage of RN is represented as a circle. By using simple

geometry, we can find all the intersections of the circles. For each independent

10



Table 3.1: The centroids of all regions in the hexagonal network structure.

Region Centroid Region Centroid

A1 (0, 0) C1 (-
√

3
6

, 1
2
)

B1 (0, 1
2
) C2 (

√
3

6
, 1

2
)

B2 (
√

3
4

, 1
4
) C3 (

√
3

3
, 0)

B3 (
√

3
4

, -1
4
) C4 (

√
3

6
, -1

2
)

B4 (0, -1
2
) C5 (-

√
3

6
, -1

2
)

B5 (-
√

3
4

, -1
4
) C6 (-

√
3

3
, 0)

B6 (-
√

3
4

, 1
4
) - -

region, we find the centroid (xc, yc) of the region by

(xc, yc) = (
x1 + x2 + ... + xn

n
,
y1 + y2 + ... + yn

n
)

where (x1, y1), (x2, y2), ..., (xn, yn) are the vertices of the region. If a SN can

localize itself in the region, we use (xc, yc) to estimate the location of the SN.

For example, as shown in Figure 3.1(b), if a SN localizes itself in region B1, the

estimated location of SN is (x1+x2+x8+x9

4
, y1+y2+y8+y9

4
).

Given a set of RNs deployed in a hexagonal structure in which the distance

between two neighboring RNs is one unit and the transmission range of RN is

R = 0.78, we can find the centroids for all localization regions. The results are

summarized in Table 3.1.

As stated in the previous description, we can deploy RNs in a hexagonal struc-

ture and find the localization regions for each RN. The RN periodically broadcasts

the beacon frame to notify all of the SNs staying in its signal coverage area. We as-

sume that each RN knows all centroids of its localization regions. For example, RN

P0 knows the centroids of 13 localization regions. The centroids can be computed

11



in the deployment stage. The beacon format contains the following data:

S = {tn, (tra , {(xc1, yc1), . . . , (xca , yca)}), . . . ,

(trk
, {(xc1, yc1), . . . , (xck

, yck
)})}.

where tn represents the type of RN’s structure, (e.g., tn = 1 for hexagonal structure

and tn = 2 for meshed structure); tri
represents the type of localization region (e.g.,

tri
∈ {1, 2, 3} for hexagonal structure); and (xci

, yci
) represents the centroid of the

region. Note that the type number of the region is equal to the number of signals

that can be received in that region.

For example, as shown in Figure 3.2, the beacon frames of reference node 5 and

6 are

S5 = {1, (1, {M}), (2, {B, D, F, H, J, L}),

(3, {A, C, E, G, I, K})}.

S6 = {1, (1, {W}), (2, {J, N, P, R, T, V }),

(3, {K, I, O, Q, S, U})}.

where the symbols A, B, . . . , W represent the centroids of localization regions (e.g.,

M = (
√

3
2

, 1
2
), W = (0, 0)).

Then, the SN collects the beacon signals from the RNs and determines its

location. The operations of SN are given as follows.

1. Collect and store the beacon signal that it receives.

2. Determine the number of RNs, denoted as m, that it can listen to. Then

extract the centroid set with the type m from the beacon frames , denoted

as Sm. Note that we can find m different centroid sets. For example, if a SN

12
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Figure 3.2: An example of localization regions for hexagonal structure.

can receive beacons from RN 5 and 6, it extracts the centroid set with type

2 from the received beacon frames as follows.

S2
5 = {B, D, F, H, J, L}.

S2
6 = {J, N, P, R, T, V }.

3. The SN finds a centroid by intersecting the centroid sets as its location, i.e.,

find
⋂

i S
m
i . For example,

S2
5

⋂
S2

6 = {B, D, F, H, J, L}⋂{J, N, P, R, T, V }

= {J}

= {(
√

3

4
,
1

4
)}.

In the following, we analyze the positioning accuracy for regular and irregular

13



network structures in chapter 3.1 and chapter 3.2, respectively. After that,

an implementation of the proposed method is presented in chapter 3.3.

3.1 Positioning accuracy analysis in regular

network structure

The evaluation of system performance for positioning method is decided

by positioning accuracy. According to analysis the worst-case and average-

case positioning accuracy with regular network structure in chapter 3.1.1, it

shows the practicality of the proposed method. Furthermore, considering the

robustness of the cell-based positioning method, the positioning accuracy for

unstable radio propagation model and imperfect reference nodes are discussed

in chapter 3.1.2 and 3.1.3, respectively. Finally, the proposed method with

backup reference nodes is considered for preventing failure of RNs in chapter

3.1.4.

3.1.1 Positioning accuracy for perfect reference nodes

Let the coordinate of the actual location of SN be (X, Y ) where X and Y

are random variables. In the cell-based positioning method, the SN localizes

itself to the centroid of the localization region. Thus, the error distance D is

D =
√

(X − xc)2 + (Y − yc)2

where (xc, yc) is the centroid of the localization region (i.e., the estimated

location of the SN). The accuracy can be defined as D/Rmax and Rmax is

the maximum transmission range of RN. (If D is zero then the accuracy is

14



assigned as zero.) The precision e(r) can be defined as the probability that

the SN can localize itself within distance r. That is,

e(r) = P{D < r}

Assume that the sensor node falls equally likely to any point in the location

region R. Then, the probability density function f(x, y) of (X, Y ) can be

written as follows:

f(x, y) =

{
c if (x, y) ∈ R
0 otherwise

where ∫
R

∫
f(x, y)dxdy =

∫
R

∫
c dxdy = 1.

This gives

c =
1∫

R

∫
dxdy

=
1

area of R

Therefore, the precision

e(r) = P{D < r} =
∫

Cr

∫
f(x, y)dxdy =

area Cr

area of R
.

where

Cr = {(x, y)|
√

(x − xc)2 + (y − yc)2 < r} ∩ R.

1) The worst-case accuracy

Now, let us consider the shape of type 1 as shown in Figure 3.3. The precision

e(r) is the area of Cr over the area of localization region R, if r is less then r1.

If r is greater than r1, the precision e(r) is 1. This means that SN can localize

itself within distance r1 with probability 1. In other words, if SN localizes

itself in the type 1 region and the tolerance of error distance d is greater than

r1, the position of SN can be correctly determined. The radius r1 is called

15



r 1

Figure 3.3: The shape of type 1 in hexagonal structure.

the critical radius. Furthermore, let r∗ = max{r(1)
1 , r

(2)
1 , r

(3)
1 } where r

(i)
1 is the

critical radius for type i region. Thus, we can say that SN localizes itself

correctly within distance r∗. Note that r∗ is the worst-case accuracy.

For example, consider that a set of RNs are deployed in a hexagonal structure

in which the distance between two neighboring RNs is one unit and the

transmission range of RN is 0.78. We can compute the precision ei(r) for

each type i. Figure 3.4 shows the precision ei(r) for type i = 1, 2, 3. Note

that r∗ = max{r(1)
1 , r

(2)
1 , r

(3)
1 } = max{0.2685, 0.2993, 0.3088}=0.3088. That

is, for this hexagonal structure, sensor node localizes itself correctly within

distance 0.3088.

Note that critical radius r
(i)
1 is a function of RN’s transmission range d.

Let fi(d) be the critical radius for type i, i = 1, 2, 3. Then, the worst-

case accuracy r∗ can be rewritten as r∗(d) = max{f1(d), f2(d), f3(d)}. If the

transmitting power of RN can be adjusted, then the transmission range of

RN will vary. We assume that the radius d is bounded within [ 1√
3
,
√

3
2

]2.

Let us consider how to arrange the transmission range of RN such that the

2This is because 1) if d < 1√
3
, then there are some areas not covered by RN’s signal; 2) if

d >
√

3
2 , then the type 2 area will be separated into 2 sub-areas.
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Figure 3.4: The precision ei(r) of SN in the type 1, 2, and 3 areas.

worst-case accuracy is optimized. This problem is equivalent to finding a

radius d such that r∗(d) = max{f1(d), f2(d), f3(d)} is minimized. That is,

z = min
1√
3
≤d≤

√
3

2

r∗(d)

= min
1√
3
≤d≤

√
3

2

max{f1(d), f2(d), f3(d)} (3.1)

Figure 3.5 shows the functions f1(d), f2(d), and f3(d), for 1√
3
≤ d ≤

√
3

2
. The

function f1(d) is a decreasing function and the function f3(d) is an increasing

function where 1√
3
≤ d ≤

√
3

2
. Let d∗ be the radius such that f1(d

∗) = f3(d
∗).

Thus,

max{f1(d), f2(d), f3(d)} =

{
f1(d) if 1√

3
≤ d ≤ d∗

f3(d) if d∗ ≤ d ≤
√

3
2

and the minimum of max{f1(d), f2(d), f3(d)} occurs at f1(d) = f3(d). By

using the numerical method, we find d∗ = 0.7638 such that f1(d
∗) ≈ f3(d

∗) =

0.2887.
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Figure 3.5: The worst-case accuracy for hexagonal structure.

2) The average-case accuracy

Given that the location (x, y) of SN falls in the type i area, the expected

accuracy Di is

E[Di] =
∫
(x,y)∈Ri

√
(x − xci

)2 + (y − yci
)2 f(x, y)dxdy

where Ri is the localization region of type i and (xci
, yci

) is the centroid of Ri.

Thus, the expected accuracy of D for the network with hexagonal structure

can be found by

E[D] =
3∑

i=1

pi E[Di]

where pi is the probability that SN falls in the type i area. By this way, we

can evaluate the average accuracy of the proposed method.

Note that the average accuracy E[D] is also a function of RN’s transmission

range d. Let g(d) be the average accuracy E[D] for the RNs with hexagonal

structure having transmission range d. Let us consider how to arrange the
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Figure 3.6: The average accuracy for hexagonal structure.

transmission range of RN such that the average accuracy is minimized. The

problem is to find a radius d such that z = min 1√
3
≤d≤

√
3

2

g(d).

We can evaluate the average accuracy E[D] by simulation. In our simulation,

10,000 SNs were generated in the working area of 100×100 square units. The

SNs are placed in the working area with a uniform distribution. We assume

that all RNs are deployed in a hexagonal structure with transmission range

d̂ and their locations are known in advance. By the proposed self-positioning

method, each SN can localize itself at position (xc, yc). Thus, the positioning

error can be found. By this way, we can evaluate the average accuracy g(d̂).

Furthermore, we find g(d), for 1√
3
≤ d ≤

√
3

2
, as shown in Figure 3.6. Note

that function g(d) is a convex function. We find the minimum of g(d) is

0.1551 where d = 0.744.
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3.1.2 Positioning accuracy for unstable radio model

In the previous simulation, we assume the radio is an ideal circle. In reality,

the coverage of RN is irregular due to multipath propagation effects. Thus,

we construct a simulation using the shadowing model [25] as its radio model.

The shadowing model can be represented by

[
Pr(d)

Pr(d0)
]dB = −10β log(

d

d0
) + XdB

where Pr(d) (Pr(d0)) is the received signal power at distance d (d0), β is

the path loss exponent, and XdB is a Gaussian random variable with μ = 0

and standard deviation σdB. Note that the shadowing model extends the

ideal circle model to a statistic model. For outdoor environments, we set

σdB = 4 and β = 2 (free space) or β = 3 (shadowed urban area) in our

simulation[26]. The SN can receive the beacon frame if the received signal

power is greater than the value of Pr(d) where d is 0.744 unit distance. A

unit distance is equal to 20 meters in the simulation. The working area was

100×100 square units and RNs were deployed with hexagonal structure. For

randomly generating 100,000 SNs to be located in a working area, Figure 3.7

shows the average accuracy of the proposed method. For outdoor, free space

environment (i.e., (σdB, β) = (4, 2)), the accuracy curve is almost the same

as the accuracy curve of perfect model. For outdoor, shadowed urban area

(i.e., (σdB , β) = (4, 3)), the SN can localize itself to within 0.3 unit distance

for 89.89% of measurements. Thus, the proposed method still worked well

in the outdoor, shadowed urban area.

20



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

Accuracy

P
re

c
is

io
n

Perfect model
Shadowing model β=2
Shadowing model β=3

Figure 3.7: The average accuracy for the shadowing propagation model.

3.1.3 Positioning accuracy for imperfect reference nodes

In order to show the robustness of the proposed method, we assume that RNs

are imperfect. Consider the example given in Section 3. Assume that an SN is

in the region J (see Figure 3.2) and RN 6 fails. The SN only receives the beacon

frame S5 = {1, (1, {M}), (2, {B, D, F, H, J, L}), (3, {A, C, E, G, I, K})} from RN

5. As a result, the SN localized itself at M = (
√

3
2

, 1
2
). That is, the accuracy error

becomes large.

We evaluate the average accuracy for imperfect RN by simulation. In our

simulation, 10,000 SNs were generated in the working area of 100 × 100 square

units. Then, SNs are placed in the working area with a uniform distribution.

We assume that all RNs are deployed in a hexagonal structure with transmission

range 0.744 and their locations are known in advance. We consider three cases

of imperfect RNs. That is, case 1 has a 1% of failure rate of RNs; case 2 has
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Figure 3.8: The average accuracy for imperfect reference nodes in a hexagonal
structure.

5%; and case 3 has 10%. Figure 3.8 shows the average accuracy of the proposed

method with imperfect RNs. From Figure 3.8, note that the proposed method

with imperfect RNs having 1%, 5%, and 10% failure rates can locate SN to within

0.3088 unit distance for 98.68%, 92.74% and 85.6% of measurements, respectively.

Because of the failure of RNs, some SNs in the working area may not localize

themselves. When the RNs failure rates are 1%, 5%, and 10%, the probabilities

that the SNs can not localize themselves are 0.21%, 1.21%, and 2.36%, respectively.

That is, the probability that the SN cannot localize itself is very small and the

decease in positioning accuracy is very limited for the network with imperfect RNs

having a 10% failure rate.

3.1.4 Positioning accuracy for backup reference nodes

For imperfect RNs, it will fail to work in execution stage. When a RN is failed,

the entire working area cannot be covered by RNs. In this scenario, the cell-based

22



positioning method is failed to perform positioning in the region that without

RNs’ signal coverage. Therefore, cell-based positioning method with backup RNs

is discussed to avoid unexpectedly failure of RNs. As shown in Figure 3.9, a backup

RN PR0 is deployed in the centroid of region that can receive thee different RNs’

(P0, P3, and P4) signal. The coverage radius of the backup RN is RR0 that can

cover all type 1 regions of these three RNs (i.e. the shadowed region). In other

words, each backup RN is responsible for detecting the status of three RNs so it is

deployed in the region that can receive the beacon signal from them. The number

of backup RNs is N/3 for N RNs.
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P
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Figure 3.9: The physical layout of cell-based positioning method with backup RNs
in hexagonal structure.

A backup RN has two states: standby and active. In standby state, the backup
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RN receives the heartbeats of RNs to ensure that RNs are perfect. Note that

the heartbeat is a periodically message sent from RNs. In the proposed method,

the periodical beacon that broadcasts location information of RNs can act as the

heartbeat message. In the deployed stage of backup RNs or in the first time

receiving RNs’ beacon, backup RNs store the content of beacons.

If backup RN cannot receive the heartbeat from any one of these RNs, it

changes its state to active. In active state, backup RN periodically broadcasts

the beacon (Sf ) that contains the location of failure RN(s). In order to make

the beacon format compatible for normal cell-based positioning method that we

mentioned in chapter 3.1, the beacon contains the following data:

Sf = {tn, (xfr, yfr), (fa, {(xa, ya)}), . . . (fk, {(xk, yk)})}

where tn represents the type of RN’s structure (e.g. tn=3 for backup structure);

fi represents the status of RN i (e.g. fi=0 for failed RN i and fi=1 for normal

RN i); (xfr, yfr) represents the location of backup RN; and (xi, yi) represents the

location of RN i. Note that the location of failed RN can be obtained from the

centroid of type 1 region that contained in the RN’s beacon (heartbeat). At the

same time, the backup RN sends a notification message that contains the location

of failed RN to the manager. After restoring failed RN, the backup RN can receive

the heartbeat of RNs. If all heartbeats of RNs in its coverage area can be received

by backup RNs, it changes its state to standby. The state transition diagram of

backup RN is shown in Figure 3.10(a).

According to the state transition of backup RN, SN must transit its current

state to corresponding state (see Figure 3.10(b)). If SN receives beacons with-

out backup RN, it performs the cell-based positioning method that we proposed
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Figure 3.10: The state transition diagram of backup RN and SN. (a)Backup RN
has two states: standby and active (b)SN has two states: normal and correction

.

in chapter 3. If one or more RNs are failed, SN can receive the beacons form

backup RN. SN transits its state from normal to correction and its position can

be evaluated by the following cases:

Case 1: SN received beacons from backup RN but not from other RNs. In this

scenario, SN must be located within the shadowed region (See Figure 3.11).

Considering the number of failed RNs in the backup RN’s coverage area, the

location of SN can be discussed by three conditions.

a) One RN failure

As shown in Figure 3.11(a), SN is located within the shaded region that is

the type 1 region of the failed RN P0. The position of SN is assigned as the

location of the failed RN P0.

(x, y) = (xP0 , yP0).

b) Two RNs failure

SN is located within the shaded region that is shown in Figure 3.11(b). The
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position of SN can be assigned as the centroid of this region which is the

midpoint of the location of these two failed RNs.

(x, y) = (
xP0 + xP3

2
,
yP0 + yP3

2
).

c) Three RNs failure

SN is located within the shaded region that is shown in Figure 3.11(c). The

position of SN can be assigned as the centroid of this region which is the

location of the backup RN PR0.

(x, y) = (xR0 , yR0).
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Figure 3.11: The physical layout of 1, 2 and 3 failed RNs with a backup RN PP0 .
(a)failure of RN P0, (b)failure of RN P0 and P3 (c)failure of RN P0, P3, and P4.

Case 2: SN can receive beacons from backup RN and from one or two RNs. In

this scenario, SN is located within the area that includes the coverage area

of backup RN PR0 and excludes the region of case 1. The location of SN is

decided by the cell-based positioning method without considering the beacons

of backup RN for simplicity.
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This is because that it is hard to recognize the region where SN is located.

For example, RN P0 is failed and four SNs (s1, s2, s3, and s4) are located in

the sensing area that is shown in Figure 3.9. We know that SN s1 can receive

beacons from RN P2 and backup RN PR0 and SN s2 can receive beacons from

RN PR0 when RN P0 failed. However, s1 and s2 are located within the same

region when P0 is not failed. On the contrary, both SN s3 and s4 can receive

beacons from RN P3 and backup RN PR0 when RN P0 failed. However, s3 and

s4 are located within different region when RN P0 is not failed. One of the

possible solutions is that RN using directional antenna to provide additional

information for recognizing these ambiguous regions. This solution has high

system complexity and hardware cost. However, considering the simplicity

of system, dropping some useful beacons that are broadcasted by backup

RN will increase the positioning error. This is a tradeoff between positioning

error and system complexity for designing a positioning method. In this

dissertation, a simple method with slight positioning error is considered.

We evaluate the average accuracy for backup RNs by simulation. In our sim-

ulation, 10,000 SNs were generated in the working area of 100× 100 square units.

Then, SNs are placed in the working area with a uniform distribution. We assume

that all RNs are deployed in a regular hexagonal structure with transmission range

0.744 and their locations are known in advance. For each three neighboring RNs,

one backup RN are placed in the centroid of type 3 region that formed by these

three RNs. Three cases of imperfect RNs that proposed in previous section is con-

sidered. That is, case 1 has a 1% of failure rate of RNs; case 2 has 5%; and case

3 has 10%. Figure 3.12 shows the average accuracy of the proposed method for

imperfect RNs with and without perfect backup RNs. From Figure 3.12, note that
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the proposed method for imperfect RNs with (without) backup RNs having 1%,

5%, and 10% failure rates can locate SN to within 0.3088 unit distance for 98.89%

(98.68%), 93.91% (92.74%) and 87.79% (85.6%) of measurements, respectively. In

Figure 3.13, it shows the average accuracy with imperfect RNs (i.e. backup RNs

are also imperfect). The number of un-located SNs with and without backup RNs

is listed in Table 3.2. The proposed method with backup RNs can reduce the

number of un-located SNs from 21, 121 and 236 to 1, 16, and 63 in 1%, 5%, and

10% RNs failure rate, respectively.
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Figure 3.12: The average accuracy for backup RNs in a hexagonal structure
(backup RNs are perfect).
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Figure 3.13: The average accuracy for backup RNs in a hexagonal structure (RNs
and backup RNs have the same failure rate).

3.2 Positioning accuracy analysis in irregular net-

work structure

This section considers a wireless network with n RNs in which the location of

RNi, (xi, yi) and its transmission range, ri, are given where i = 1, 2, ..., n. The

radio coverage of RNi is denoted as circle Ci. By using simple geometry, we can

find all the intersections of all the circles. Then, we can formulate the positioning

Table 3.2: The number of un-located SNs for the proposed method with and
without backup RNs.

RNs failure Without backup RNs With backup RNs

1% 21 1
5% 121 16
10% 236 63
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Figure 3.14: A geometry graph G.

accuracy problem into a geometry graph model G = (V, E). Each vertex in set

V stands for intersection points of Ci and Cj, and an arc (u, v) is in E if (u, v)

is a simple segment of the circle where a simple segment means there is no in-

tersection point between u and v. We called a vertex v as a border vertex if v

is not inside another circle. An arc (u, v) is called a border arc if both u and

v are border vertices. For example, a wireless network as shown in Figure 3.14

can be represented by the graph G = (V, E), where V = {v1, v2, . . . , v6} and

E = {(v1, v2), (v2, v3), (v3, v4), (v4, v1), . . . , (v5, v4), . . . , (v2, v5)}. Vertices v1, v4 and

v5 are border vertices and arcs (v1, v4), (v4, v5) and (v5, v1) are border arcs. Note

that the localization region R1 is bounded by a set of arcs (v1, v2), (v2, v6), (v6, v1).

Thus, the problem of finding the accuracy for the cell-based positioning method

is equivalent to finding the maximum size of a localization region in the graph

G = (V, E). An algorithm is presented below for finding all localization regions

of G and calculating their areas. Therefore, the maximum size of a localization

region can be determined.
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Figure 3.15: A simple cycle search in clockwise direction.

3.2.1 Region-finding algorithm

Let Adj[u] denote the adjacency list of u. That is, Adj[u] consists of all the vertices

adjacent to u in G. For two vertices v1, v2 ∈ Adj[u], we define angle � v1uv2 to be

the angle from arc (v1, u) to arc (v2, u) in a counter-clockwise direction. A cycle

Pi = (vi1 , vi2), . . . , (vik , vi1) is called a simple cycle if it forms a localization region.

A simple cycle can be found by the following search procedure. Start to search from

any arc (u, v) and set Pi = (u, v). The following arc (v, vj∗1 ), vj∗1 ∈ Adj[v]\{u},
can be chosen into Pi is the arc with minimum angle � uvvj∗1 . (i.e., � uvvj∗1 =

minvj1
∈Adj[v]\{u} � uvvj1). Now, Pi = (u, v), (v, vj∗1 ). Next, consider arc (v, vj∗1 ) and

find the following arc (vj∗1 , vj∗2 ) for Pi such that � vvj∗1vj∗2 = minvj2
∈Adj[v]\{u} � vvj∗1vj2 .

Repeat the same procedure until the vertex u is reached. Then, a simple cycle

Pi = (u, v), (v, vj∗1 ), . . . , (v
∗
k, u) is found. For example, as shown in Figure 3.15,

start from (v1, v2). The next arc selected is (v2, v3). This is because � v1v2v3 <

� v1v2v5 < � v1v2v6. Similarly, choose (v3, v4) as the next arc of (v2, v3). By this

way, a simple cycle (v1, v2), (v2, v3), (v3, v4), (v4, v1) is found.
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Note that such a simple cycle found is in a clockwise direction relative to arc

(u, v). Similarly, we can also find another simple cycle for (u, v) in a counter-

clockwise direction. This can be done by selecting the next arc (v, vi∗1) of (u, v)

such that � uvvi∗1 = maxvi1
∈Adj[v]\{u} � uvvi1). Repeat this procedure until the vertex

u is reached. For example, simple cycle (v1, v2), (v2, v6), (v6, v1) was found by a

counter-clockwise search.

Suppose that for a given graph G, it has � simple cycles. Let Pi = (vi1, vi2), . . . ,

(vik , vi1), i = 1, ..., � denote all simple cycles in G. Observing these cycles, we found

that for any arcs (vi, vj) if they are not border arcs, there are two cycles Ps and

Pt containing it; otherwise only one cycle Pu contains it. Thus, we can maintain

data structures counter[(u, v)] and region[(u, v)] for each arc (u, v). If (u, v) is

not a border arc, counter[(u, v)] is set to 2; otherwise, counter[(u, v)] = 1. The

region[(u, v)] is a set consists of the localization regions separated by (u, v). For

example, if (u, v) separates regions i and j, then region[(u, v)] = {i, j}.
The main idea behind the region finding algorithm is that we search each cycle

i, Pi = (vi1 , vi2), . . . , (vik , vi1), to see which forms localization region i. Then, for

each arc (u, v) in Pi, set counter[(u, v)] = counter[(u, v)] − 1 and region[(u, v)] =

region[(u, v)] ∪ {i}. Note that if all counters of the arcs become zero, then all

localization regions are found.

A brief pseudocode for the region finding is given as follows.
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0 Procedure LRSEARCH(G = (V, E))
1 RegionNumber = 0
2 for all (u, v) ∈ E do
3 region[(u, v)] = ∅
4 if (u, v) is not a border arc then counter[(u, v)] = 2
5 else counter[(u, v)] = 1
6 for all (u, v) ∈ E do
7 while counter[(u, v)] 	= 0 do
8 begin
9 if counter[(u, v)] = 1 and region[(v, u)] ⊆ region[(u, w)]

10 then find a simple cycle in counterclockwise direction, say Pi

11 else find a simple cycle in clockwise direction, say Pi

12 (comment: w ∈ Adj[u] with � uvw = minvj∈Adj[v]\{u} � uvvj)
13 RegionNumber = RegionNumber + 1
14 for all (ui, vi) ∈ Pi do
15 counter[(ui, vi)] = counter[(ui, vi)] − 1
16 region[(ui, vi)] = region[(ui, vi)] ∪ {RegionNumber}
17 end
18 return(region[(u, v)])

An example to illustrate the above procedure is given in Figure 3.16. After ap-

plying lines 7 to 17 of Procedure LRSEARCH to arcs, (v1, v2), (v2, v3)(v3, v4)(v4, v5)(v5, v6)

and (v6, v1), the 11 localization regions are found as shown in Figure 3.16. (Note

that 13 localization regions will be found after all arcs are considered.) Values in the

square represent region number and values along the arcs represent counter[u, v]

and region[(u, v)].

3.2.2 Improving accuracy with power adjustment

If the transmitting power of the RN can be adjusted, then the coverage of the

RN varies. Consider this problem: given a set of RN i, i = 1, . . . , n, with a

fixed location and its transmission range ri, a ≤ ri ≤ b, we want to find a set of

transmission ranges (r∗1, r
∗
2, . . . , r

∗
n) such that the positioning accuracy is optimized.
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Figure 3.16: An example of region finding.

This problem is equivalent to finding a set of transmission ranges (r∗1, r
∗
2, . . . , r

∗
n)

such that e(r1, r2, . . . , rn) = max1≤i≤�{Ri} is minimized. That is,

z(r∗1, r
∗
2, . . . , r

∗
n) = min

(r1,r2,...,rn)
e(r1, r2, . . . , rn)

where a ≤ ri ≤ b, i = 1, 2, . . . , n.

In this section, we applied probability analysis to find the optimization solution

of power adjustment. However, finding this optimization solution is an NP-hard

problem. Therefore, we applied Simulated Annealing (SA) to solve this optimiza-

tion problem. Finally, we show the improving positioning accuracy with power

adjustment by simulation.

1) Simulated annealing (SA)

Recently, SA has become more popular for solving large-scale combinatorial opti-

mization problems with approximate optimization solutions. The advantage of SA

is that it provides a general purpose solution for a wide variety of combinatorial

optimization problems. Thus, SA is used in many fields such as computer-aided de-
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sign of integrated circuits, image processing, code-designed, neural network theory

and so on.

In general, the SA algorithm is similar to metal-cooling. During slow cooling, a

metal rearranges the atoms into regular crystalline structures with high density and

low energy. The SA algorithm starts with an initial solution s0 = (r0
1, r

0
2, . . . , r

0
n),

and finds the value of cost function e(s0) = e(r0
1, r

0
2, . . . , r

0
n), also known as fit-

ness function(see equation (1)). Let si be the current solution with cost function

e(si). For each iteration j, generate a random neighbor sj of si and evaluate

its cost function e(sj). If e(sj) ≤ e(si), then sj is accepted (i.e., set si = sj

and e(si) = e(sj)). Otherwise, the sj will be accepted with the probability

p = min{1, exp((e(si) − e(sj))/T )}. The parameter of T means the ”tempera-

ture” which changed with parameter α for each iteration. This is known as the

Metropolis criteria [27] and the pseudocode is shown below:

Step 1: Initialize the temperature T . Generate an initial solution s0 and set current

solution si = s0.

Step 2: Generate a trial solution sj , a random neighbor of si.

Step 3: Let �e = e(sj) − e(si).

Step 4: If �e ≤ 0, then the trial solution sj is accepted. Set current solution si = sj

and e(si) = e(sj).

If �e > 0, then the trial solution sj is accepted with the probability p =

exp(−�e
T

) > d, where d is a random number in [0, 1]. Set current solution

si = sj and e(si) = e(sj).

Otherwise, go to Step 2.
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Figure 3.17: Grid-based deployment.

Step 5: Repeat Steps 2-4 for It iterations.

Step 6: T = T × α.

Step 7: Repeat Steps 2-6, until T < Tstable.

In this simulation, we set It = 300, T = 1, Tstable = 0.05 and α = 0.85.

2) Simulation results

This simulation ran on networks of 25, 36, 49, . . . , 225 RNs in a square working

area of 500 units × 500 units, respectively. We divided the service area into n

grids (see Figure 3.17) where n is the number of RNs. As shown in Figure 3.17,

white points, called candidate points, represent possible locations to place a RN

in the grid. The black points represent block points where one cannot place a RN.

Assume that the signal of the RN must cover the entire grid.

Four types of adjustments are considered for improving the accuracy of the

cell-based positioning method.
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Type 1: Assume that the locations of RNs are given and the transmission ranges of

the RNs are identical. We evaluate e(r, r, . . . , r) for r = a, a + δ, . . . , a + kδ

where k = �0.6a
δ
 and a is the minimal transmission range such that the entire

service area is covered. Then find z(r∗, r∗, . . . , r∗) = min{e(r, r, . . . , r)|r =

a, a + δ, . . . , a + �0.6a
δ
δ}. (In our simulation, we set δ = 1.)

Type 2: Assume that the locations of RNs are given and the transmission ranges

ri, i = 1, 2, . . . , n, are in [a, 1.6a]. The SA method is applied to the network to

find a set of transmission ranges (r∗1, r
∗
2, . . . , r

∗
n) such that z(r∗1, r

∗
2, . . . , r

∗
n) ≈

min(r1,r2,...,rn) e(r1, r2, . . . , rn).

Type 3: Assume that the transmission ranges ri (i = 1, 2, . . . , n) of the RNs are given.

SA is applied to the network to allocate the locations (xi, yi) of RNs such

that z(r1, r2, . . . , rn) ≈ min(x1,y1),...,(xn,yn) e(r1, r2, . . . , rn) where (xi, yi) is the

coordinate of RN i.

Type 4: This is a combination of Types 2 and 3. For a given (r1, r2, . . . , rn), SA is

applied to allocate the locations of RNs. Then, use SA again to adjust the

transmission ranges ri (i = 1, 2, . . . , n) of the RNs.

Because the optimal value of z(r∗1, r
∗
2, . . . , r

∗
n) is hard to find, we use a lower

bound of z(r∗1, r
∗
2, . . . , r

∗
n), denoted as LB, for comparison. A lower bound of

z(r∗1, r
∗
2, . . . , r

∗
n) is obtained as follows. By simulation, we can estimate the max-

imum number of localization regions for each network. Then, the whole service

area divided by the maximum number of localization regions can be used as a

lower bound of z(r∗1, r
∗
2, . . . , r

∗
n). Table 3.3 summarizes the maximum number of

localization regions and the lower bound of z(r∗1, r
∗
2, . . . , r

∗
n) for each network.
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Table 3.3: The maximum numbers of localization regions and LBs of
z(r∗1, r

∗
2, . . . , r

∗
n).

Number of RNs
in the network 25 36 49 64 81 100 121 144 169 196 255

Maximum
number of regions 168 246 325 416 499 601 673 739 798 865 893
LB of
z(r∗1, r

∗
2, . . . , r

∗
n) 1488 1016 769 601 501 416 371 338 313 289 280

In order to show the performance of the proposed methods, comparisons be-

tween the accuracy both before and after the adjustments are made. Let Zi de-

note the accuracy z(r∗1, r
∗
2, . . . , r

∗
n) found by Type i and Z0 denote the initial ac-

curacy e(r0
1, r

0
2, . . . , r

0
n) where (r0

1, r
0
2, . . . , r

0
n) is an initial solution. Figure 3.18

shows the improvement rate γi of Type i, i = 1, 2, 4, where the improvement

rate γi = |Zi−Z0|
Z0

× 100%. Besides, an upper bound of the improvement rate

γ̄∗ = |LB−Z0|
Z0

× 100% is also shown in Figure 3.18. From Figure 3.18, note that the

accuracy can be improved up to 30% by the Type 4 method.

Figure 3.19 shows the relationships between the proportion of localization area

to the entire service area and the number of RNs in the network. For example,

the proportion of the lower bound is 338
250000

× 100% = 0.14% for the network with

144 RNs. In Figure 3.20, it shows the average accuracy for various numbers of

RNs. For Type 1 to 4 with 144 RNs, the average accuracy is within 0.15. In this

figure, we learned that increasing the number of RNs from 25 to 144, the accuracy

is significantly improved. However, when the number of RNs is more than 144, the

improvement of accuracy becomes insignificant.

Finally, the improvement rates of the accuracy of Types 3 and 4 are compared
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Figure 3.18: The improvement rates of Types 1, 2, and 4, and the upper bound.

in Figure 3.21. The results of the two types are almost the same. This means that

for accuracy, the factor of allocating the RNs’ locations is more significant than

the factor of adjusting transmission ranges. If we can place the RNs in appropriate

places, the accuracy of the cell-based positioning method will be better.

3.3 Hardware implementation

The proposed self-positioning method was implemented over a collection of MICA2

sensor nodes[28] to verify its feasibility and estimate its accuracy in a real envi-

ronment. The resource constraints of MICA2 are listed in Table 3.4. We placed

MICA2 sensor nodes as RNs on the outdoor skating rink in our campus. The topol-

ogy is shown in Figure 3.22 in which seven black dots represent seven RNs. The
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Figure 3.19: The proportion of localization area to the entire service area for
various numbers of RNs in the network.

distance between two adjacent RNs is about 10 meters. The transmitting power of

each RN was tuned such that its transmission range is about 8 meters. Each RN

broadcasts a beacon frame every 200 ms. The contents of beacon frames are listed

in Table 3.5. The white dot with coordinate (x, y), where x and y are integers, in

Figure 3.22 represents a test point. Each time we placed a MICA2 sensor node on

a test point (white dot) and then the sensor node collected beacon frames for 9600

ms. Let Na be the total number of beacon frames collected at test point a and

Na(i) be the number of beacon frames collected at test point a that were issued

from RN i. The sensor node at test point a truncated the beacon frames from

RN i if Na(i)
Na

is less than 0.1. Based on the beacon frames it collected, the sensor

node localized itself by the proposed positioning method. In our experiment, we

measured 276 test points as shown in Figure 3.22.

Figure 3.23 shows the average accuracy for experiment and simulation results.
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Table 3.4: The parameters and hardware information about Mote.

Component Description

Processor Atmel ATMega 128L
Program flash memory 128K bytes
Configuration EEPROM (Data) 4K bytes
Frequency 868 - 870MHz
Radio Transceiver Chipcon CC1000
Battery 2 AA batteries

Table 3.5: The beacon content of RNs.

RN Beacon content

RN 0 {1, (1, {(15,15)}), (2, {(15,20),(19,18),(19,13),(15,10),(11,13),(11,18)}),
(3,{(12,20),(18,20),(21,15),(18,10),(12,10),(9,15)})}

RN 1 {1, (1, {(15,25)}), (2, {(15,30),(19,28),(19,23),(15,20),(11,23),(11,28)}),
(3,{(12,30),(18,30),(21,25),(18,20),(12,20),(9,25)})}

RN 2 {1, (1, {(24,20)}), (2, {(24,25),(28,23),(28,18),(24,15),(19,18),(19,23)}),
(3,{(21,25),(27,25),(30,20),(27,15),(21,15),(18,20)})}

RN 3 {1, (1, {(24,10)}), (2, {(24,15),(28,13),(28,8),(24,5),(19,8),(19,13)}),
(3,{ (21,15),(27,15),(30,10),(27,5),(21,5),(18,10)})}

RN 4 {1, (1, {(15,5)}), (2, {(15,10),(19,8),(19,3),(15.0),(11,3),(11,8)}),
(3,{ (12,10),(18,10),(21,5),(18,0),(12,0),(9,5)})}

RN 5 {1, (1, {(6,10)}), (2, {(6,15),(11,13),(11,8),(6,5),(2,8),(2,13)}),
(3,{ (3,15),(9,15),(12,10),(9,5),(3,5),(0,10)})}

RN 6 {1, (1, {(6,20)}), (2, {(6,25),(11,23),(11,18),(6,15),(2,18),(2,23)}),
(3,{ (3,25),(9,25),(12,20),(9,15),(3,15),(0,20)})}

41



25 36 49 64 81 100 121 144 169 196 225
0

0.05

0.1

0.15

0.2

0.25

0.3

Number of RNs

A
v
e

ra
g

e
 a

c
c
u

ra
c
y

Type 1
Type 2
Type 3
Type 4

Figure 3.20: The average accuracy for various numbers of RNs.

We defined 10 meters as a unit distance in our experiment. From Figure 3.23 we

note that the SN can localize itself to within 0.3 unit distance (i.e. 3 meters) for

91.67% of measurements in our outdoor experiments. The experimental results

also agree with simulation results using shadowing model (β = 3). In Figure 3.24,

the positioning error obtained from experiment is plotted as a function of the test

point. The positioning error is lowest for the test point at the centroid of the region

and increases towards the edges of the region. The average positioning error was

1.79 m and the standard deviation was 0.86 m. The minimum error was 0 m and

the maximum error was 4.12 m across 276 test points.
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Figure 3.24: The positioning error for all test points.
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Chapter 4

Cell-based positioning method
with multiple power-levels of RNs

The signal overlapping technique was used to perform nodes’ localization [14].

An extension of the signal overlapping technique with multiple power-levels is used

in this method. The basic idea of our multiple power-levels positioning method is

that each reference node (RN) periodically broadcasts beacon frames that contain

its coordinates, power-levels and current power-level. A RN is a special-purpose

sensor node, which knows its own coordinate and has an unlimited supply of electric

power. Sensor nodes (SNs) receive the beacon frames to perform localization by

themselves.

The proposed localization algorithm can be broken down into four major steps:

1) initial set up, 2) broadcasting beacon frames, 3) processing beacon frames, and

4) computing a node’s location. The first two steps are performed at RNs and the

last two steps are performed at SNs. The four steps are presented follow:

Step 1: Initial setup. Reference nodes are randomly deployed in the sensing area and

their positions can be obtained in advance. We assume entire sensing area

is jointly covered by all RNs’ signals. In Figure 4.1, the coordinates of RNs
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1 through 4 are (0, 100), (100, 100), (0, 0), and (100, 0), respectively. Each

RN has four power-levels (20, 40, 60, 80).

Step 2: Broadcasting beacon frames. Reference nodes periodically broadcast beacon

frames that contains the coordinates of RN, RN’s multiple power-levels and

the current power-level. The beacon frame from RN i contains the following

data:

S = {(xi, yi), Pi, p
c
i}

where (xi, yi) is the coordinate of RN i, Pi is the set {p1
i , p

2
i , ... , pj

i} of power-

levels of RN i, and pc
i represents the power-level of the current frame. Note

that Pi = {p1
i , p

2
i , ... , pj

i} where j is the maximum number of power-levels

and pc
i is an element of Pi. For example, as shown in Figure 4.1, RN 1 has four

power-levels (i.e. j = 4) and periodically broadcasts different beacon frames

for each power-level. The contents of the beacon frames for four power-levels

are:

In power-level 1: {(0, 100),(20, 40, 60, 80), 20}.
In power-level 2: {(0, 100),(20, 40, 60, 80), 40}.
In power-level 3: {(0, 100),(20, 40, 60, 80), 60}.
In power-level 4: {(0, 100),(20, 40, 60, 80), 80}.
According to the signal propagation model, the values of power-level can

be translated into the signal transmission distances with a formula in[25].

Experimental results of signal propagation for a specific environment can

derive the relationship between the signal power-level and the signal trans-

mission distance in real-world applications. In this dissertation, the values of

power-levels in beacon frames will denote the signal transmission distances.
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In chapter 4.1, we will show how to determine a suitable value for each

power-level.

Step 3: Processing beacon frames. After each SN receives enough beacon frames for

a short period, it estimates its distance from the RN based on the minima

of the power-levels of the received beacon frame. For example, assume the

beacon frames received by a RN are as follows:

In power-level 2: {(0, 100),(20, 40, 60, 80), 40}
In power-level 3: {(0, 100),(20, 40, 60, 80), 60}
In power-level 4: {(0, 100),(20, 40, 60, 80), 80}.
The SN A can obtain the appropriate power-level by minimizing the current

power-level, i.e. Min{40, 60, 80} = 40. According to the set of power-levels

and the appropriate power-level, the estimated distance between RN 1 to SN

A is between 20 and 40 units.

Step 4: Computing a node’s location. Sensor node can gather appropriate power-

level from at least one RN. Based on one or more appropriate power-levels,

a signal overlapping region can be determined. The positioning of SN can

be decided by the approximate centroid of signal overlapping region. The

details of node localization process will be discussed in chapter 4.2.

4.1 Setting up the optimal power levels

An SN’s location is determined from the power levels of the beacon frames.

Intuitively, more and finer-grained power levels would result in better estimations

at the cost of more delicate electronics in the sensors and more complicated calcu-

lation. According to our experiments, there is little marginal advantage when the
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Figure 4.1: An example of localization regions for multiple power-levels structure.

number of power levels exceeds 4.

In Figure 4.1, the differences between adjacent power levels are always a con-

stant (20). However, this is not necessarily the case. In our experiments, we tried

several alternatives.

In our testbed, the working area is a 100×100 square. There is an RN on each of

the four corners. 10,000 sensor nodes are deployed in the square area for each unit

distance. These SNs are placed at coordinates (0, 0), (0, 1), . . . , (0, 99), (1, 0), (1, 1),

. . . , (1, 99), . . . , (99, 0), (99, 1), . . . , (99, 99). Positions of Sensor nodes are estimated

with the proposed localization algorithm and are compared to the actual positions.

The average accuracy is a good indication of the overall performance of our local-

ization algorithm. We assume the area covered by a signal is a circle.

In our simulation, the number of power levels ranges from 1 to 7. The power
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levels range from 1 to 99 (Rmax = 99). The simulation result is shown in Table 4.1.

As we mentioned in chapter 3.1.1, the average error is the average error distance

D and the average accuracy is defined as D/Rmax, where Rmax is the maximum

transmission range. We can see that, as the number of power levels increase,

the average accuracy decreases. When the number of power levels exceeds 4, the

reduction in the average accuracy is only marginal.

Table 4.1: Optimal power levels for various numbers of power levels

Number of power levels Optimal power levels Avg. error Avg. accuracy

1 (81) 20.0966 0.203

2 (62,98) 10.2869 0.1039

3 (54,79,99) 7.3186 0.0739

4 (47,69,85,99) 5.8686 0.0593

5 (37,57,76,89,99) 4.9995 0.0505

6 (37,54,69,81,91,99) 4.2993 0.0434

7 (33,48,63,74,83,91,99) 3.714 0.0375

We also used two strategies for testing various power levels: (1) the difference

of the powers between adjacent levels is a constant and (2) the ratio of the powers

between levels m + 1 and m is
√

m + 1. In the latter strategy, it is easy to verify

that the rings between adjacent levels cover the same area, as shown in Figure

4.2. The simulation results of the two strategies are shown in Tables 4.2 and

4.3, respectively. The average accuracy of Tables 4.1, 4.2, and 4.3 are plotted

in Figure 4.3 for comparison. It is obvious that the second strategy (equal-area

rings) approaches the optimal power levels when the number of power levels is 4

and larger. In terms of average accuracy, the second strategy is always better than
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the first.

pi
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pi
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pi
3

pi
4

RN i

Figure 4.2: The equal area of ring.

Table 4.2: Power levels for the first strategy

Number of power levels Power levels Avg. error Avg. accuracy

1 (99) 31.2008 0.3152

2 (50,99) 15.2251 0.1538

3 (33,66,99) 10.5579 0.1066

4 (25,50,75,99) 8.6427 0.0873

5 (20,40,60,80,99) 7.1742 0.0725

6 (17,33,50,66,83,99) 6.0276 0.0609

7 (14,28,42,57,71,85,99) 5.6187 0.0568

4.2 Node Localization

An SN determines the ring it is located from the power levels of the beacon frames

that it can receive from an RN. When there are multiple RNs, the SN is located
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Table 4.3: Power levels for the second strategy

Number of power levels Power levels Avg. error Avg. accuracy

1 (99) 31.2008 0.3152

2 (70,99) 12.9954 0.1313

3 (57,81,99) 7.8615 0.0794

4 (49,70,86,99) 6.0703 0.0613

5 (44,63,77,89,99) 5.2614 0.0531

6 (40,57,70,81,90,99) 4.4241 0.0447

7 (37,53,65,75,84,92,99) 3.9646 0.04

in the overlapping area of the rings. We will assume the SN is at the centroid of

the of the overlapping area. There are four cases to consider:

Type 1: The sensor node receives beacon frames from only one reference node. In this

case, the SN is assumed to be at exactly where the RN is since the centroid

of a ring is the center of the two circles enclosing the ring. (Note that the

RN is located at the center of the circles.)

Take Figure 4.4 for example. SN A is located in the ring whose thickness

is proportional to pm
i and pm+1

i , where pm
i and pm+1

i are the lowest power

and the second lowest power of the signals that A can receive from RN

i, respectively. However, according to this centroid method, the estimated

location of A is the centroid of the ring, which is exactly where RN i is.

The error of this estimation is proportional to pm
i , rather than the difference

pm
i − pm+1

i . When pm
i is large, the estimation error could be significant. A

possible improvement is to use directional antennae for RNs. However, this

51



1 2 3 4 5 6 7
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of power−level

A
v
e

ra
g

e
 a

c
c
u

ra
c
y

 

 
Optimal power−level set
First strategy
Second strategy

Figure 4.3: The average accuracy of optimal power-level set, first strategy and
second strategy.

solution will incur higher cost, more power consumption and more complex

systems. In this paper, we only considered omni-directional antennae for

simplicity.

Type 2: The sensor node can receive beacon frames from exactly two reference nodes.

Let RNs i and j be the two reference nodes. In this case, the estimated

position of SN should the centroid of the overlapped region of the two rings

determined from the strengths of the signals received from RNs i and j.

However, computing the exact coordinate of the centroid is too complex a

task for a sensor node. We use an approximation.

Consider Figure 4.5. Let pm
i be the least power level of the beacon frames

received from RN i. We draw a circle whose center is RN i and whose radius is
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Figure 4.4: Type 1 signal overlapping region.

pm
i . We may draw a similar around RN j. The intersection of the overlapped

region of the two circles and the line linking RNs i and j is a line segment,

denoted L in Figure 4.5. The estimated location of the sensor is taken to be

the midpoint of the line segment L.

Let the coordinates of RNs i and j be (xi, yi) and (xj , yj), respectively. Let

(xe, ye) be the coordinate of the midpoint M of L. Thus, we can have the

following equation:

{
xe = xi + (xi − xj)t
ye = yi + (yi − yj)t,

(4.1)

The length of the line segment from RN i to midpoint M is pm
i −L

2
. Therefore,

we have the equation:

√
(xi − xe)2 + (yi − ye)2 = pm

i − L

2
(4.2)

Solving Eq. 4.1 and 4.2, we obtain

√
(xi + (xi − xj)t − xi)2 + (yi + (yi − yj)t − yj)2 = pm

i − L

2

⇒
√

((xi − xj)t)2 + ((yi − yj)t)2 = pm
i − L

2
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⇒ t
√

(xi − xj)2 + (yi − yj)2 = pm
i − L

2

⇒ t =
2pm

i − L

2
√

(xi − xj)2 + (yi − yj)2
.

Let ij be
√

(xi − xj)2 + (yi − yj)2. The coordinate of SN, (xe, ye), is

xe = xi +
(xi − xj)(p

m
i − pn

j + ij)

2 × ij

ye = yi +
(yi − yj)(p

m
i − pn

j + ij)

2 × ij
.

(xe,ye)

L

pi
m

RN i
(xi,yi)

RN j
(xj,yj)

pj
n

A

Figure 4.5: Type 2 signal overlapping region.

Type 3: The sensor node can receive beacon frames from exactly three reference

nodes. As shown in Figure 4.6, the position of SN is taken to be the in-

tersection of L1 and L2 for the sake of easy computation.

Let i, j, and k be the three reference nodes, whose coordinate are (xi, yi),

(xj , yj) and (xk, yk), respectively. Let pm
i , pn

j and po
k be the least power of the

beacon frames received from RNs i, j, k, respectively. We draw three circles

whose centers are i, j, and k and whose radii are pm
i , pn

j and po
k, respectively.

Let I1 and I2 be the intersection points of the circles around RNs i and j.
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Let I3 and I4 be the intersection points of the circles around RNs i and k.

Let L1 be the line segment connecting I1 and I2. Let L2 be the line segment

connecting I3 and I4. The position of SN is taken to be the intersection of

L1 and L2.

The equations of L1 and L2 are

L1 : (2xj − 2xi)x + (xi)
2 − (xj)

2 + (2yj − 2yi)y + (yi)
2 − (yj)

2 = (pm
i )2 − (pn

j )2

L2 : (2xk − 2xi)x+(xi)
2 − (xk)

2 +(2yk − 2yi)y +(yi)
2 − (yk)

2 = (pm
i )2 − (po

k)
2

The coordinate of their intersection can be obtained by solving the above

two equations.

I4

I1

L2

L1
RN i
(xi,yi)

RN j
(xj,yj)

RN k
(xk,yk)

pi
m pj

n

pk
o

I2
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A

Figure 4.6: Type 3 signal overlapping region.

Type 4: The sensor nodes can receive beacon frames from n reference nodes where

n ≥ 4. It is obviously that as the number of RNs increases, the computational

complexity for positioning estimation also increases. Therefore, we reduce

the number of heard RNs from n to 4 for simply and generalization (i.e.
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selecting four most ”appropriate” RNs). The algorithm for selecting four

appropriate RNs will be presented in later.

As shown in Figure 4.7, the position of SN is taken to be the intersection of

L1 and L2. Let i, j, k, and l be the four reference nodes, whose coordinate are

(xi, yi), (xj , yj), (xk, yk), and (xl, yl), respectively. Let pm
i , pn

j , po
k, and ps

l be

the least power of the beacon frames received from RNs i, j, k, l, respectively.

We draw four circles whose centers are i, j, k, and l and whose radii are pm
i ,

pn
j , po

k and ps
l , respectively. Let I1 and I2 be the intersection points of the

circles around RNs i and k. Let I3 and I4 be the intersection points of the

circles around RNs j and l. Let L1 be the line segment connecting I1 and

I2. Let L2 be the line segment connecting I3 and I4. The position of SN is

taken to be the intersection of L1 and L2.

The equations of L1 and L2 are

L1 : (2xl − 2xj)x + (xj)
2 − (xl)

2 + (2yl − 2yj)y + (yj)
2 − (yl)

2 = (pn
j )2 − (ps

l )
2

L2 : (2xk − 2xi)x+(xi)
2 − (xk)

2 +(2yk − 2yi)y +(yi)
2 − (yk)

2 = (pm
i )2 − (po

k)
2

The coordinate of their intersection can be obtained by solving the above

two equations.

Selecting the four most “appropriate” RNs is critical to the precision of

estimation. There are two factors that should be considered.

First, notice that a smaller overlapped region of the circles around two RNs

will result in more precise estimation. Take Figure 4.8 for example. There

are three overlapped regions that are formed by circles around RN i and its

three neighbors (j, k, and l). As the overlapped region becomes smaller,
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Figure 4.7: Type 4 signal overlapping region.

the average accuracy tends to decrease. So selecting the pair (i, l) is more

plausible than selecting either the pair (i, j) or the pair (i, k).

Second, the intersection of the two lines L1 and L2 might fall out of the

overlapped region. We should be careful this situation will not occur. On the

other hand, if the intersection of every pair of lines fall out of the overlapped

region, we will instead choose only a line and consider this as a type-2 case.

The algorithm of selecting four appropriate RNs is described in the follows.

Step 1: Compute dij =
√

(xi − xj)2 + (yi − yj)2, for all i, j = 1, 2, . . . , n.

Step 2: Compute dLij
= ri + rj − dij , for all i, j = 1, 2, . . . , n.

Step 3: Find dLab
= min{dLij

}.

Step 4: Compute mab = (ya − yb)/(xa − xb).

Step 5: Compute mij = (yi − yj)/(xi − xj), for all i = 1, . . . , n, j = i + 1, . . . , n,
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i 	= a, and j 	= b.

Step 6: Compute

θij = cos−1(
1 + mabmij√

1 + (mab)2
√

1 + (mij)2
),

for all i = 1, . . . , n, j = i + 1, . . . , n, i 	= a, and j 	= b.

Step 7: Choose c and d such that dLcd
= min{dLij

| π/3 < θij < 2π/3Lij 	= Lab}.
The intersection of Lab and Lcd is taken as the estimated location of the

SN.

Step 8: If no Lcd satisfying the condition in (Step 7) above, estimate the SN’s

location with RNs a and b as is done in the above type-2 case.

A A A

RN i

RN j RN k

RN i RN i

RN l

dij d
Lik dLil

dL ij

Figure 4.8: The effect of average accuracy for different overlapping regions.

4.3 Positioning accuracy for multiple power-levels

of RNs

In order to evaluate the proposed localization mechanism, we present several ex-

periments for four situations: failure of RNs, loss of beacon frame, unstable radio

propagation model, and random placement of RNs in chapter 4.3.1 to chapter

4.3.4, respectively. The parameters for the experiments are listed in Table 4.4.
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Finally, we compared the positioning accuracy of proposed method with other

methods [16, 17, 20] in chapter 4.3.5.

4.3.1 Reference nodes failure

Reference nodes broadcast beacon frames periodically to provide location informa-

tion for SNs. In this experiment, we consider RN failures in a mesh structure. 100

RNs are placed in a mesh structure (that is, the vertical and horizontal distance

between a pair of adjacent RNs are 100) in the 1000 × 1000 working area. Ad-

ditionally, 10,000 SNs are also placed in a similar mesh structure in the working

area. Should RNs fail, the estimation error of the locations of nearby SNs could

become worse. Certain SNs cannot even be located at all because all nearby RNs

have failed. Increasing the number of RNs could reduce the number of SNs that

cannot be located. The number of SNs that cannot be located and the average

accuracy for various RN failure rates are shown in Table 4.5.

When the RN failure rate is 10%, the number of SNs that cannot be located
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Table 4.4: Simulation parameters.

RN failure Beacon frame Unstable radio Random
loss propagation placement

of RNs
Power levels (47, 69, 85, 99) (47, 69, 85, 99) (47, 69, 85, 99) (47, 69, 85, 99)

Number of RNs 100 4 (at corner) 4 (at corner) (100,200,300,
400,500)

Sensor nodes 10,000 10,000 10,000 10,000
Working area 1000×1000 100×100 100×100 1000×1000
Failure rate (0%, 1%, 5%, 0% 0% 0%

10%, 20%)
Loss rate 0% (0%, 1%, 5%, 0% 0%

10%, 20%)
Propagation model Ideal Ideal Unstable Ideal
Network structure Mesh Mesh Mesh Random

is 280 and the average accuracy is 0.1204. The average accuracy for various RNs

failure rates is shown in Figure 4.10.

Table 4.5: The average accuracy for RNs failure.

RNs Failure(%) Un-locate SNs Avg. error Avg. accuracy

0% 0 5.8686 0.0593

1% 2 6.425 0.0649

5% 66 8.7686 0.0886

10% 280 11.917 0.1204

20% 1310 18.4823 0.1867

4.3.2 Beacon frame loss

In a wireless network, a channel can only be used for a single pair of SNs at any

time. Given the limited number of channels, beacon signals are frequently lost

due to signal collisions. In this experiment, we study the effect of beacon frame
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Figure 4.10: The average accuracy for various RNs failure rates.

loss. We tested four beacon frame loss rate: 1%, 5%, 10% and 20%. There are

four RNs, which are deployed in the four corners of the 100×100 mesh area. Table

4.6 shows the average accuracy under various beacon frame loss rates. When the

beacon frame loss rate is no more than 5%, the average accuracy increases slightly.

When the rate exceeds 5%, the average accuracy becomes intolerable.

There are two approaches to reduce the beacon frame loss. One utilizes random

backoff or the frequency-division mechanism to reduce beacon collision. The other

is for the sensor node to listen for a period of time to collect enough beacon frames.

Figure 4.11 is the average accuracy relative to the beacon frame loss rate. When

the rate is 10%, our method gives 80% (90%) average accuracy to within 0.16

(0.21). Even when the rate is 20%, our method gives almost 100% accuracy to

within 0.41.

61



Table 4.6: The average accuracy for beacon loss.

Beacon frame loss rate Avg. error Avg. accuracy

0% 5.8686 0.0593

1% 6.0916 0.0615

5% 6.9899 0.0706

10% 8.161 0.0824

20% 10.6502 0.1076

4.3.3 Unstable radio propagation model

In reality, the coverage of RNs is irregular due to the multipath propagation ef-

fect. In order to evaluate the performance of our method under unstable radio

propagation, the shadowing model [25] is considered. The shadowing model can

be represented by

[
Pr(d)

Pr(d0)
]dB = −10β log(

d

d0

) + XdB

where Pr(d) is the power of the received signal at distance d, β is the path loss

exponent, and XdB is a Gaussian random variable (with μ = 0 and standard

deviation σdB). XdB accounts for the random effect on radio propagation caused

by the environment. Note that the shadowing model extends the ideal circle model

to a statistic model.

In this experiment, there are four RNs deployed at the four corners of the

100×100 working area. 10,000 SNs are organized into a mesh, similar to the first

experiment. Table 4.7 shows the average accuracy relative to σdB. When σdB is

less than 3, the average accuracy is less than 0.17. This means that our method is

applicable in modestly unstable radio-propagation environments.

The unstability in radio propagation causes more serious effect in our localiza-
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Figure 4.11: The average accuracy for various beacon frame loss rates.

tion algorithm than RN failures and beacon frame losses. Figure 4.12 shows the

average accuracy in the shadowing model. When σdB is 3, our method gives 90%

accuracy to within 0.3 units distance.

Table 4.7: The average accuracy for various σdB with β = 2 in shadowing model.

σdB Avg. error Avg. accuracy

1 6.397 0.0646

2 10.058 0.1056

3 16.7451 0.1691

4 24.0704 0.2431

5 29.9701 0.3027
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Figure 4.12: The average accuracy for various standard deviation with β = 2 in
shadowing model.

4.3.4 Random placement of reference nodes

In the above three simulations, we consider only the mesh deployment of RNs and

SNs. In this simulation, RNs are randomly deployed in a 1000× 1000 square area.

Table 4.8 shows the average accuracy relative to the number of deployed RNs. The

average accuracy is roughly in inverse proportion to the number of RNs. When

the number of RNs is too few, say 100, a significant part of the sensing are is not

covered by any RN. Hence, many SNs cannot be located. When the number of

RNs (say 500) is enough to cover the whole sensing area, all nodes can be located

and the average accuracy is only 0.0703. We can use a density control algorithm

to evenly distribute RNs so that the average accuracy can be reduced. Figure

4.13 shows the average accuracy for various numbers of RNs. When the number

of RNs is 300, our method gives 90% accuracy to within 0.23 unit distance. The

reduction in the average accuracy (by increasing RNs) becomes less obvious when
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the number of RNs exceeds 300.

Table 4.8: The average accuracy with random placement of RNs.

Number of RNs Un-located SNs Avg. error Avg. accuracy

100 722 30.9267 0.3124

200 80 15.5353 0.1569

300 11 10.0668 0.1017

400 2 8.2485 0.0833

500 0 6.957 0.0703

4.3.5 Comparison with other positioning methods

We consider the simulation environment that RNs are randomly deployed in a

1000*1000 working area for variety of number of RNs. For the same simulation

environment, the average accuracy of centroid method [16], range-free method [17],

and our method are shown in Figure 4.14. These methods are range-free positioning

methods that utilize the beacon signal to estimate node’s position without ranging

technologies. For 100 RNs, the average accuracy of these positioning methods is

larger than 0.3. As the number of RNs increase, the average accuracy of them can

be improved.

The average accuracy of proposed method is slightly better than others besides

the simulation environment of 200 RNs. In low density of RNs (i.e. number of RNs

< 300), the entire working area cannot be covered by all RNs that was deployed

randomly. Because the uncovered area cause the area-based positioning method

failed to work, the improvement of average accuracy is limited. In high density of
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Figure 4.13: The average accuracy for various numbers of RNs with random de-
ployment strategy.

RNs, range-free and cell-based methods are almost the same.

However, the range-free positioning method uses the approximate point-in-

triangulation test (APIT) algorithm to estimate node’s location. This algorithm

calculates the center of gravity of the intersection of all of the triangles to deter-

mine its estimated position. Note that the triangle is formed by selecting heard

RNs in which a SN resides. For high density of RNs, the computation cost of APIT

is higher than our method. Therefore, considering the computation power, com-

plexity of positioning algorithm, and positioning accuracy, our method is better

than others.
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Chapter 5

Conclusion

We proposed a cell-based positioning method with single power level for wire-

less networks. In our method, a set of RNs with overlapping regions of coverage

are arranged in a regular (hexagonal) structure [14] and irregular (random) struc-

ture [29] and broadcast the beacon frames. Sensor nodes only collect the beacon

frames from RNs and use the localization data in the beacon frame to calcu-

late their locations. The worst-case and average-case accuracy are analyzed with

perfect RNs and ideal radio model. For reality, unstable radio model and imper-

fect RNs are considered. The simulation results show that the proposed method

worked well in the outdoor, shadowed urban area. Cell-based positioning method

with backup RNs is also presented to reduce the number of un-located SNs when

one or more RNs are failed. We have implemented our positioning method on a

sensor network test bed to verify its feasibility [24].

In order to improve the positioning accuracy, an extension of cell-based posi-

tioning method, multiple power-levels approach for wireless network positioning,

is proposed. It uses simple algorithm without additional device to locate sensor

nodes. In addition, we proposed an equal-area ring strategy setting up the power-

level set to provide the higher average accuracy. The average accuracy using this
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strategy is similar to the one using optimal power-level set that is obtained by

brute-force approach. By simulation, using four power-levels in ideal propagation

model, the average accuracy is less than 0.07 unit distance. The robustness of

proposed algorithm is shown by simulation that contains the factor of reference

node failure, beacon frame loss, and unstable radio environment.

The main advantages of the proposed method are that (1) the proposed method

is a distributed positioning method; (2) sensor node requires little computation to

localize by itself; (3) it is suitable for wireless networks, especially for wireless sensor

networks, for low cost and easy computation; (4) it has high average accuracy; and

(5) it is suitable for real world applications.

The following directions might be interesting for possible future work:

• Find an optimal layout for irregular network structure by tuning RNs’ trans-

mitting power.

• Find a power-saving mechanism to prolong lifetime of RNs.

• Find a secure message communication and positioning estimation algorithm

for untruthful environment.
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