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## 摘要

在本篇論文中，我們探討兩個主題：公開金錀密碼系統與通行碼驗證金铪交換。

公開金錀密碼系統：在ElGamal加密系統中，甶要加密的明文大於它的模數 $p$ 時，明文必須被切割成數個片段，使得每一個片段都必須小於 $p$ ，並針對每一個片段進行 ElGamal加密。Hwang 等人提出一個新的方法稱為 ElGamal－like 加密系統之目的是在加密較大明文時，具有效率。我們将指出，不論該系統是否運算在云次剩稌下，ElGamal－like加密系統並不符合 IND－CPA 且在加解密過程中會有機率導致失敗。

為了達到加密較大明文時能較有效率，我們提出一個轉换方式，将符合IND－CPA的 ElGamal 加密系統轉换成在隨機神諭模式下，符合IND－ CCA2，稱為 ElGamal－extended 加密系統。為了證明不論明文長度為何，在加密過程只產生雨個亂數值是安全的，我們定義一個新的安全符號，稱為 IND－CPA PAIR。ElGamal－extended 加密系統在加解密過程中，運算複雜度及所需的資料傳輸都比其他的加密系統有效率。

通行碼験證金鍽交换：允許雨端（如一端為客戶端，另一端為伺服器端）經由人類可記憶的通行碼在非安全的通道上建立會議金錀，藉由該

會議金錀來建立安全認證的通道。我們首先指出部份提出的通行碼騟證金錀交換方法，遭受到偽造認證攻擊，離線通行碼猜測攻擊及無法提供完整性順向機密。

我們進一步提出一個簡易的通行碼驗證金錀交換，其對稱加密是經由一個遮罩產生函式，也就是將要傳遞的訊息乘上通行碼的雜湊結果。此方法的安全證明在 Bellare－Pointcheval－Rogaway 安全模式底下並假設計算的 Diffie－Hellman 問題是困難的且雜湊函式為隨機神諭。同時，我們進一步提出一個新的保護通行碼更換協定，在這方法中，允許使用者任意更換其通行碼。

關鍵字：適應性的選擇密文攻擊，認證，選擇明文攻擊，Diffie－ Hellman 問題，選擇密文攻擊，偽造認證攻擊，不可辨識，金錀交換，不可延展，離線通行碼猜測，單向，通行碼，可證明安全，公開金錀密碼系統，隨機神諭。
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In this thesis, we focus on two topics: public key cryptosystems and password authenticated key exchange protocols.

Public Key Cryptosystems. In the ElGamal cryptosystem, when the plaintext is lager than the modulus $p_{\text {, }}$ it should be divided into several pieces which are smaller than $p$ and then each piece is applied to ElGamal cryptosystem one by one. Hwang et al. proposed an ElGamal-like cryptosystem for encrypting a large plaintext efficiently. However, we show that their scheme is insecure against IND-CPA whether the cryptosystem is operated in the quadratic residue modulo $p$ or not. Moreover, the encryption and/or decryption in their scheme have the probability to be failed.

In order to encrypt a large plaintext efficiently, we present an efficient conversion from IND-CPA secure ElGamal encryption scheme to a IND-CCA2 secure extension of the ElGamal encryption scheme in the random oracle model, called the ElGamal-extension cryptosystem. To demonstrate that the ElGamal-Extension cryptosystem is secure using only two random numbers no matter what the length of a plaintext, a new security notation INDCPA $_{\text {PAIR }}$ is constructed. The proposed scheme is more efficient than other
cryptosystems in terms of computational complexity and the amount of data transformation.

Password Authenticated Key Exchange Protocols. A password authenticated key exchange (PAKE) protocol allows two parties (a client and a server) to establish a session key when the secret key used for authentication is a human-memorable password. We show some (PAKE) schemes are vulnerable to the forged authenticator attacks, off-line password guessing attacks, and do not provide perfect forward secrecy.

We present a simple PAKE protocol which was conjectured secure when the symmetric-encryption primitive is instantiated via a mask generation function that is the product of the message with a hash of the password. This protocol is secure in the Ballare-Poincheval-Rogaway security model under the assumption that the computational Diffie-Hellman problem is hard and that the hash functions closely behaves like a random oracle. At the same time, we propose a new protected password change (PPC) protocol. The PPC protocol offers users the freedom of changing passwords at will.
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## Chapter 1

## Introduction

### 1.1 Motivation

### 1.1.1 Cryptographic Schemes and Their Security

Numerous cryptographic schemes have been proposed to meet various desirable security and performance requirements. It is very important to design robust and versatile cryptographic schemes which can serve as sound security primitives. However, many schemes were subsequently found to be flawed, and were then either modified to withstand the new attacks or totally abandoned. The designers do all they can to think a lot of attacks and fight for those attacks one by one. Baek [6] gives a good example is that Bleichenbacher's attack [17] on the RSA [69] encryption standard PKCS \#1 which was implemented in the widely-used Secure Socket Layer (SSL) protocol. It seems the attacked PKCS \#1 had been constructed through intuitive heuristics rather than a rigorous analysis. Via that intuitive heuristics analysis, we call those schemes are attack-response secure. Consequently, Bleichen-
bacher's attack suggests that the heuristic approach to design cryptographic schemes can be risky and the security of cryptographic schemes should be evaluated very carefully before they are deployed.

How do we know that a cryptographic scheme be secure? A sound approach to evaluating the security of cryptographic schemes or protocols already exists. This approach is called "provable security" and stems from Goldwasser and Micali's [35] pioneering work on public key encryption schemes that hides all partial information about plaintext. According to Stinson [79], the provable security approach can be described as follows:
> "This approach is to provide evidence of security by reducing the security of the cryptosystem to some well-studied problem that is thought to be difficult. For example, it may be able to prove a statement of the type 'a given cryptosystem is secure if a given integer $N$ cannot be factored.' Cryptosystems of this type are sometimes called provably secure."

A reductionist approach to evaluate the security of cryptographic schemes is popular. One shows with mathematical rigor that any attacker that can break the cryptographic scheme can be transformed into an efficient algorithm to solve the underlying well-studied problem, e.g., integer factorization problem, discrete logarithm problem, that is widely believed to be very hard. We call such assumption is the existence primitive cryptographic assumptions. Are those assumptions are correct? The answer will give at least until the famous $\mathrm{P} \stackrel{?}{=} \mathrm{NP}$ question is resolved. Unfortunately, the current state of the art in the theory of computational complexity is such that one cannot hope to prove the truth of these computational hardness assumptions [33].

Turning this logic around: Via the reduction, we have constructed an algorithm that solves the underlying well-studied problem. However, we know that the problem is difficult. We give an concept in Figure 1.1 as follows.


Figure 1.1: Reduction approach
Algorithm $A_{1}$ : an algorithm for solving integer factorization problem, Algorithm $A_{2}$ : an algorithm for braking cryptographic scheme.

A security proof in this style, in addition to the name reduction to contradiction, is also called a reduction proof. Via that analysis, we call the scheme is provably secure in the standard model $[35,79]$. We give the notation in the theory of computational complexity [56] as follows. $A \leq_{p} B$ : problem $A$ is reducible to $B$ in a polynomial-time if (1) Given an instance $\mathcal{I}_{A}$ of $A$ we can construct an instance $\mathcal{I}_{B}$ of $B$ such that the solution $B\left(\mathcal{I}_{B}\right)$ can be converted into the solution $A\left(\mathcal{I}_{A}\right)$, and (2) Both the construction of the instance and the conversion of the solutions can be done in polynomial time.

If $A \leq_{p} B$, then problem $A$ is no harder to solve than $B$. If $A \leq_{p} B$ and $B \leq_{p} A$, two problems are equal, denoted as $A \equiv_{p} B$. Back to the cryptographic schemes, the notation in the theory of computational complexity is as follows.

## [Theorem]

primitive cryptographic assumptions $\leq_{p}$ breaking cryptographic scheme

## [Proof]

If there is an algorithm $A_{2}$ can break the cryptographic scheme, then we can construct an algorithm $A_{1}$ to break (solve) the primitive cryptographic assumption (hardness problem).

To design a cryptographic scheme and prove it secure in this way is no easy task, especially if one wants to have a practical cryptographic scheme. The provable security approach was beginning to be applied to the analysis of practical schemes, it was found that a major stumbling block to providing security proofs for these schemes involved the modelling of one-way cryptographic hash functions. Such functions were used in many schemes, i.e. for the purpose of collision-resistant compression (hashing) of information before the application of a digital signature, for producing authentication, for checking validity of chiphertexts, and other cryptographic values without leaking information on the secret hashed value via the hash function output. To make this task more manageable, an ideal hash function [12] named random oracle is proposed. It is a powerful and imaginary function, which is deterministic and efficient and has uniform output values. This result of this approach is a reduction proof in the above sense, but the proof is only valid in a parallel universe where random oracle exists. We call the scheme via the above analysis is provably secure in the random oracle model.

## [Theorem]

primitive cryptographic assumptions $\wedge$ random oracle
$\leq_{p}$ breaking cryptographic scheme

## [Proof]

If there is an algorithm $A_{2}$ can break the cryptographic scheme in the random oracle model, then we can construct an algorithm $A_{1}$ to break (solve) the primitive cryptographic assumption (hardness problem).

The existence of random oracle is not a hardness assumption like integer factorization problem. In the real word, random oracles are replaced by hash functions (or pseudo-random functions) using in schemes which are provably secure in the random oracle model. However, an random oracle modelbased technique for security proof is a useful test-bed and often gives a better performance [7]; cryptographic schemes which do not perform well on the test-bed should be dumped.

The following are two important properties for reduction to contradiction [55].

- The reduction should be efficient (in a polynomial-time). For example, an algorithm $A_{2}$ breaking the cryptographic scheme in $10^{-6}$ seconds and the reduction is required $2^{3}$ of the security parameter 1024-bit to construct an algorithm $A_{1}$ solving the hard problem. Then the time complexity for the reduction is at the level of $1024^{8}=2^{80}$. The time complexity of $A_{1}$ for solving the hard problem is 38 billion years.
- The assumptions which are required for a cryptographic scheme should be as weak as possible. Weaker assumptions are easier to satisfy using more practical and available cryptographic constructions, which provide a higher security confidence than those using stronger assumptions.

Since Goldwasser and Micali's work, there have been a number of research
works taking this approach and it has become a paradigm of cryptographic research. As a consequence, and possibly affected by the negative results on the security of the past cryptographic standards, e.g, [1], [40], and [17], today's standard organizations such as ISO-IEC [73], P1363 [63], and NESSIE [29] strongly recommend that a precise security analysis based on the provable security approach should be included in a proposal of new cryptographic schemes or protocols.

### 1.1.2 Scope of This Thesis

We have discuss the provable security approach above. It is not only important to analyze the security of a designed cryptographic scheme but also helps to design new ones, with high level of security guarantee. In this thesis, we aim at two cryptographic schemest: public key cryptosystems and password authenticated key exchange protocols.

## PART I: Public Key Cryptosystem
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1. We show that the ElGamal-like cryptosystem [44] for encrypting large messages is insecure, which is attack-response secure. However, their motivation is good, since the ElGamal cryptosystem [28] encrypts large messages is inefficient.
2. In order to encrypt a large message efficiently in the ElGamal cryptosystem, we propose a new cryptosystem, called ElGamal-extension and prove its security in the random oracle model.

## PART II: Password Authenticated Key Exchange Protocol

1. Many password authenticated key exchange PAKE protocols are proposed. Most of them belong to attack-response secure. We show that Tseng [81], Ku and Wang [49], Tseng, Jan and Chien [82], Hwang and Yeh [43] schemes are insecure.
2. We present a simple PAKE protocol which was conjectured secure when the symmetric-encryption primitive is instantiated via a mask generation function that is the product of the message with a hash of the password. This protocol is secure in the Ballare-Poincheval-Rogaway security model [10] under the assumption that the computational DiffieHellman problem is hard and that the hash functions closely behaves like a random oracle. At the same time, we propose a new protected password change (PPC) protocol. The PPC protocol offers users the freedom of changing passwords at will.

### 1.2 Overview of Chapters
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### 1.2.1 Chapter 2: Background

In Chapter 2, we survey the background theory on which the subject matter of the rest of the public key cryptosystem is based. First, we review the basic of public key cryptosystem and some computational primitives such as integer factorization, discrete logarithm, various Diffie-Hellman problems. We then study the important security notations for public key cryptosystems by using the pair GOAL=\{OW, IND, CPA $\}$ and $A T K=\{C P A, C C A 1, C C A 2\}$ [8]. We then study the random oracle model [12], which is somewhat con-
troversial but is an important ingredient of the practice-oriented probable security paradigm in which one can design efficient probably-secure cryptographic schemes [7]. A special security notation PA is introduced, which is proposed in the random oracle model. PA has some properties, for example, a cryptosystem meets PA and IND-CPA implies it meets IND-CCA2.

### 1.2.2 Chapter 3: Security Analysis of ElGamal-Like Cryptosystem

In Chapter 3, we first give a brief review of the famous ElGamal cryptosystem [28]. It has been proven to meet IND-CPA in the quadratic residue under the Diffie-Hellman assumption [83]. In order to state our results clearly and precisely in breaking the the ElGamal cryptosystem [44] in Section 3.3. We first show that the ElGamal cryptosystem is insecure in the IND-CPA sense if the operations are not in the quadratic residue in Section 3.2. In order to efficiently encrypt a large message in the ElGamal cryptosystem, Hwang, Chang, and Hwang [44] proposed an ElGamal-like cryptosytem and declare that their scheme is secure in chosen-plaintext attacks. However, In Section 3.4, we separately show that the ElGmal-like cryptosystem is insecure in the IND-CPA sense no matter in the quadratic residue and not in the quadratic residue.

### 1.2.3 Chapter 4: An ElGamal-Extension Cryptosystem

In Chapter 4, we propose a new ElGmal-extension cryptosystem and prove it is secure in the IND-CCA2 sense in the random oracle model, which has the following advantages:

- It is only necessary to generate two random numbers. The total number of modular exponentiations is $4 / 2$ in the encryption/decryption, which is not be increased by the number of plaintexts. Only some low computational complexity operations such as random function operations and modular multiplications are needed.
- The size of ciphtertext is smaller when the plaintext is large enough.
- It is secure in the IND-CCA2 sense, which provides a higher security level than that of IND-CPA achieved by the ElGamal encryption scheme.


We then design a special security notation IND-CPA PAIR and show the proposed scheme can achieve it. Then, we compare the computational complexity and ciphertext size of our scheme with those of some cryptosystems, which achieve the same security level IND-CCA2.

### 1.2.4 Chapter 5: Password Authenticated Key Exchange Protocols

In Chapter 5, we survey the background theory on which the subject matter of the rest of the password authenticated key exchange protocol is based.

We study the important security model [10] proposed by Bellare, Pointcheval, and Rogaway for password authenticated key exchange protocols, which defines the adversary's capabilities such as passive attacks, active attacks, known-key attacks, password guessing attacks, etc. and the goals such as mutual authentication, authenticated key exchange semantic security.
we show that Tseng [81], Ku and Wang [49], Tseng, Jan and Chien [82], Hwang and Yeh [43] password authenticated key exchange protocols are insecure.

### 1.2.5 Chapter 6: Simple Password Authenticated Key Exchange and Protected Password Change Protocols

In Section 5.4, we shall present a simplễ password authenticated key exchange protocol by modifying the Yeh-Sun scheme [85]. At the same time, we shall also present a new protected password-change protocol which unlike the previously proposed schemes $[47,49,53,70,81,85]$ where the parties cannot arbitrarily change their own passwords, offers users the freedom of changing passwords at will.

### 1.2.6 Chapter 7: Conclusions

Finally, the concluding remarks of this thesis will be made in Chapter 6.

## Chapter 2

## Background

### 2.1 Introduction

Cryptosystems are classified as symmertic cryptosystems and asymmertic (public key) cryptosystems. In symmertic cryptosystems, , such as DES [76] and Rijndael [23,24,25], use the common secret key to encrypt plaintext and to decrypt ciphertext. This brings two difficulties as follows.

## 1896

- To privately distribute the secret keys.
- To management a large number of secret keys. For example, if there are $n$ users who want exchange confident data, then $\frac{n(n-1)}{2}$ secret keys are needed. This number increases rapidly as the number of user grows.

In public key (asymmertic) cryptosystems, each user creates a pair of keys, one of which is published in a public directory while the one is to be kept secret. The publicized key, referred to as public key, is used as encryption key,
but the secret key, referred to as private (secret) key, is used as decryption key. As a result, there is no key distribution problem and key sharing problem as in symmertic key cryptosystem. However, it is time consuming when encrypting large messages with asymmertic cryptosystems.

In this chapter, we first give an overview of public key cryptosystems and its security notations in an informal way in and the following sections give the definitions will be revisited in a formal way.

### 2.1.1 Public Key Cryptosystems

Here, we see that how to run public key cryptosystems, which are often divided into three phases as follows.

- Key generation phase:

The receiver Bob creates his secret key $s k_{B}$ and public key $p k_{B}$.

- Encryption phase:
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Anyone who wants to encrypt a confident message (plaintext $x$ ) to Bob by using $p k_{B}$.

- Decryption phase:

Upon receiving the corresponding ciphertext $y$, Bob uses her $s k_{B}$ to recover the plaintext $x$.

Figure 2.1 illustrates a schematic outline of a public key cryptosystem.

To reveal Bob's secret key $s k_{B}$ from the public key $p k_{B}$ is difficult. This property is guaranteed by the trapdoor one-way function as follows [55]:


Figure 2.1: Encryption and decryption in a public key cryptosystem

Trapdoor one-way function $f_{t}(x): \mathcal{X} \rightarrow \mathcal{Y}$ : It is easy to compute $f_{t}(x)$ for all $x \in \mathcal{X}$ but difficult to invert for almost all values in $\mathcal{Y}$. If the trapdoor information $t$ is used, then for all values $y \in \mathcal{Y}$ are easy to compute $x \in \mathcal{X}$ such that $y=f_{t}(x)$.

Diffie and Hellman [27] constructed a trapdoor one-way function based on modulo exponentiation. This function made it possible for distributing a common session key to be shared between two users to establish a secret communication over an channel. This protocol is the famous "DiffieHellman key agreement protocol". However, the first practical realization of public cryptosystem was accomplished by Revist, Shamir, and Adleman, called RSA cryptosystem [69]. Later, ElGamal [28] constructed a new public key cryptosystem based on Diffie-Hellman trapdoor one-way function.

Two typical primitives of the trapdoor one-way function are RSA [69] and ElGamal [28] as described before. The difference between ElGamal function and RSA function is that probabilistic, rather than deterministic. In a probabilistic trapdoor one-way function, when encrypting a plaintext $x$ twice, the probability that we regain the same ciphertext $y$ must be negligibly small. In Section 2.1.2 and Section 2.1.3, we review RSA cryptoystem and ElGamal cryptosystem, respectively.

### 2.1.2 RSA Cryptosystem

- Key generation phase:

The receiver Bob creates his secret key $s k_{B}$ and public key $p k_{B}$ as follows.

1. Choose two large distinct primes $p$ and $q$, and compute $N=p \cdot q$
2. Choose $e$ that is prime to $\varphi(N)$ and $p k_{B}=(N, e)$, where $\varphi(N)=$ $(p-1) \cdot(q-1)$.
3. Choose $d$ with $e \cdot d=1 \bmod \varphi(N)$ and $s k_{B}=(N, d)$.

- Encryption phase:

Anyone who wants to encrypt a plaintext $x<N$ to Bob by using $p k_{B}$ as follow.

- Decryption phase:


## $y=x^{e} \bmod N$.

Upon receiving the corresponding ciphertext $y$, Bob uses his $s k_{B}$ to recover the plaintext $x$ as follows.

$$
\begin{aligned}
y^{d} & =\left(x^{e}\right)^{d} \bmod N \\
& =x \bmod N .
\end{aligned}
$$

The factorization of $N$ can be reduced to an algorithm that computes $d$ from $(N, e)$. However, there is an open question as to whether an efficient algorithm for factoring can be derived from an efficient algorithm with inputs $(N, e)$ and $y$ to invert RSA [26]. Note that $d$ should be greater than $n^{1 / 4}$; otherwise, a polynomial-time algorithms to compute $d$ can be constructed [84]. For choosing large prime, the readers can refer to [39] for more details.

### 2.1.3 ElGamal Cryptosystm

- Key generation phase:

The receiver Bob creates his secret key $s k_{B}$ and public key $p k_{B}$.

1. Choose a large prime $p$ and a primitive root $g \in \mathbb{Z}_{p}^{*}$.
2. Choose an integer $s$ at random with range $1 \leq s \leq p-2$ and $s k_{B}=(p, g, s)$.
3. Compute $Y=g^{s} \bmod p$ and $p k_{B}=(p, g, Y)$.

- Encryption phase:

Anyone who wants to encrypt a plaintext $x$ to Bob by using $p k_{B}$.

$$
y=\left(y_{1}, y_{2}\right)=\left(g^{r} \bmod p, x \cdot Y^{r} \bmod p\right),
$$

where $r$ is chosen at random with range $1 \leq k \leq p-2$.

- Decryption phase:

Upon receiving the corresponding ciphertext $y$, Bob uses his $s k_{B}$ to recover the plaintext $x$.

$$
\begin{aligned}
y_{2} \cdot\left(\left(y_{1}\right)^{s}\right)^{-1} & =\left(x \cdot Y^{r}\right) \cdot\left(\left(g^{r}\right)^{s}\right)^{-1} \bmod p \\
& =x \bmod p
\end{aligned}
$$

The ElGamal cryptosystem has been proposed several years ago and is one of the few probability encryption schemes. Until 1998, Tsiounis and Yung [83] proved the security of the ElGamal cryptosystem (operations in the quadratic residue) is actually equivalent to the decision Diffie-Hellman problem. However, we will further analysis the security for ElGamal cryptosystem when operations are not in the quadratic residue in Chapter 3.

### 2.2 Computational Primitives

The secure core of a public key cryptosystem is relied on the hardness of a certain computational problem. Though various computational problems have been proposed so far, we only review the integer factorization and discrete logarithm problems, which are the most widely-used computational problems in the conventional cryptographic schemes.

Integer Factorization (IF) Problem: Given $N=p \cdot q$ where $p$ and $q$ are large primes, find $p$ and $q$.

Many public key cryptosystems based on IF-related problems are proposed, which are RSA [69], Robin [67], Okamoto-Uchiyama [62], Pointcheval [66], Paillier [64], etc.

There are several computational problems related the discrete logarithm problem as follows.


Discrete Logarithm (DL) Problem: Given a finite cyclic $\mathbb{G}=\left\{g^{1}, g^{2}, \ldots, g^{p-1}\right\}$ where $g$ be a generator of $\mathbb{G}$ and $p=|\mathbb{G}|$ is the order of $\mathbb{G}$, and a random element $r \in \mathbb{G}$, find the unique integer $i \in \mathbb{Z}_{p}$ such that $r=g^{i}$.

Computational Diffie-Hellman (CDH) problem: given a finite cyclic $\mathbb{G}=\{$ $\left.g^{1}, g^{2}, \ldots, g^{p-1}\right\}$ where where $g$ be a generator of $\mathbb{G}$ and $p=|\mathbb{G}|$ is the prime order of $\mathbb{G}$, and $g^{a}, g^{b} \in \mathbb{G}$ for random integers $a, b \in \mathbb{Z}_{p}$, compute $g^{a b} \in \mathbb{G}$.

Decisional Diffie-Hellman (DDH) problem: given a finite cyclic $\mathbb{G}=\left\{g^{1}, g^{2}\right.$, $\left.\ldots, g^{p-1}\right\}$ where where $g$ be a generator of $\mathbb{G}$ and $p=|\mathbb{G}|$ is the prime order of $\mathbb{G}$, and $g^{a}, g^{b}, g^{c} \in \mathbb{G}$ for random integers $a, b, c \in \mathbb{Z}_{p}$, decide $c=a \cdot b \in \mathbb{Z}_{p}$.

Relative to a fixed group $\mathbb{G}$ and generator $g$ for $\mathbb{G}$, it is obvious polynomialtime reductions from the DDH problem to CDH problem, and from CDH problem to DL problem (if one can solve the DL problem then he can solve the CDH problem, and if one can solve the CDH problem then he can solve the DDH problem),

DDH problem $\leq_{p} \mathrm{CDH}$ problem $\leq_{p}$ DL problem
but reductions in the reverse direction are not know. In other words, if DDH problem is hard then CDH problem is hard? and if CDH problem is hard then DL problem is hard?

DL problem $\leq_{p} \mathrm{CDH}$ problem $\leq_{p}$ DDH problem?

All three problems are widely conjectured to be hard, and have been used as assumptions in proving the security of a variety of cryptographic schemes. See $[18,19,57]$ for more detailed on this issue. Shoup [71] gives a heuristic evidence for the hardness of all there problem in a certain model, structured model of computation.

### 2.3 Security Notations

As discussed in Chapter 1, provable security evaluates the security of a given cryptographic scheme by presenting a reduction between the properly defined security notation for the scheme and the underlying primitive which is known to be secure. When an exact definition of security
was not known at the time, Rabin [67], nevertheless, has given a scheme where an eavesdropper's ability to exact the complete plaintext when given a ciphertext is computationally equivalent to factoring. This was the first scheme in which security problem was reduced to some complexity assumption. This presented a methodology of reducing the security property to a well-defined complexity assumption which, in the absence of lower bound proofs, has become the major one in cryptography.

Previously, what we have to face is that a passive attacker could break a cryptosystem only in the all-or-nothing (one-wayness) sense. However, this security notation which only deals with the case of passive attackers is not strong enough. On the contrary, the attacker maybe more active rather than passive; that is, she has more powerful capabilities to modify a ciphertext or to calculate a plaintext in some unspecified ways. In many applications, plaintexts may contain information which can be guessed easily such as in a BUY/SELL instruction to a stock broker. The attack only need to know a character (bit) of BUY/SELL instruction without decrypting the whole plaintext BUY/SELL instruction. He has the ability to determine what instruction is sent by the victim.

For example, recall the RSA cryptosystem described in Section 2.1.1. Assume that one encrypts his instruction $x$ to a stock using the stock's public key $p k=(N, e)$ as follows.

$$
y=x^{e} \bmod N
$$

It seems a safe bet that if an eavesdropper sees a ciphertext $y$ corresponding to a random plaintext $x$, then it will impossible for that eavesdropper to figure out what $x$ is. But when the plaintext is not random such as BUY/SELL
instruction in this example, the eavesdropper can easily to check what the corresponding plaintext is as follows.

$$
\left\{\begin{array}{l}
(\mathrm{BUY})^{e} \bmod N \stackrel{?}{=} y \\
(\mathrm{SELL})^{e} \bmod N \stackrel{?}{=} y
\end{array}\right.
$$

Since the RSA encryption is deterministic, the eavesdropper only encrypts the guessed plaintexts BUY/SELL and then checks its ciphertext is equal to his interception.

For the same situation, what happens in the ElGamal cryptosystem in Section 2.1.2? Note that there is a random integer $r$ in the encryption phase and this results in the ciphertext is different for the same plaintext. Obviously, the ElGamal cryptosytem can withstand the above attack. In many applications of cryptosystems, it is often the case that user is required, upon receipt of a challenge message, to performa decryption operation using her private key and send the decryption result back. If we give the power that the adversary can arbitrarily generate the ciphertexts and obtain the corresponding plaintexts. We can see the ElGamal cryptosystem cannot withstand the adversary with this power. For example, the adversary intercepts the ciphertext $y=\left(y_{1}, y_{2}\right)=\left(g^{r} \bmod p,(\mathrm{BUY}) \cdot Y^{r} \bmod p\right)$, which encrypts the message BUY. How can the adversary know the plaintext is BUY? He can generate a ciphertext as follows:

$$
\begin{aligned}
y^{\prime} & =\left(y_{1}, y_{2} / 2\right) \\
& =\left(g^{r} \bmod p,\left((\mathrm{BUY}) \cdot Y^{r} \bmod p\right) / 2\right)
\end{aligned}
$$

Then, he obtains the plaintext BUY/2 and it multiplied by 2 . Obviously, the corresponding plaintext to the intercepted ciphertext is BUY.

To capture the powerful attackers, the stronger security notations are necessary and have been proposed. Bellare et al. [8] uses the pair goal (GOAL) and adversary models (ATK) to define the security notations of public key cryptosystems and describe the relations among them.

The goals $G O A L=\{O W, I N D, N M\}$ are defined as follows.
One-wayness (OW): given the challenge ciphertext $y$, the adversary has no ability to decrypt $y$ to obtain the whole plaintext $x$.

Indistinguishability (IND): given the challenge ciphertext $y$, the adversary has no ability to obtain any information about the plaintext $x$.

Non-malleability (NM): given the challenge ciphertext $y$, the adversary has no ability to decrypt $y$ to get a different ciphertext $y^{\prime}$ and output a meaningful relation to relate the corresponding plaintexts $x$ and $x^{\prime}$.

The adversary models $A T K=\{C P A, C C A 1, C C A 2\}$ are defined as follows. Chosen-Plaintext Attack (CPA) [35]: the adversary is only given the public key and she can obtain any ciphertext from any plaintext chosen by her. In the public key cryptosystems, this attack cannot be avoided. It is considered as a basic requirement for most provably secure public key cryptosystems. Chosen-Ciphertext Attack (CCA1) [59]: not only given the public key, but also the adversary has to access a decryption oracle before being given the challenge ciphertext. It has also been called a lunch-time or midnight attack.

Adaptive Chosen-Ciphertext Attack (CCA2) [68]: The adversary queries the decryption before and after being challenged; her only restriction here is that she may not feed the decryption oracle with the challenge ciphertext itself. It has also been called a small-hours attack.

The following $[8,31]$ are the relations among those GOAL-ATK, shown in

Figure 2.2


Figure 2.2: Relations among GOAL-ATK

For $A, B \in G O A L-A T K, ~ " A \rightarrow B$ " denotes $A$ implies $B$, which means if a cryptosystem is secure in the sense of $A$, it is also secure in the sense of $B$. " $A \nrightarrow B$ " denotes A doesn't imply B, which means if a cryptosystem is secure in the sense of $A$, it is not always secure in the sense of $B$.

Bellare [7] explains precisely how to achieve provable security, which are summarized in the following steps.

Step 1. Set up a GOAL, e.g. confidentiality via encryption;
Step 2. Construct a ATK and define what it means for a cryptographic scheme be secure;
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Step 3. Show by a reduction that the only way to break the security notation GOAL-ATK of cryptographic schemes is to solve computationally hard problems or break other primitives.
primitive cryptographic assumptions $\leq_{p}$ the proposed cryptosystem is secure in the GOAL-ATK sense

Actually, setting up security goals and constructing relevant attack models, in other words, formulating right definitions for the security of cryptographic schemes is important by itself. In the following, we survey some
important notations widely used in public key cryptography. We begin by describing the IND-ATK scenario, which is usually described in terms of the following game.

Stage 1. The public key $p k$ and secure key $s k$ is generated in the key generation algorithm with inputting a security parameter $\kappa$. The adversary obtains $p k$ but not $s k$.

Stage 2. The adversary makes a number of arbitrary queries to a decryption oracle. Each query is a ciphertext that is decrypted by the decryption oracle, making use of $s k$ of the cryptosytem. The corresponding plaintext is given to the adversary. The adversary is free to construct the ciphertexts in an arbitrary way without using the encryption algorithm.

Stage 3. The adversary arbitrarily chooses two plaintexts $x_{0}$ and $x_{1}$ with the same length $\left|x_{0}\right|=\left|x_{1}\right|$ and gives these to an encryption oracle. Upon receiving $x_{0}, x_{1}$, the encryption oracle chooses a coin $b \in\{0,1\}$ at random, encrypt $x_{b}$ and give the resulting "challenge" ciphertext $y$ to the adversary.

Stage 4. The adversary continues to submit ciphertexts to the decryption oracle, subject to the restriction that the submitted ciphertexts are not the same as the challenge ciphertext $y$.

Stage 5. The adversary outputs $b^{\prime} \in\{0,1\}$, representing its "guess" of $b$.

- If Stage 2 and Stage 4 are omitted from the above, then ATK=CPA;
- If Stage 2 is omitted from the above, then ATK=CCA1;
- If no stage is omitted from the above, then ATK=CCA2.

The adversary's advantage in this attack scenario is defined to be

$$
\left|\operatorname{Pr}\left[b^{\prime}=b\right]-\frac{1}{2}\right|
$$

A cryptosystem is defined to be secure in the IND-ATK sense if for any adversary, its advantage is negligible. A concept of IND-CCA2 is present in Figure 2.3 and an exact definition is in Section 2.7.


Figure 2.3: A concept of IND-CCA2, $C$ : cryptosystem, $\mathcal{K}$ : key generation algorithm, $\mathcal{E}_{p k}$ : encryption algorithm, $\mathcal{D}_{s k}$ : decryption algorithm, $\mathcal{A}$ : adversary, $B$ : flips a coin

Recently, Phan and Pointcheval [65] defined different levels for indistinguishability and non-malleability, and it leads to a stricter and more complex hierarchy for security notations in the public key cryptosystem. That is, an adversary can ask at most $i$ queries before receiving the challenge and at most $j$ queries after receiving the challenge, denotes as $(i, j)$-level IND/NM.

### 2.4 The Random Oracle Model

After formulating security notations, we shall show give the reduction from GOAL-ATK to the proposed cryptosystem. However, this is not always easy unless hash functions used in the construction of cryptosystem are assumed to behave as completely random functions. In order to introduce the random oracle model, we first recall the definitions of collision resistant hash functions and universal one-way hash function [79].

Collision Resistant Hash Functions. The definition of a collision resistant hash function is as follows. We say $H$ is $(t, \epsilon)$-collision resistant if for any algorithm $A$ running in time at most $t$ we have:

$$
\operatorname{Pr}[(x, y) \leftarrow A: H(x)=H(y) \wedge x \neq y] \leq \epsilon
$$

That is, the algorithm $A$ outputs two distinct values $x$ and $y$ such that $H(x)=$ $H(y)$ with at most $\epsilon$.

Universal One-Way Functions. A different from the collision resistant hash functions is that [58], the algorithm does not get to choose both $x$ and $y$ instead, the algorithm is given a random value $x$ and must find a different value $y$ such that $H(x)=H(y)$. Let $H:\{0,1\}^{m} \rightarrow\{0,1\}^{n}$ be a hash function, we say this function is $(t, \epsilon)$-universal one-way if for all algorithms $A$ running in time $t$ we have:

$$
\operatorname{Pr}\left[x \leftarrow\{0,1\}^{m} ; y \leftarrow A(x): H(x)=H(y) \wedge x \neq y\right] \leq \epsilon .
$$

This makes the adversary's job harder, meaning that the universal one-way functions are weaker than the collision-resistant hash functions. The uni-
versal one-way function families are also called target collision resistant. See [15] for recent results and further discussion.

Random Oracle Model. The random oracle model was first appeared in [30] and popularized by Bellare and Rogaway [12], gives a mathematical model if such ideal hash functions. In this model, a hash function $\mathcal{H}$ is a map from $\{0,1\}^{a}$ to $\{0,1\}^{b}$ for some special values $a$ and $b$. Security proofs in this model treat the hash functions as oracles, that is, one can only query oracles to get the hash results. For each new query, the oracles respond by producing a truly random value. That is, for $x \in\{0,1\}^{a}$ and $y \in\{0,1\}^{b}$, we have the probability $\operatorname{Pr}[\mathcal{H}(x)=y]=\frac{1}{|y|}$. For repeated queries, the oracles respond the corresponding answer again.

However, a problem of the random oracle is that the behavior of the random oracles is so ideal so that no realization is possible. In the real world for implementation, one can do is to replace the random oracles by the conventional hash functions such as SHA-2 [61].
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### 2.5 Plaintext Awareness

In the random oracle model, there is a special notation "plaintext awareness (PA)", that was suggested in [12] (calls it PA-BR) and later enhanced in [8] (calls it PA-BDPR). The idea is that an adversary has no ability to create a ciphertext $y$ without knowing its underlying plaintext $x$. To capture PABDPR, we give a scenario as follows. Let $\mathcal{B}$ be an adversary and $\mathcal{P E}$ be the plaintext (knowledge) exactor.

Stage 1. $\mathcal{B}$ is given a public key $p k$, access to the random oracle $\mathcal{H}$, and an encryption oracle $\mathcal{E}_{p k}^{\mathcal{H}}$ with $p k$ and its random oracle access. $\mathcal{B}$ outputs a ciphertext $y$, where $y$ is not in the results of receiving answers by querying $\mathcal{E}_{p k}^{\mathcal{H}}$.

Stage 2. $\mathcal{P E}$ could output the corresponding plaintext $x$ (equal to $\mathcal{D}_{s k}^{\mathcal{H}}$ 's output) just by looking at $p k, \mathcal{B}^{\prime}$ s $\mathcal{H}$-queries and the answers to them, and the answers to $\mathcal{B}^{\prime}$ s queries to $\mathcal{E}_{p k}^{\mathcal{H}}$.

The existence of $\mathcal{P E}$ is, intuitively, what it means for the encryption scheme to be plaintext awareness. Obviously, $\mathcal{B}$ can do whatever $\mathcal{P E}$ was doing since, undenyable, she has access to the same things which $\mathcal{P E}$ does. Doing this, $\mathcal{B}$ would know the cleartext for any ciphertext she produces. The different between PA-BDPR and PA-BR is that PA-BR does not provide $\mathcal{E}_{p k}^{\mathcal{H}}$ to $\mathcal{B}$. This resists the ability of the adversary to obtain ciphertexts via eavesdropping on communications made to the receiver. We refer PA-BDPR as PA. A concept of PA is present in Figure 2.4 and an exact definition is in Section 2.7.

$$
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The following results are proven [8].
Proposition 1. PA-BR $\wedge I N D-C P A \rightarrow I N D-C C A 1$ in the random oracle model.
Proposition 2. PA $\wedge$ IND-CPA $\rightarrow$ IND-CCA2 in the random oracle model.

Indeed, PA is designed for the random oracle model. We can see that if a scheme does not use the random oracle for which an exactor as above exists then the exactor is essentially a decryption box. [8] leaves an open question to find an analogous but achievable formulation of plaintext awareness for the standard model.


Figure 2.4: A concept of PA, $\mathcal{B}$ : adversary, $\mathcal{P E}$ : plaintext extractor Herzog et al. [41] first proposed â PA withôut the random oracle model via the key registration. Later, Bellare and Palacio [9] removed the burden of key registration. The readers can refer $[9,41]$ formore details.

## 1896

### 2.6 Related Work

Many various public key cryptosystems [64, 66, 74] have been proposed, which aim at to be secure in the stronger notations. The general methodology for formally provable security is to reduce an alleged attack on an encryption scheme to a solution of an intractable problem.

Tsiouns and Yung [83] showed that the IND-CPA of the ElGamal cryptosys-
tem operated in the quadratic residue modulo $p$ is actually equivalent to the Decision Diffie-Hellman (DDH) problem. At the same time, they also proposed an enhanced ElGamal cryptosystem is secure in the IND-CCA2 sense under the Random Oracle (RO) model and the decision Diffie-Hellman assumption. The random oracle is assumed be an ideally random function when proving the security and it is replaced by a practical random-like function such as one-way hash function [12].

On the other hand, Cramer and Shoup [22] proposed a new public key cryptosystem based on the ElGamal cryptosystem, which is the first practical IND-CCA2 secure only under decision Diffie-Hellman assumption and the universal one-way hash functions, i.e., in the standard model (without the use of random oracles).

Most schemes are specified, they cannot be adopted by other schemes. There are two major conversions to convert existed trap-door one-way permutations to achieve IND-CCA2 Bellare-Rogaway conversion [13] faces on the deterministic trap-door one-way permutations such as RSA and a comment [72] revealed a flaw in that proof, Later, Fujisaki et al. [31] find a way to rescue Bellare-Rogaway conversion for the trap-door partial-domain oneway permutations being the partial-domain. On the other hand, FujisakiOkamoto conversion faces on the probabilistic trap-door one-way functions such as ElGamal. Both conversions are under the random oracle model and trap-door one-way function assumption.

Table 2.1 shows the different assumptions and GOAL-ATK among some related schemes. As we realize it is not pratical to implement the security proof in the RO-based technique since this kind of proof is heuristic only.

Table 2.1: Assumptions and security notations of some related schemes

| Schemes | Assumptions | GOAL-ATK |
| :--- | :--- | :---: |
| ElGamal in QR $_{p}$ [83] | DDH problem | IND-CPA |
| Tsiouns-Yung [83] | DDH problem, RO | IND-CCA2 |
| Shoup-Gennaro [74] | DDH problem, RO | IND-CCA2 |
| Cramer-Shoup [22] | DDH problem, UOWHF | IND-CCA2 |
| Pointcheval [66] | DRSA problem, RO | IND-CCA2 |
| Paillier-Pointcheval [64] | DCR problem, DPDL problem, RO | IND-CCA2 |
| Hwang et al. [44] | DDH problem |  |
| Bellare-Rogaway [13] | deterministic trap-door partial-domain | IND-CCA2 |
| Fujisaki-Okamoto [31] <br> one-way permutations, RO | probabilistic trap-door one-way <br> functions,RO | IND-CCA2 |

universal one-way hash function (UOWHF), dependent-RSA (DRSA) problem, decision composite residuosity (DCR) problem, decision partial discrete logarithm (DPDL) problem

However, the RO model usually has better efficiency and is still a useful test-bed to prove the security.

Hwang, Chang, and Hwang [44] consider a situation in the ElGamal cryptosystem. When the plaintext $x$ is larger than the modulus $p$, it should be divided into several pieces $x_{1}, x_{2}, \cdots, x_{n}$ and the length of each $x_{i}$ (for $i=1$ to $n$ ) is smaller than $p$. Then we would need $n$ times to apply ElGamal encryption to obtain $n$ ciphertexts $y_{i}^{\prime}$ 's. According $n$ ciphertexts $y_{i}{ }^{\prime}$ s, we also need to apply $n$ times ElGamal decryption. This is due to withstand the known-plaintext attacks. In the known-plaintext attacks, the attacker has the ability to obtain plaintext-ciphertext pairs and uses these pair to decrypt a cipher for which she does not have the plaintext. To withstand the reduce the computational complexity and the amount of data transformation as compared to the ElGamal cryptosystem, they proposed an ElGamal-like cryptosystem for encrypting large messages and declared that the resulting scheme is in the IND-CPA sense under decision Diffie-Hellman assumption. However, we will show that their scheme is insecure in the IND-CPA sense in Section 3.3.

### 2.7 Definitions and Security Models

In this section, we give some definitions using in this thesis as follows.
Definition 1. Let $x \in \mathbb{Z}_{n}^{*}$, $x$ is said to be a quadratic residue modulo $n$, denoted by $\mathrm{QR}_{n}$.

$$
\begin{aligned}
\mathrm{QR}_{n} & =\left\{x \in \mathbb{Z}_{n}^{*} \mid \text { There is a } y \in \mathbb{Z}_{n}^{*} \text { with } x=y^{2} \bmod n\right\}, \\
\mathrm{QNR}_{n} & =\mathbb{Z}_{n}^{*}-\mathrm{QR}_{n} .
\end{aligned}
$$

Definition 2. Let $p$ be a prime $>2$, and let $x \in \mathbb{Z}$ be prime to $p$.

$$
\left(\frac{x}{p}\right)=\left\{\begin{array}{l}
+1, \text { if }[x] \in \mathrm{QR}_{p} \\
-1, \text { if }[x] \in \mathrm{QNR}_{p}
\end{array}\right.
$$

is called the Legendre symbol of $x \bmod p$.
Definition 3. A function $\varepsilon(k)$ is negligible iffor every positive polynomial $P(k) \in$ $\mathbb{Z}[X]$, there is $k_{0}$, such that for every $k \geq k_{0}, \varepsilon(k)<1 / P(k)$

Definition 4. Let $\mathcal{A}$ be a probabilistic algorithm and let $\mathcal{A}\left(a_{1}, a_{2}, \ldots ; r\right)$ be the result of running $\mathcal{A}$ on input $a_{1}, a_{2}, \ldots$ and coins $r$. We let $y \leftarrow \mathcal{A}\left(a_{1}, a_{2}, \ldots\right)$ denote the experiment of choosing $r$ at random and letting $y$ be $\mathcal{A}\left(a_{1}, a_{2}, \ldots ; r\right)$. If $S$ is a finite set, let $a \leftarrow_{R} S$ be the operation of choosing $a$ at random and uniformly from $S$. For probability spaces $S, T, \ldots$, the notation $\operatorname{Pr}\left[a_{1} \leftarrow S ; a_{2} \leftarrow T ; \ldots\right.$ : $\left.p\left(a_{1}, a_{2}, \ldots\right)\right]$ denotes the probability that predicate $p\left(a_{1}, a_{2}, \ldots\right)$ is true after the ordered execution of the algorithms $a_{1} \leftarrow S, a_{2} \leftarrow T, \ldots$.

Definition 5 (Computational Diffie-Hellman (CDH) problem). Let $\mathbb{G}$ be a group of large prime $q$ and $g$ be the generator of $\mathbb{G}$. An algorithm algorithm $\mathcal{A}$ is said to $(t, \epsilon)$-solve the CDH problem in group $\mathbb{G}$ if $\mathcal{T}$ runs in no more than time $t$ and furthermore

$$
\operatorname{Pr}\left[x, y \leftarrow_{R} \mathbb{Z}_{q}: \mathcal{A}\left(g, g^{x}, g^{y}\right)=g^{x y}\right] \geq \epsilon
$$

We say that CDH problem is hard if there is no such polynomial-time algorithm $\mathcal{A}$.
Definition 6 (Decisional Diffie-Hellman (DDH) problem). A distinguishing algorithm $\mathcal{T}$ is said to $(t, \epsilon)$-solve the DDH problem in group $\mathbb{G}$ if $\mathcal{T}$ runs in no more than time $t$ and furthermore
$\left|\operatorname{Pr}\left[r, s, z \leftarrow_{R} \mathbb{Z}_{q}: \mathcal{T}\left(g, g^{r}, g^{s}, g^{z}\right)=1\right]-\operatorname{Pr}\left[r, s \leftarrow_{R} \mathbb{Z}_{q}: \mathcal{T}\left(g, g^{r}, g^{s}, g^{r s}\right)=1\right]\right| \geq \epsilon$

We say that DDH problem is hard if there is no such polynomial-time algorithm $\mathcal{T}$.

Definition 7 (Probabilistic Public-Key Encryption Scheme). Let a triple of algorithm $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ be a probabilistic public key encryption scheme.

- The key generation algorithm $\mathcal{K}$, is a probabilistic algorithm which on input $1^{k}$, where $k$ is the security parameter, outputs a pair ( $p k, s k$ ) of matching public and secret key.
- The encryption algorithm $\mathcal{E}$, is a probabilistic algorithm which on input a plaintext $x$ and public key pk, outputs a ciphertext $y$.
- The decryption algorithm $\mathcal{D}$, is a deterministic algorithm which on input ciphertext $y$ and the secret key sk, outputs the plaintext $x$.

Definition 8 (Random Oracle Model). Let $\Omega$ be the set of all maps from the set $\{0,1\}^{*}$ of finite strings to the set $\{0,1\}^{\infty}$ of infinite strings. $\mathcal{H} \leftarrow \Omega$ denotes as we chose map $\mathcal{H}$ from a set of an appropriate finite length $\{0,1\}^{a}$ to a set of an appropriate finite length of $\{0,1\}^{b}$, from $\Omega$ at random and uniformly, restricting the domain to $\{0,1\}^{a}$ and the range to the first b bits of output. By the assumption made in the random oracle model, for fix $x \in\{0,1\}^{a}$ and $y \in\{0,1\}^{b}$, then $\operatorname{Pr}[\mathcal{H}(x)=y]=\frac{1}{2^{b}}$. $\Pi=\left(\mathcal{K}, \mathcal{E}^{\mathcal{H}}, \mathcal{D}^{\mathcal{H}}\right)$ denotes the $\mathcal{E}$ and $\mathcal{D}$ in public key cryptosystem are allowed to access such identical map $\mathcal{H}$, and we call this encryption scheme is defined in the random oracle model.

Definition 9 (IND-ATK). Let $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ be a pair of probabilistic algorithms for adversary, $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$. For $\mathrm{ATK}=\{\mathrm{CPA}, \mathrm{CCA} 1, \mathrm{CCA} 2\}$ and $k \in \mathbb{N}$, denote the success event of $\mathcal{A}$ for $\Pi$ by

$$
\begin{gathered}
\operatorname{Succ}_{\mathcal{A}, \Pi}^{\operatorname{IND}-\operatorname{ATK}}(k)=\left[(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right) ;\left(x_{0}, x_{1}, \text { state }\right) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}}(p k) ; b \leftarrow{ }_{R}\{0,1\} ;\right. \\
\left.y \leftarrow \mathcal{E}_{p k}\left(x_{b}\right): \mathcal{A}_{2}^{\mathcal{O}_{2}}\left(x_{0}, x_{1}, \text { state }, y\right)=b\right],
\end{gathered}
$$

where the first two components of a triple ( $x_{0}, x_{1}$, state) are the plaintexts with the same length $\left|x_{0}\right|=\left|x_{1}\right|$, and the last is state information (including the public key $p k$ ) and some information to be preserved. Here, $\mathcal{O}_{1}(\cdot), \mathcal{O}_{2}(\cdot)$ are defined as follows:

- If ATK=CPA then $\mathcal{O}_{1}(\cdot)=$ null and $\mathcal{O}_{2}(\cdot)=$ null;
- If ATK=CCA1 then $\mathcal{O}_{1}(\cdot)=\mathcal{D}_{s k}(\cdot)$ and $\mathcal{O}_{2}(\cdot)=n u l l ;$
- If ATK=CCA2 then $\mathcal{O}_{1}(\cdot)=\mathcal{D}_{s k}(\cdot)$ and $\mathcal{O}_{2}(\cdot)=\mathcal{D}_{s k}(\cdot)$.

In the case of IND-CCA2, $A_{2}$ does not ask its oracle to decrypt $y$.

We denote the advantage of $\mathcal{A}$ for $\Pi$ as

$$
\operatorname{Adv}_{\mathcal{A}, \Pi}^{\operatorname{IND}-\operatorname{ATK}}(k)=2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{IND}-\operatorname{ATK}}(k)\right]-1 .
$$

We say that $\Pi$ is secure in the IND-ATK sense if for any adversary $\mathcal{A}$ being polynomialtime in $k, \operatorname{Adv}_{\mathcal{A}, \Pi}^{\operatorname{IND}-\operatorname{ATK}}(k)$ is negligible in $k$.

If we insist that $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is allowed to access to a random oracle $\mathcal{H}$ in the random oracle model, we rewrite Succ $\mathcal{A}, \Pi_{\mathcal{A N D}-\text { ATK }}(k)$ as follows:

$$
\begin{aligned}
\operatorname{Succ}_{\mathcal{A}, \Pi}^{\text {IND-ATK }}(k)=[\mathcal{H} & \leftarrow \Omega ;(p k, s k) \leftarrow \mathcal{K}\left(1^{1}\right) ;\left(x_{0}, x_{1}, \text { state }\right) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}, \mathcal{H}}(p k) ; \\
b & \left.\leftarrow R\{0,1\} ; y<\mathcal{E}_{p k}^{\mathcal{H}}\left(x_{b}\right): \mathcal{A}_{2}^{\mathcal{O}_{2}, \mathcal{H}}\left(x_{0}, x_{1}, \text { state }, y\right)=b\right] .
\end{aligned}
$$

On the other hand, when we insist on the random oracle model, we rewrite $\mathcal{D}_{s k}^{\mathcal{H}}$ instead of $\mathcal{D}_{s k}$.

Definition 10 (NM-ATK). Let $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ be a pair of probabilistic algorithms for adversary, $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$. For $\mathrm{ATK}=\{\mathrm{CPA}, \mathrm{CCA} 1, \mathrm{CCA} 2\}$ and $k \in \mathbb{N}$, denote the advantage of $\mathcal{A}$ for $\Pi$ by

$$
\operatorname{Adv}_{\mathcal{A}, \Pi}^{\mathrm{NM}-\operatorname{ATK}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{NM}-\operatorname{ATK}}(k)\right]-\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \Pi, \mathscr{\delta}}^{\mathrm{NM}-\text { ATK }}(k)\right]\right|,
$$

where

$$
\begin{array}{r}
\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{NM}-\operatorname{ATK}^{2}}(k)=\left[(p k, \text { sk }) \leftarrow \mathcal{K}\left(1^{k}\right) ;(M, \text { state }) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}} ; x, x^{\prime} \leftarrow M ; y \leftarrow \mathcal{E}_{p k}(x)\right. \\
\left.(R, \boldsymbol{y}) \leftarrow A_{2}^{\mathcal{O}_{2}}(M, \text { state }, y) ; \boldsymbol{x} \leftarrow \mathcal{D}_{s k}(\boldsymbol{y}):(y \notin \boldsymbol{y}) \wedge(\text { null } \notin \boldsymbol{x}) \wedge R(x, \boldsymbol{x})\right]
\end{array}
$$

and

$$
\begin{array}{r}
\operatorname{Succ}_{\mathcal{A}, \Pi, \mathbb{S}}^{\mathrm{NM}-A T K}(k)=\left[(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right) ;(M, \text { state }) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}} ; x, x^{\prime} \leftarrow M ; y \leftarrow \mathcal{E}_{p k}(x)\right. \\
\left.\quad(R, \boldsymbol{y}) \leftarrow A_{2}^{\mathcal{O}_{2}}(M, \text { state }, y) ; \boldsymbol{x} \leftarrow \mathcal{D}_{s k}(\boldsymbol{y}):(y \notin \boldsymbol{y}) \wedge(\text { null } \notin \boldsymbol{x}) \wedge R\left(x^{\prime}, \boldsymbol{x}\right)\right] .
\end{array}
$$

Here, $\mathcal{O}_{1}, \mathcal{O}_{2}$ are defined as before in Definition 9. In the case of IND-CCA2, $\mathcal{A}_{2}$ does not ask its oracle to decrypt $y$.

We say that $M$ is valid if $|x|=\left|x^{\prime}\right|$ for any $x, x^{\prime}$ that are given non-zero probability in the message space $M$.

We say that $\Pi$ is secure in the NM-ATK sense iffor any adversary $\mathcal{A}$ being polynomialtime in $k$ outputs a valid message space $M$ samplable in polynomial in $k$ and $a$ relation $R$ computable in polynomial in $k$, then $\operatorname{Adv}_{\mathcal{A}, \Pi}^{\mathrm{NM}-\operatorname{ATK}}(k)$ is negligible in $k$.

If we insist that $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is allowed to access to a random oracle $\mathcal{H}$ in the random oracle model, we rewrite $\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{NM}-\mathrm{ATK}}(k)$ and $\operatorname{Succ}_{\mathcal{A}, \Pi, \$}^{\mathrm{NM}-\mathrm{ATK}}(k)$ as follows:
$\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{NM}-\mathrm{ATK}}(k)=\left[\mathcal{H} \leftarrow \Omega ;(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right) ;\left(M\right.\right.$, sitate $\left.^{\text {the }}\right) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}, \mathcal{H}} ; x, x^{\prime} \leftarrow M ; y \leftarrow \mathcal{E}_{p k}^{\mathcal{H}}(x)$

$$
\left.(R, \boldsymbol{y}) \leftarrow A_{2}^{\mathcal{O}_{2}, \mathcal{H}}(M, \text { state }, y) ; \boldsymbol{x} \leftarrow \mathcal{D}_{s k}(\boldsymbol{y}):(y \notin \boldsymbol{y}) \wedge(\text { null } \notin \boldsymbol{x}) \wedge R(x, \boldsymbol{x})\right]
$$

and

$$
\begin{aligned}
& \operatorname{Succ}_{\mathcal{A}, \Pi, \$}^{\mathrm{NM}-\mathrm{ATK}}(k)=\left[\mathcal{H} \leftarrow \Omega ;(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right) ;(M, \text { state }) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}, \mathcal{H}} ; x, x^{\prime} \leftarrow M ; y \leftarrow \mathcal{E}_{p k}^{\mathcal{H}}(x)\right. \\
&(R, \boldsymbol{y})\left.\leftarrow A_{2}^{\mathcal{O}_{2}, \mathcal{H}}(M, \text { state }, y) ; \boldsymbol{x} \leftarrow \mathcal{D}_{s k}(\boldsymbol{y}):(y \notin \boldsymbol{y}) \wedge(\text { null } \notin \boldsymbol{x}) \wedge R\left(x^{\prime}, \boldsymbol{x}\right)\right] .
\end{aligned}
$$

On the other hand, when we insist on the random oracle model, we rewrite $\mathcal{D}_{s k}^{\mathcal{H}}$ instead of $\mathcal{D}_{s k}$.

Definition 11 (PA). Let $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ be a public key encryption scheme, let $B$ be an adversary, let $\mathcal{P E}$ be an polynomial-time plaintext extractor. For any $k \in \mathbb{N}$
define

$$
\begin{gathered}
\operatorname{Succ}_{\mathcal{P} \mathcal{E}, \mathcal{B}, \Pi}^{\mathrm{PA}}(k)=\operatorname{Pr}\left[\mathcal{H} \leftarrow \Omega ;(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right) ;\left(\Lambda_{\mathcal{H}}, C, y\right) \leftarrow \operatorname{run} \mathcal{B}^{\mathcal{H}, \mathcal{E}_{p k}^{\mathcal{H}}}(p k):\right. \\
\left.\mathcal{P} \mathcal{E}\left(\Lambda_{\mathcal{H}}, C, y, p k\right)=\mathcal{D}_{s k}^{\mathcal{H}}(y)\right],
\end{gathered}
$$

where $\Lambda_{\mathcal{H}}=\left\{\left(h_{1}, H_{1}\right), \ldots,\left(h_{q_{H}}, H_{q_{H}}\right)\right\}, C=\left\{y_{1}, \ldots, y_{q_{E}}\right\}$, and $y \notin C$.
$\left(\Lambda_{\mathcal{H}}, C, y\right) \leftarrow \operatorname{run} \mathcal{B}^{\mathcal{H}, \mathcal{E}_{p k}^{\mathcal{H}}}(p k)$ denotes run $\mathcal{B}$ on input $p k$, oracles $\mathcal{H}$, and $\mathcal{E}_{p k}^{\mathcal{H}}$, recording $\mathcal{B}$ 's interaction with its oracles. $\Lambda_{\mathcal{H}}$ denotes the set of all $\mathcal{B}^{\prime}$ 's queries and the corresponding answers of $\mathcal{H}$. $C$ denotes the set of all answers received as the result of $\mathcal{E}_{p k}^{\mathcal{H}}$. Here, $C$ does not include the the corresponding queries from $\mathcal{B}$. Finally, $\mathcal{B}$ outputs $y$.

We say that $\mathcal{P E}$ is a $(t, \lambda(k))$-plaintext extractor if $\operatorname{Succ}_{\mathcal{P} \mathcal{E}, \mathcal{B}, \Pi}^{\mathcal{P A}}(k) \geq \lambda(k)$ and $\mathcal{P E}$ runs within at most running time $t$.

We say that $\Pi$ is secure in the sense of PA if $\Pi$ is secure in the sense of IND-CPA and there exists a $(t, \lambda(k))$-plaintext extractor $\mathcal{P E}$ where $t$ is polynomial in $k$ and $\lambda(k)$ is overwhelming in $k$.
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To demonstrate that the ElGamal-Extension scheme is secure using only two random numbers, a new pair GOAL and ATK are constructed called IND-CPA Pair. . The difference from IND-CPA is that, we also provide the adversary with the knowledge of a pair of plaintext-ciphertext. Intuitively, this pair does not provide any help for the adversary, since the adversary has ability to generate any pair she wants by herself in the public key encryption scheme. This is the refinement presented here and its purpose is explained later in Chapter 4.

Definition 12 (IND-CPA ${ }_{\text {PAIR }}$ ). Let $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ be a pair of probabilistic algo-
rithms for adversary, $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$. For $k \in \mathbb{N}$, denote the success event of $\mathcal{A}$ for $\Pi$ by

$$
\begin{aligned}
\operatorname{Succ}_{\mathcal{A}, \Pi}^{\text {IND-CPAPAIR }}(k)= & {\left[(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right) ;\left(x^{*}, x_{0}, x_{1}, \text { state }\right) \leftarrow \mathcal{A}_{1}(p k) ; b \leftarrow{ }_{R}\{0,1\} ;\right.} \\
& \left.y \leftarrow \mathcal{E}_{p k}\left(x_{b}\right) ; y^{*} \leftarrow \mathcal{E}_{p k}\left(x^{*}\right): \mathcal{A}_{2}\left(x_{0}, x_{1}, x^{*} \rightleftarrows y^{*}, \text { state }, y\right)=b\right] .
\end{aligned}
$$

We describe a supplementary explanation: $\mathcal{A}_{1}$ outputs $\left(x^{*}, x_{0}, x_{1}\right.$, state) is defined as before in Definition 9 and an additional plaintext $x^{*}$, where $\left|x^{*}\right|=\left|x_{0}\right|=\left|x_{1}\right|$. The encryption oracle encrypts $x_{b}$ to obtain $y$ according to a coin flipping $b$. It also encrypts $x^{*}$ to obtain a ciphertext $y^{*} . \mathcal{A}_{2}$ additionally has the input $x^{*} \rightleftarrows y^{*}$, where $x^{*} \rightleftarrows y^{*}$ denotes $x^{*}$ as the corresponding plaintext of the ciphertext $y^{*}$.

We denote the advantage of $\mathcal{A}$ for $\Pi$ as

$$
\operatorname{Adv}_{\mathcal{A}, \Pi}^{\operatorname{IND}-\operatorname{CPA}_{\text {PAIR }}}(k)=2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{IND}-\operatorname{CPA}_{\text {PAIR }}}(k)\right]-1 .
$$

We say that $\Pi$ is secure in the IND-CPAPAIR sense if for any adversary $\mathcal{A}$ being polynomial-time in $k, \operatorname{Adv}_{\mathcal{A}, \Pi}^{\text {IND-CPA }}$, $k$ ) is negligible in $k$.

## Chapter 3

## Security Analysis of ElGamal-Like Cryptosystem

### 3.1 Review of ElGamal Cryptosystem

Though the ElGamal cryptosystem operated in the quadratic residue modulo $p$ has been showed that is secure in the IND-CPA sense under the DiffieHellman assumption [83]. In order to state our results clearly and precisely in breaking the ElGamal-like cryptosystem [44] in Section 3.3, we begin with a review of the ElGamal cryptosystem which is not operated in the quadratic residue modulo $p$ and then show that is insecure against INDCPA.

Let $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ be the ElGamal cryptosystem.

- Key generation algorithm $\mathcal{K}:(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right), p k=(p, g, Y)$ and $s k=$ $(p, g, s)$, where $Y=g^{s} \bmod p,|p|=k, 1 \leq s \leq p-2$, and $\#<g>=p$. Let $\mathbb{G}_{p}$ be a group of prime order $p$ of the multiplicative group $\mathbb{Z}_{p}^{*}$.
- Encryption algorithm $\mathcal{E}$ :

$$
\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}(x, r)=\left(g^{r} \bmod p, x \cdot Y^{r} \bmod p\right),
$$

where message $x \in\{0,1\}^{k}, x<p$, and $r \leftarrow_{R}\{0,1\}^{k}$.

- Decryption algorithm $\mathcal{D}$ :

$$
x=\mathcal{D}_{s k}\left(y_{1}, y_{3}\right)=y_{3} \cdot\left(y_{1}^{s}\right)^{-1} \bmod p .
$$

### 3.2 Security Analysis

We can see that $g$ is a primitive root of $\mathbb{G}_{p}$ by employing the key generation algorithm $\mathcal{K}$ in Seciton 3.1. Below, we first give the following lemmas [26] and then show that encryption scheme is not secure in the IND-CPA sense.

Lemma 1. Let $p$ be a prime $>2$ and $g$ bea primitive root of $\mathbb{Z}_{p}^{*}$. Let $[x] \in \mathbb{Z}_{p}^{*}$. Then $x \in \mathrm{QR}_{p}$ if and only if $x=g^{\alpha} \bmod p$ some even number $\alpha, 0 \leq \alpha<p-1$.
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Lemma 2. The Legendre symbol is multiplicative in $x$

$$
\left(\frac{x y}{p}\right)=\left(\frac{x}{p}\right)\left(\frac{y}{p}\right)
$$

It means $[x y] \in \mathrm{QR}_{p}$ if and only if either both $[x],[y] \in \mathrm{QR}_{p}$ or both $[x],[y] \in$ $\mathrm{QNR}_{p}$.

Theorem 1. Let $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ be the ElGamal cryptosystem described in Section 3.1. An adversary $\mathcal{A}$ is a $\left(t^{\prime}, \epsilon^{\prime}\right)$-breaker for $\Pi\left(1^{k}\right)$ in IND-CPA if $\operatorname{Adv}_{\mathcal{A}, \Pi}^{\mathrm{CPA}}(k) \geq$ $\epsilon^{\prime}$ and $\mathcal{A}$ runs within at most running time $t$, where

$$
\epsilon^{\prime}=1 \text { and } t^{\prime} \leq t_{1}+3 \cdot t_{Q R}
$$

Proof. We construct a breaking algorithm $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ for $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ as follows.

```
Adversary: \(\mathcal{A}_{1}(p k)\)
    Obtain \(\left\{x_{0}, x_{1}\right\}\), where \(x_{0} \in \mathrm{QR}_{p}\) and \(x_{1} \in \mathrm{QNR}_{p}\)
    Return ( \(x_{0}, x_{1}\), state)
```

End.
Encryption oracle: $\mathcal{O}_{E N}\left(x_{0}, x_{1}, p k\right)$
$r \leftarrow_{R} \mathbb{Z}_{q}$
$b \leftarrow_{R}\{0,1\}$
$\left(y_{1}, y_{3}\right) \leftarrow \mathcal{E}_{p k}\left(x_{b}, r\right)$
Return $\left(y_{1}, y_{3}\right)$
End.

Adversary: $\mathcal{A}_{2}\left(x_{0}, x_{1}\right.$, state, $\left.\left(y_{1}, y_{3}\right)\right)$
CASE 1: $Y \in \mathrm{QR}_{p}$ and $y_{1} \in\left\{\mathrm{QR}_{p}, \mathrm{QNR}_{p}\right\}$ If $y_{3} \in \mathrm{QR}_{p}$, then outputs 0 If $y_{3} \in \mathrm{QNR}_{p}$, then outputs 1
CASE 2: $y_{1} \in \mathrm{QR}_{p}$ and $Y_{1} \in \mathrm{QNR}_{p}$ If $y_{3} \in \mathrm{QR}_{p}$, then outputs 0 If $y_{3} \in \mathrm{QNR}_{p}$, then outputs 1
CASE 3: $Y \in \mathrm{QNR}_{p}, y_{1} \in \mathrm{QNR}_{p}$
If $y_{3} \in Q^{2} R_{p}$, then outputs 0
If $y_{3} \in \mathrm{QR}_{p}$, then outputs 1

## End.

We now analyze the successful probability of adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$. We define the following events.
$\mathrm{E}_{1}$ be the event $\left(Y \in \mathrm{QR}_{p}\right) \wedge\left(y_{1} \in\left\{\mathrm{QR}_{p}, \mathrm{QNR}_{p}\right\}\right)$,
$\mathrm{E}_{2}$ be the event $\left(y_{1} \in \mathrm{QR}_{p}\right) \wedge\left(Y \in \mathrm{QNR}_{p}\right)$,
$\mathrm{E}_{3}$ be the event $\left(Y \in \mathrm{QNR}_{p}\right) \wedge\left(y_{1} \in \mathrm{QNR}_{p}\right)$.

Let $b^{\prime}$ be the output of $\mathcal{A}_{2}$. For Case 1, $Y=g^{s} \in \mathrm{QR}_{p}$. By Lemma 1, $s$ is even, no matter what $y_{1} \in \mathrm{QR}_{p}$, or $y_{1} \in \mathrm{QNR}_{p}$, we know that $Y^{r}=g^{s r} \in \mathrm{QR}_{p}$.

We see that $\mathcal{A}_{2}$ will output the correct $b^{\prime}=0\left(b^{\prime}=1\right)$ if and only if $y_{3} \in \mathrm{QR}_{p}$ $\left(y_{3} \in \mathrm{QNR}_{p}\right)$. This is due to the multiplicative property of Legendre symbol in Lemma 2 as follows.

$$
\left(\frac{y_{3}}{p}\right)=\left(\frac{x_{b}}{p}\right)\left(\frac{Y^{r}}{p}\right)
$$

Therefore, the condition probability $\operatorname{Pr}\left[b=b^{\prime} \mid \mathrm{E}_{1}\right]=1$ and the probability $\operatorname{Pr}\left[\mathrm{E}_{1}\right]$ $=1 / 2$. For the same reason, in CASE 2 , the condition probability $\operatorname{Pr}[b=$ $\left.b^{\prime} \mid \mathrm{E}_{2}\right]=1$. Note that $\left(y_{1} \in \mathrm{QR}_{p}\right) \wedge\left(Y \in \mathrm{QR}_{p}\right)$ is included in the event $\mathrm{E}_{1}$ and the probability $\operatorname{Pr}\left[\mathrm{E}_{1}\right]=1 / 4$. For CASE $3, Y \in \mathrm{QNR}_{p}$ and $y_{1} \in \mathrm{QNR}_{p}$, by Lemma 1, $s$ and $r$ are odd, $Y^{r}=g^{s r} \in \mathrm{QNR}_{p} . \mathcal{A}_{2}$ will output the correct $b^{\prime}=0\left(b^{\prime}=1\right)$ if and only if $y_{3} \in \mathrm{QR}_{p}\left(y_{3} \in \mathrm{QNR}_{p}\right)$. Thus, the condition probability $\operatorname{Pr}\left[b=b^{\prime} \mid \mathbf{E}_{3}\right]=1$ and the probability $\operatorname{Pr}\left[\mathrm{E}_{3}\right]=1 / 4$. By the law of total probability,

we have $\operatorname{Adv}_{\mathcal{A}, \Pi}^{\mathrm{CPA}}(k)=2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \Pi}^{\mathrm{CPA}}(k)\right]-1=1$.

Thus, we have the ability to distinguish the distinct plaintext $x_{0}$ and $x_{1}$. To secure against IND-CPA, for security parameter $k$, primes $p$ and $q$ are chosen such that $p=2 q+1$ ( $q$ is called a Sophie-Germain prime if $p$ is also a prime), where $|p|=k$ and $|q|=k-1$. Then a unique subgroup $\mathbb{G}_{q}$ of prime order $q$ of the multiplicative group $\mathbb{Z}_{p}^{*}$ and $g$ of $\mathbb{G}_{q}$ are defined. In other words, the key generation algorithm $\mathcal{K}$ should be modified as $\widehat{\mathcal{K}}$.

- Key generation algorithm $\widehat{\mathcal{K}}:(p k, s k) \leftarrow \widehat{\mathcal{K}}\left(1^{k}\right), p k=(p, g, Y)$ and $s k=$
$(p, g, s)$, where $Y=g^{s} \bmod p,|p|=k, p=2 q+1, \#<h>=p, g=h^{2} \bmod p$, $s \in \mathbb{Z}_{q}$, and $\#<g>=q$.

We can see that $g$ generates all the quadratic residues in $\mathbb{G}_{q}=\mathrm{QR}_{p}$. In order to make all the ciphertexts are in $\mathrm{QR}_{p}$ (the algorithm $\mathcal{A}$ cannot determine which message $x_{0} \in \mathrm{QR}_{p} / x_{1} \in \mathrm{QNR}_{p}$ is the corresponding plaintext according the ciphertext), there two are simple methods to achieve it:

Method 1. The messages for encrypting are always in $\mathrm{QR}_{p}$.

Method 2. If the message $x$ is in $\mathrm{QR}_{p}$, then we are done. Otherwise, $x$ is replaced by $-x=p-x \in \mathrm{QR}_{p}$. Since

$$
(-1)^{(p-1) / 2}=(-1)^{q}=-1 \bmod p, \text { where } q \text { is an odd number, }
$$

we have

$$
(-x)^{(p-1) / 2}=(-1)^{(p-1) / 2} \cdot(x)^{(p-1) / 2}=(-1) \cdot(-1)=1 \bmod p .
$$

A value is determined whether it is in $Q R_{p}$ or not can be computed efficiently by Euler's criterion in a polynomial-time. Let $t_{\mathrm{QR}}$ be the time of determining whether a value is in $\mathrm{QR}_{p}$ or not. Let $t_{1}$ be the time of choosing two messages $x_{0} \in \mathrm{QR}_{p}$ and $x_{1} \in \mathrm{QNR}_{p}$. Then, from the specification of $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, it runs within at most 3 times $t_{\mathrm{QR}}$ in CASE 2 or CASE 3. Hence, $t \leq t_{1}+3 \cdot t_{\mathrm{QR}}$ and it is in a polynomial-time.

### 3.3 Review of ElGamal-Like Cryptosystem

The ElGamal cryptosystem should employ the key generation algorithm $\widehat{\mathcal{K}}$ and choose messages from the subgroup $\mathbb{G}_{q}$ to ensure that the IND-CPA
sense. The security had been proven [83] is actually equivalent to the DDH problem.

Recall the ElGamal cryptosystem in Section 3.1. If the plaintext $x$ is larger than modulus $p$, it should be divided into $x_{1}, x_{2}, \cdots, x_{n}$ and the length of each $x_{i}$ is smaller than $|p|$. After dividing $x$, each $x_{i}$ is fed into the encryption algorithm $\mathcal{E}$ :

$$
\mathcal{E}_{p k}\left(y_{1, i}, y_{3, i}\right)=\mathcal{E}_{p k}\left(x_{i}, r_{i}\right)=\left(y^{r_{i}} \bmod p, x \cdot Y^{r_{i}} \bmod p\right)
$$

Note that $r_{i} \neq r_{j}(i \neq j)$, otherwise the cryptosystem is broken by the CPA. For example, the adversary chooses the plaintext $x_{1}$, and then she feds $x_{1}$ into the encryption algorithm $\mathcal{E}$. With the knowledge of the plaintextchiphertext $\left(x_{1},\left(y_{1,1}, y_{3,1}\right)\right)$, she can obtain $Y^{r_{1}} \bmod p$ by computing $y_{3,1}$. $\left(x_{1}\right)^{-1} \bmod p$ without the secret key $s_{n}$. Then, she can easily reveal other plaintexts $x_{2}, \cdots, x_{n}$ by computing $x_{i}=y_{3, i},\left(y_{1,1}^{s}\right)^{-1} \bmod p$, for $i=2$ to $n$. In other words, if $r_{i}=r_{j}(i \neq j)$, the cryptosystem is insecure in the OW-CPA sense.

## 1896

For encrypting a large message with efficient, Hwang et al. [44] modified some parts in the ElGamal cryptosystem, called the ElGamal-like cryptosystem. However, in this section, we will show that even if the ElGamal-like cryptosystem are given the same repair in Section 3.2, it is still insecure in the IND-CPA sense.

Let $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ be the ElGamal-like cryptosystem.

- Key generation algorithm $\mathcal{K}:(p k, s k) \leftarrow \mathcal{K}\left(1^{k}\right), p k=(p, g, Y)$ and $s k=(p, g, s)$, where $Y=g^{s} \bmod p,|p|=k, s \in \mathbb{Z}_{p}^{*}$, and $\#<g>=p$.
- Encryption algorithm $\mathcal{E}^{\prime}$ :
$\left(y_{1}, y_{2}, y_{3, i}\right)=\mathcal{E}_{p k}^{\prime}\left(x_{i}, r_{1}, r_{2}\right)=\left(g^{r_{1}} \bmod p, g^{r_{2}} \bmod p, x_{i} \cdot\left(Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2^{i}}\right) \bmod p\right)$,
where message $x \in\{0,1\}^{>k}, x$ is divided into $x_{1}, x_{2}, \cdots, x_{n}\left(\left|x_{1}\right|=\right.$ $\left|x_{2}\right|=\cdots=\left|x_{n-1}\right|, n=\lceil|x| / k\rceil,\left|x_{n}\right|=|x| \bmod k$, and each $\left.x_{i}<p\right)$ and $r_{1}, r_{2} \leftarrow_{R} \mathbb{Z}_{q}$. The notation $\oplus$ denotes as the bit-wise exclusive-or operation.
- Decryption algorithm $\mathcal{D}^{\prime}$ :

$$
\begin{aligned}
x_{i} & =\mathcal{D}_{s k}^{\prime}\left(y_{1}, y_{2}, y_{3, i}\right)=y_{3, i} \cdot\left(y_{1}^{s} \oplus\left(y_{2}^{s}\right)^{2^{i}}\right)^{-1} \bmod p \\
x & =x_{1} x_{2} \cdots x_{n} .
\end{aligned}
$$

This scheme is designed for encrypting large messages, which will more efficient than the ElGamal cryptosystem. Here, we consider the same situation in the ElGamal cryptosytem where the message $x<p$ is for encrypting as follows.


- Encryption algorithm $\mathcal{E}^{\prime}:$
$\left(y_{1}, y_{2}, y_{3}\right)=\mathcal{E}_{p k}^{\prime}\left(x, r_{1}, r_{2}\right)=\left(g^{r_{1}} \bmod p, g^{r_{2}} \bmod p, x \cdot\left(Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2}\right) \bmod p\right)$,
where message $x \in\{0,1\}^{k}, x<p$, and $r_{1}, r_{2} \leftarrow_{R}\{0,1\}^{k}$.
- Decryption algorithm $\mathcal{D}^{\prime}$ :

$$
x=\mathcal{D}_{s k}^{\prime}\left(y_{1}, y_{2}, y_{3}\right)=y_{3} \cdot\left(y_{1}^{s} \oplus\left(y_{2}^{s}\right)^{2}\right)^{-1} \bmod p
$$

### 3.4 Security Analysis

In the following theorem, we prove that the ElGamal-like cryptosystem in Section 3.3 is insure in the CPA sense and has the probability to make that cryptosystem failed.

Theorem 2. Let $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ be the ElGamal-like cryptosystem described in Section 3.3. An adversary $\mathcal{A}^{\prime}$ is a $\left(t^{\prime}, \epsilon^{\prime}\right)$-breaker for $\Pi^{\prime}\left(1^{k}\right)$ in IND-CPA if $\operatorname{Adv}_{\mathcal{A}^{\prime}, \Pi^{\prime}}^{\mathrm{CPA}}(k) \geq \epsilon^{\prime}$ with the event Fail it does not occur, and $\mathcal{A}^{\prime}$ runs within at most running time $t^{\prime}$, where

$$
\epsilon^{\prime}=1 \text { and } t^{\prime} \leq t_{1}+3 \cdot t_{Q R}
$$

Proof. We give a simple example and then analyze the results as follows. In the key generation algorithm $\mathcal{K}$, for $p_{=7} 7$, we select a generator $g=5$ of $\mathbb{Z}_{p}^{*}$ and thus $\mathrm{QR}_{p}=\{1,2,4\}$ and $\mathrm{QNR}_{p}=\{3,5 ; 6\}$. By Lemma 1, $\left(Y^{r_{2}}\right)^{2} \bmod$ $p \in \mathrm{QR}_{p}$. We consider the following situations.
$\underline{\text { SITUATION 1: } Y^{r_{1}} \bmod p \in \mathrm{QR}_{p}}$
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The values of computing $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p$ are in the set $S_{1}=\{1 \oplus 1 \bmod$ $7,1 \oplus 2 \bmod 7,1 \oplus 4 \bmod 7,2 \oplus 1 \bmod 7,2 \oplus 2 \bmod 7,2 \oplus 4 \bmod 7,4 \oplus 1 \bmod 7,4 \oplus$ $2 \bmod 7,4 \oplus 4 \bmod 7\}=\{0,3,5,3,0,6,5,6,0\}$.

SITUATION 2: $Y^{r_{1}} \bmod p \in \mathrm{QNR}_{p}$
The values of computing $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p$ are in the set $S_{2}=\{1 \oplus 3 \bmod$ $7,1 \oplus 5 \bmod 7,1 \oplus 6 \bmod 7,2 \oplus 3 \bmod 7,2 \oplus 5 \bmod 7,2 \oplus 6 \bmod 7,4 \oplus 3 \bmod 7,4 \oplus$ $5 \bmod 7,4 \oplus 6 \bmod 7\}=\{2,4,0,1,0,4,0,1,2\}$.

We can see that the values of $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p$ has the probability to be 0 , no matter what plaintext $x$ is input to encrypt algorithm $\mathcal{E}^{\prime}$, the value of
$y_{3}=x \cdot\left(Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2}\right) \bmod p$ is equal to 0 . The encrypt algorithm $\mathcal{E}^{\prime}$ is failed, together with the decrypt algorithm $\mathcal{D}^{\prime}$. We first analyze the probability of $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ crashed. Let Fail, $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p=0$, be the event that $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ crashed. By lemma 1, if the value $Y^{r_{1}}=g^{s r_{1}} \bmod p \in \mathrm{QR}_{p}$, then $s \cdot r_{1}$ is even; that either $r_{1}$ or $s$ are even, which happen with probability $\operatorname{Pr}\left[Y^{r_{1}} \in \mathrm{QR}_{p}\right]=3 / 4$ and the complement $\operatorname{Pr}\left[Y^{r_{1}} \in \mathrm{QNR}_{p}\right]=1 / 4$. We can obtain the probability of Fail as follows.

$$
\begin{aligned}
\operatorname{Pr}[\text { Fail }]= & \operatorname{Pr}\left[\text { Fail } \mid Y^{r_{1}} \in \mathrm{QR}_{p}\right] \cdot \operatorname{Pr}\left[Y^{r_{1}} \in \mathrm{QR}_{p}\right] \\
& +\operatorname{Pr}\left[\text { Fail } \mid Y^{r_{1}} \in \mathrm{QNR}_{p}\right] \cdot \operatorname{Pr}\left[Y^{r_{1}} \in \mathrm{QNR}_{p}\right] \\
= & \frac{3}{9} \cdot \frac{3}{4}+\frac{3}{9} \cdot \frac{1}{4} \\
= & \frac{1}{3} .
\end{aligned}
$$

If the encryption algorithm $\mathcal{E}^{\prime}$ chooses $r_{1}$ or $r_{2} \leftarrow_{R}\{0,1\}^{k}$ again to avoid the case $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p=0$, we still can construct a breaking algorithm $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ in the IND-CPA sense for $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$.

Adversary: $\mathcal{A}_{1}^{\prime}(p k)$


Obtain $\left\{x_{0}, x_{1}\right\}$, where $x_{0} \in \mathrm{QR}_{p}$ and $x_{1} \in \mathrm{QNR}_{p}$ Return $\left(x_{0}, x_{1}\right.$, state)

## End.

Encryption oracle: $\mathcal{O}_{E N}\left(x_{0}, x_{1}, p k\right)$

$$
r_{1}, r_{2} \leftarrow_{R} \mathbb{Z}_{q}
$$

$$
b \leftarrow_{R}\{0,1\}
$$

$$
\left(y_{1}, y_{2}, y_{3}\right)=\mathcal{E}_{p k}^{\prime}\left(x_{b}, r_{1}, r_{2}\right)
$$

$$
=\left(g^{r_{1}} \bmod p, g^{r_{2}} \bmod p, x_{b} \cdot\left(Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2}\right) \bmod p\right)
$$

Return $\left(y_{1}, y_{2}, y_{3}\right)$

## End.

Adversary: $\mathcal{A}_{2}^{\prime}\left(x_{0}, x_{1}\right.$, state, $\left.\left(y_{1}, y_{2}, y_{3}\right)\right)$
CASE 1: $Y \in \mathrm{QR}_{p}$ and $y_{1} \in\left\{\mathrm{QR}_{p}, \mathrm{QNR}_{p}\right\} / / Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p \in \mathrm{QR}_{p}$ If $y_{3} \in \mathrm{QR}_{p}$, then outputs 0
If $y_{3} \in \mathrm{QNR}_{p}$, then outputs 1
CASE 2: $y_{1} \in \mathrm{QR}_{p}$ and $Y \in \mathrm{QR}_{p}$ If $y_{3} \in \mathrm{QR}_{p}$, then outputs 0 If $y_{3} \in \mathrm{QNR}_{p}$, then outputs 1
CASE 3: $Y \in \mathrm{QNR}_{p}, y_{1} \in \mathrm{QNR}_{p} / / Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p \in \mathrm{QNR}_{p}$ If $y_{3} \in \mathrm{QNR}_{p}$, then outputs 0 If $y_{3} \in \mathrm{QR} \mathrm{R}_{p}$, then outputs 1

## End.

The successful probability of adversary $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ is similar to $\mathcal{A}=$ $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ in Section 3.2 if $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ is not crashed, i.e., Fail does not occur. By the multiplicative property of Legendre symbol,

$$
\left(\frac{y_{3}}{p}\right)=\left(\frac{x_{b}}{p}\right)\left(\frac{Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2}}{p}\right),
$$

the conditional probability $\operatorname{Pr}\left[\operatorname{Adv}_{\mathcal{A}^{\prime}, \Pi^{\prime}}^{\mathrm{CPA}}(k) \mid \neg\right.$ Fail $]$ is equal to 1 and $\operatorname{Adv}_{\mathcal{A}^{\prime}, \Pi^{\prime}}^{\mathrm{CA}}(k)=$ $2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi^{\prime}}^{\mathrm{CPA}}(k) \mid \neg\right.$ Fail $]-1=1$. For the same reason, from the specification of $\mathcal{A}^{\prime}$, it runs within at most $t^{\prime} \leq t_{1}+3 \cdot t_{\mathrm{QR}}$.
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If we attempt to repair this scheme $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ as the same fashion in Section 3.2, the key generation algorithm $\mathcal{K}$ is replaced as $\widehat{\mathcal{K}}$, and then the cryptosystem becomes $\Pi^{\prime \prime}=\left(\widehat{\mathcal{K}}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$. The following theorem will show that $\Pi^{\prime \prime}=\left(\widehat{\mathcal{K}}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ is still insecure in the IND-CPA sense.

Theorem 3. Let $\Pi^{\prime \prime}=\left(\widehat{\mathcal{K}}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ be the ElGamal-like cryptosystem operated in $Q R_{p}$. An adversary $\mathcal{A}^{\prime \prime}$ is a $\left(t^{\prime \prime}, \epsilon^{\prime \prime}\right)$-breaker for $\Pi^{\prime \prime}\left(1^{k}\right)$ in IND-CPA if $\operatorname{Adv}_{\mathcal{A}^{\prime \prime}, \Pi^{\prime \prime}}^{\mathrm{CPA}}(k) \geq$ $\epsilon^{\prime \prime}$ with the event Fail does not occur, and $\mathcal{A}^{\prime \prime}$ runs within at most running time $t^{\prime \prime}$, where

$$
\epsilon^{\prime \prime}=1 \text { and } t^{\prime \prime} \leq t_{1}+t_{Q R}
$$

Proof. We also give an example for the key generation algorithm $\widehat{\mathcal{K}}$, where $q=3, p=2 q+1=7, h=5, g=h^{2} \bmod p=4$. Obviously, $g \in \mathrm{QR}_{p}$, therefore, the group is in $\mathrm{QR}_{p}$, where $\mathrm{QR}_{p}=\{1,2,4\}$. The value of $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p$ are in the set $S_{1}$ as the same as in SITUATION 1 of Theorem 2. $\Pi^{\prime \prime}=\left(\widehat{\mathcal{K}}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ has the probability to fail as follows:

$$
\begin{aligned}
\operatorname{Pr}[\text { Fail }] & =\operatorname{Pr}\left[\text { Fail } \mid Y^{r_{1}} \in \mathrm{QR}_{p}\right] \cdot \operatorname{Pr}\left[Y^{r_{1}} \in \mathrm{QR}_{p}\right] \\
& =\frac{3}{9} \cdot 1 \\
& =\frac{1}{3}
\end{aligned}
$$

A breaking algorithm $\mathcal{A}^{\prime \prime}=:\left(\mathcal{A}_{1}^{\prime \prime}, \mathcal{A}_{2}^{\prime \prime}\right)$ in the IND-CPA sense for $\Pi^{\prime \prime}=\left(\widehat{\mathcal{K}}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ is as follows:

Adversary: $\mathcal{A}_{1}^{\prime \prime}(p k)$
Obtain $\left\{x_{0}, x_{1}\right\}$, where $x_{0} \in \mathrm{QR}_{p}$ and $x_{1} \in \mathrm{QNR}_{p}$ Return ( $x_{0}, x_{1}$, state)
End.

Encryption oracle:


End.

Adversary: $\mathcal{A}_{2}^{\prime \prime}\left(x_{0}, x_{1}\right.$, state,$\left.\left(y_{1}, y_{2}, y_{3}\right)\right)$
CASE 1: If $y_{3} \in \mathrm{QR}_{p}$, then outputs 1
CASE 2: If $y_{3} \in \mathrm{QNR}_{p}$, then outputs 0

## End.

Except the values when $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p=0$, the Legendre symbol of
$Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p$ is

$$
\left(\frac{Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2}}{p}\right)=-1
$$

By the multiplicative property of Legendre symbol,

$$
\left(\frac{y_{3}}{p}\right)=\left(\frac{x_{b}}{p}\right)\left(\frac{Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2}}{p}\right)
$$

we can determine $x_{b}$ is $x_{0} \in \mathrm{QR}_{p}$ or $x_{1} \in \mathrm{QNR}_{p}$, according to the Legendre symbol $\left(\frac{y_{3}}{p}\right)$. This forms CASE 1 and CASE 2 of $\mathcal{A}_{2}^{\prime \prime}$, respectively. The advantage of $\mathcal{A}^{\prime \prime}$ for $\Pi^{\prime \prime}$ is $\operatorname{Adv}_{\mathcal{A}^{\prime \prime}, \Pi^{\prime \prime}}^{\mathrm{CPA}}(k)=2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime \prime}, \Pi^{\prime \prime}}^{\mathrm{CPA}}(k) \mid \neg\right.$ Fail $]-1=1$.

From the specification of $\mathcal{A}^{\prime \prime}$, it runs within at most $t^{\prime \prime} \leq t_{1}+t_{\mathrm{QR}}$. Obviously, the both breaking algorithms $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ and $\mathcal{A}^{\prime \prime}=\left(\mathcal{A}_{1}^{\prime \prime}, \mathcal{A}_{2}^{\prime \prime}\right)$ are in a polynomial time in Theorem 2 and Theorem 3, respectively.

We can see that no matter what the ElGamal-like cryptosystem employs $\mathcal{K}$ or $\widehat{\mathcal{K}}$, the scheme is insecure in the IND-CPA sense, even the cryptosystem will be failed to encrypt and/or decrypt. Though the probability of event Fail will decrease when we chose a large prime $q$ or $p$ (the security parameter $k$, for both cryptosystems $\Pi^{\prime}=\left(\mathcal{K}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$ and $\Pi^{\prime \prime}=\left(\widehat{\mathcal{K}}, \mathcal{E}^{\prime}, \mathcal{D}^{\prime}\right)$, the values after exclusive-or operation may not in the group $\mathbb{G}_{p}$ and $\mathbb{G}_{q}$, respectively. This results in their scheme is insecure in the IND-CPA sense.

The ElGamal cryptosystem has been proven to be secure in the IND-CPA sense in the standard model if the operation is in $\mathrm{QR}_{p}$ [83]. The IND-CPA sense is considered as a basic requirement for most provably secure public public key cryptosystems. In many applications, plaintexts may information which can be guessed easily such as in a BUY/SELL instruction to a stock broker.

In this chapter, we precisely show that the ElGamal cryptosystem is insecure in the IND-CPA sense if the operation is in not $\mathrm{QR}_{p}$. For the ElGamal-like cryptosystem, we give two simple examples to prove it is insecure in the IND-CPA sense either operated in $\mathrm{QR}_{p}$ or not (employ the key generation $\mathcal{K}$ or $\widehat{\mathcal{K}})$. Besides, the cryptosystem has the probability to be crashed when $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2} \bmod p=0$. Since the exclusive-or operation is not suitable for the group operation, the computed values cannot be expected in that group.

However, the motivation for encrypting large messages in public public key cryptosystem is practical, since they have bad compared to symmetric cryptosystems. Attempt to propose a public key cryptosystem for encrypting large messages and proven GOAL-ATK security in the RO or standard model is exhilaratingly.

In the next chapter, an efficient conversion from the semantically secure ElGamal encryption scheme against chosen-plaintext attacks to a semantically secure extension of the ElGamal encryption scheme against adaptive chosen-ciphertext attacks in the random oracle model is presented. In the encryption algorithm of the converted scheme, only two random numbers are generated for each encryption. The result of the converted version of the ElGamal encryption scheme not only provides a higher security level but also is more efficient than the ElGamal encryption scheme when encrypting a large plaintext. An analyses of the modified encryption scheme is given to demonstrate its enhanced security.

## Chapter 4

## An ElGamal-Extension Cryptosystem

### 4.1 ElGamal-Extension Cryptosystem

Here, we again briefly review the ElGamal encryption scheme (this is the same as in Section 3.1 but we change some parameters for easy-to-read) and show that how to extend the the ElGamal encryption scheme for encrypting a large plaintext.


ElGamal Encryption Scheme $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$
Let $\Pi=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ be the ElGamal encryption scheme, which is secure in the IND-CPA sense [83].

- Key generation algorithm $\mathcal{K}:(p k, s k) \leftarrow \mathcal{K}\left(1^{k_{0}+2 k_{1}+l}\right), p k=(p, q, g, Y)$ and $s k=(p, q, g, s)$, where $Y=g^{s} \bmod p,|p|=k=k_{0}+2 k_{1}+l$, $s \in \mathbb{Z} / q \mathbb{Z}, q \mid p-1$, and $\#<g>=q$.
- Encryption algorithm $\mathcal{E}$ :

$$
\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}(x, r)=\left(g^{r} \bmod p, x \cdot Y^{r} \bmod p\right),
$$

where the plaintext $x \in\{0,1\}^{k}$ (the plaintext should be chosen from a subgroup [83], however, to simply the notation, we release this restriction.) and $r \in_{R} \mathbb{Z}_{q}$.

- Decryption algorithm $\mathcal{D}$ :

$$
x=\mathcal{D}_{s k}\left(y_{1}, y_{3}\right)=y_{3} \cdot\left(y_{1}^{s}\right)^{-1} \bmod p
$$

If the plaintext $x>p(|x|>k)$, it should be divided into several pieces, says $x_{1}, \ldots, x_{n}$, where $x_{i}<p\left(\left|x_{i}\right|<k\right)$. For each $x_{i}$, the random number $r$ should be chosen distinct in the encryption algorithm.

## ElGamal-Extension Encryption Scheme $\bar{\Pi} \overline{\overline{\mathcal{E}}}(\overline{\mathcal{K}}, \overline{\mathcal{E}}, \overline{\mathcal{D}})$

Let $\bar{\Pi}=(\overline{\mathcal{K}}, \overline{\mathcal{E}}, \overline{\mathcal{D}})$ be the ElGamal-Extension encryption scheme.

- Key generation algorithm $\overline{\mathcal{K}}:(p k, s k) \leftarrow \overline{\mathcal{K}}\left(1^{k}\right)=\mathcal{K}\left(1^{k}\right)$.

The key generation algorithm $\overline{\mathcal{K}}$ is the same as in $\mathcal{K}$.

- Hash functions $\mathcal{H}$ and $\mathcal{J}$ :

$$
\mathcal{H}:\{0,1\}^{k_{0}+2 k_{1}} \rightarrow\{0,1\}^{l}, \mathcal{J}:\{0,1\}^{k} \rightarrow\{0,1\}^{k}
$$

- Encryption algorithm $\overline{\mathcal{E}}$ :

A large plaintext $x$ is divided into $x_{1}, x_{2}, \cdots, x_{n}$ subtexts.

$$
\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3, i}^{\prime}\right)=\overline{\mathcal{E}}_{p k}\left(x_{i}, r_{1}, r_{2}\right)
$$

1. Concatenate $X_{i}=x_{i}\left\|r_{1}\right\| r_{2}$, where $x_{i} \in\{0,1\}^{k_{0}}, r_{1}, r_{2} \in_{R}\{0,1\}^{k_{1}} \in$ $\mathbb{Z}_{q}$, and || denotes concatenation.
2. Compute $J_{i}=\mathcal{J}\left(i \cdot Y^{r_{2}} \bmod p\right)$.
3. Compute $\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}\left(X_{i} \| \mathcal{H}\left(X_{i}\right), r_{1}\right)=\left(g^{r_{1}} \bmod p,\left(X_{i} \| \mathcal{H}\left(X_{i}\right)\right)\right.$. $\left.Y^{r_{1}} \bmod p\right)$.
4. Compute $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3, i}^{\prime}\right)=\left(y_{1}, g^{r_{2}} \bmod p, y_{3} \cdot J_{i} \bmod p\right)$.

- Decryption algorithm $\overline{\mathcal{D}}$ :

$$
x_{i}=\overline{\mathcal{D}}_{s k}\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3, i}^{\prime}\right)
$$

1. Compute $J_{i}=\mathcal{J}\left(i \cdot y_{2}^{\prime s} \bmod p\right)$.
2. Compute $W_{i}=\mathcal{D}_{s k}\left(y_{1}^{\prime}, y_{3, i}^{\prime} \cdot J_{i}^{-1} \bmod p\right)$.
3. Output

$$
\left\{\begin{array}{l}
{\left[W_{i}\right]^{k_{0}}, \text { if } \mathcal{H}\left(\left[W_{i}\right]^{k_{0}+2 k_{1}}\right)=\left[W_{i}\right]_{l}} \\
\text { null, otherwise }
\end{array}\right.
$$

The notations of $\left[W_{i}\right]^{a}$ and $\left[W_{i}\right]_{b}$ denote the first $a$-bit and the last $b$-bit of $W_{i}$, respectivêly

Finally, the whole plaintext $x$ can be concatenated as $x_{1}\|\cdots\| x_{n}$.
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To understand what the ElGamal-Extension encryption scheme can achieve consider the following. The ElGamal encryption scheme is long and involved and there is an additional random value $J_{i}$ for each $x_{i}$. Even if there are only two random numbers $r_{1}$ and $r_{2}$, the hash value $J_{i}$ still makes the encryption scheme probabilistic. If the adversary can obtain the hash value $\mathcal{J}\left(i \cdot Y^{r_{2}} \bmod p\right)$, she is still faced with the of breaking the ElGamal encryption scheme, i.e. $D_{s k}\left(y_{1}^{\prime}, y_{3}^{\prime} \cdot J_{i}^{-1} \bmod p\right)=W_{i}$. It already knows the ElGamal encryption scheme is IND-CPA secure [83] under the DDH assumption, in which the adversary cannot obtain any bit about the plaintext $W_{i}=x_{i}\left\|r_{1}\right\| r_{2} \| \mathcal{H}\left(X_{i}\right)$.

Furthermore, to compute the hash value $\mathcal{J}\left(i \cdot Y^{r_{2}} \bmod p\right)$ with the knowledge of the public key $Y$ and the value $y_{2}^{\prime}$ is equivalent to solve the Computational Diffie-Hellman (CDH) assumption in Definition 5, which is weaker than the DDH assumption in the same group [71]. If the DDH assumption is held in the group, then the CDH assumption must be held in that group. Therefore, the security of the proposed scheme can be solely based on the DDH assumption.

To reveal other plaintext $x_{j}$ 's, the adversary cannot compute $J_{j}(\forall j \neq i)$ under the assumption of hash function $\mathcal{J}(\cdot)$, since the values of $J_{i}$ and $J_{j}$ are nonlinearly related. To meet IND-CCA2, the plaintext $x_{i}$ is protected under the hash function $\mathcal{H}(\cdot)$ to ensure the data integrity and has a data integrity validating step in the decryption algorithm. Without this validating step, the adversary could trivially generate ciphertext for which the corresponding plaintext is unknown. To do this, she just outputs the random strings. In the next section, we give the analyses of the reduction for proving its securities.
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### 4.2 Security Analysis

In this section, our first goal is to show that the ElGamal-Extension encryption scheme is secure in the IND-CCA2 sense via Proposition 2. Theorem 4 and Theorem 5 shows that there is a plaintext extractor in the ElGamalExtension encryption and is secure in the IND-CPA sense, respectively. Here, we only consider that the plaintext $x$ is smaller than $p$. The sequence number $i$ of $x_{i}$ presented in the ElGamal-Extension encryption scheme is omit-
ted. The sequence number is involved in the ElGamal-Extension encryption scheme to show how the security notation IND-CPA PAIR is achieved when using only two random numbers.

Theorem 4 (Plaintext extractor $\mathcal{P E}$ of $\bar{\Pi})$. If there exists a $\left(t, q_{\mathcal{H}}, q_{\mathcal{J}}\right)$-adversary $\mathcal{B}$, then there exists a constant $c$ and $a\left(t^{\prime}, \lambda(k)\right)$-plaintext extractor $\mathcal{P E}$ such that

$$
t^{\prime}=t+q_{\mathcal{J}} q_{\mathcal{H}}\left(t_{\mathcal{E}_{p k}}+c\right) \text { and } \lambda(k)=1-\left(q_{\mathcal{J}} \cdot 2^{-k}+\left|H_{s}\right| \cdot 2^{-l}\right) \text {. }
$$

$t_{\mathcal{E}_{p k}}$ denotes the computational running time of the encryption algorithm $\mathcal{E}_{p k}$ and $\left|H_{s}\right|$ denotes the number of pairs $\left(h, H_{v}\right)$ in the set $H_{s}$ such that $\left(y_{1}^{\prime}, y_{3}^{\prime} \cdot\left(Y^{\left[\left[h_{v}\right]_{k_{1}}\right] k_{k_{1}}}\right)^{-1} \bmod \right.$ $p)=\mathcal{E}_{p k}\left(h \| H_{v},\left[[h]_{2 k_{1}}\right]^{k_{1}}\right)$ in the following specification of $\mathcal{P E}$.

Proof. We construct a plaintext extractor $\mathcal{P E}$ as follows:

```
Extractor: \(\mathcal{P} \mathcal{E}\left(\Lambda_{\mathcal{H}}, \Lambda_{\mathcal{J}}, C,\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right), p k\right)\)
    For \(u=1, \cdots, q_{\mathcal{J}}\) do wivilly
            For \(v=1, \cdots, q_{\mathcal{H}}\) do
            \(\left(y_{1}, y_{3}\right) \leftarrow\left(y_{1}^{\prime}, y_{3}^{\prime}=J_{u}^{-1} \bmod p\right)\)
            If \(\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}\left(h_{v} \| H_{v},\left[\left[h_{v}\right]_{2 k_{1}}\right]^{k_{1}}\right)\)
                If \(\left.j_{u}=Y\left\{\left[h_{u}\right]_{2 k_{1}}\right] h_{1} \bmod p\right]\)
                    then \(x \leftarrow\left[h_{v}\right]^{k_{0}}\) and break
            Else \(x \longleftarrow\) null
    Return \(x\)
```

End.

Let $c$ be the computation time of comparing two strings is equal or not, and some overhead. From the specification of $\mathcal{P E}$, it runs within $t+q_{\mathcal{J}} q_{\mathcal{H}}\left(t_{\mathcal{E}_{p k}}+c\right)$.

Since there exists an additional random oracle $\mathcal{J}(\cdot), \Lambda_{\mathcal{J}}=\left\{\left(j_{1}, J_{1}\right), \ldots\right.$, $\left.\left.\left(j_{q_{\mathcal{J}}}, J_{q_{\mathcal{J}}}\right)\right)\right\}$ denotes the set of all $\mathcal{B}^{\prime}$ s queries and the corresponding answers of $\mathcal{J}(\cdot)$. Intuitionally, the plaintext $x$ together with the random numbers $r_{1}, r_{2}$ are inputs to the random oracle $\mathcal{H}(\cdot)$. Moreover, all the answers
to queries should be obtained by the random oracles in the random oracle model. Furthermore, those queries and the corresponding answers are recorded in the lists $\Lambda_{\mathcal{H}}$ and $\Lambda_{\mathcal{J}}$. Any generation of valid ciphertext should be obtained via that step. Hence, upon input of the valid ciphertext, $\mathcal{P E}$ can find out the corresponding plaintext by watching the lists $\Lambda_{\mathcal{H}}$ and $\Lambda_{\mathcal{J}}$.

Now the probability that $\mathcal{P E}$ correctly outputs the plaintext $x$, that is $x=$ $\overline{\mathcal{D}}_{s k}\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$. Consider the following events.
Con1^Con2: the product of events Con1 and Con2, which is assigned to be true if there exists $(j, J)$ in the list $\Lambda_{\mathcal{J}}$ and $(h, H)$ in the list $\Lambda_{\mathcal{H}}$ such that the conditions $\left(y_{1}, y_{3}\right)==\mathcal{E}_{p k}\left(h_{v} \| H_{v},\left[\left[h_{v}\right]_{2 k_{1}}\right]^{k_{1}}\right)$ and $j_{u}==Y^{\left[\left[h_{v}\right]_{2 k_{1}}\right]_{k_{1}}} \bmod p$ in the specification of $\mathcal{P E}$ hold. Two conditions are separately denoted as Con1 and Con2.

Fail: an event assigned to be true if $x \neq \overline{\mathcal{D}}_{s k}\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$.

We now bound the failure probability as follows:

$$
\begin{aligned}
\operatorname{Pr}[\text { Fail }]= & \operatorname{Pr}[\text { Fail Con1 } \wedge \text { Con2 }] \cdot \operatorname{Pr}[\text { Con1 } \wedge \text { Con2 }]+ \\
& \operatorname{Pr}[\text { Fail } \mid \text { Con1 } \wedge \neg \text { Con2 }] \cdot \operatorname{Pr}[\text { Con1 } \wedge \neg \text { Con2 }]+ \\
& \operatorname{Pr}[\text { Fail } \mid \neg \text { Con1 }] \cdot \operatorname{Pr}[\neg \text { Con1 }] \\
\leq & \operatorname{Pr}[\text { Fail } \mid \text { Con1 } \wedge \text { Con2 }]+\operatorname{Pr}[\text { Con1 } \wedge \neg \text { Con2 }] \\
& \operatorname{Pr}[\text { Fail } \mid \neg \text { Con1 }]
\end{aligned}
$$

In the following, we upper bound $\operatorname{Pr}[$ Fail $\mid$ Con1 $\wedge$ Con2 $], \operatorname{Pr}[$ Con1 $\wedge \neg$ Con2], and $\operatorname{Pr}[$ Fail $\mid \neg$ Con1] , respectively.

The specification of $\mathcal{P E}$ is as follows. If Con1 $\wedge$ Con2 is true then $\mathcal{P E}$ never fails to guess the plaintext $x$ and hence $\operatorname{Pr}[$ Fail $\mid$ Con1 $\wedge$ Con2 $]=0$.

We further upper bound $\operatorname{Pr}[\operatorname{Con} 1 \wedge \neg$ Con2] as follows:

$$
\operatorname{Pr}[\text { Con1 } \wedge \neg \text { Con2 }] \leq \operatorname{Pr}[\text { Con1 } \mid \neg \text { Con2 }]
$$

When $\neg$ Con2 is true, there is a $J_{u}$ in the list $\Lambda_{\mathcal{J}}$ such that $\left(y_{1}^{\prime}, y_{3}^{\prime} \cdot J_{u}^{-1} \bmod \right.$ $p)==\mathcal{E}_{p k}\left(h_{v} \| H_{v},\left[\left[h_{v}\right]_{2 k_{1}}\right]^{k_{1}}\right)$. Under the random oracle model assumption in Definition 8 , the probability of such $J_{u}$ is $2^{-k}$. The conditional probability $\operatorname{Pr}\left[\right.$ Con1 $\mid \neg$ Con2] is $q_{\mathcal{J}} \cdot 2^{-k}$.

For $\operatorname{Pr}[$ Fail $\mid \neg$ Con1], $\neg$ Con1 is true and $\mathcal{P E}$ outputs null. That is, it guesses $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$ is a invalid ciphertext. Therefore, Fail is true implies $\mathcal{B}$ outputs the valid ciphertext $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$. For a fixed $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$ and $J=\mathcal{J}\left(Y^{\left.\left[\left[h_{v}\right]_{k_{1}}\right]\right]_{k_{1}}} \bmod \right.$ $p)$, let $H_{s}$ be the set of $\left(h, H_{v}\right)$ such that $\left(y_{1}^{\prime}, y_{3}^{\prime} \cdot J^{-1} \bmod p\right)=\mathcal{E}_{p k}\left(h \| H_{v},\left[[h]_{2 k_{1}}\right]^{k_{1}}\right)$. Then since $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right) \notin C=\left\{\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)_{1}, \cdots,\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)_{q_{E}}\right\}$ and hence $\mathcal{D}_{s k}\left(\left(y_{1}^{\prime}, y_{3}^{\prime}\right.\right.$. $\left.\left.J^{-1} \bmod p\right)_{i}\right) \neq h \| \mathcal{H}(h)$ for every $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)_{i} \in C$. For a fixed $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$ and a fixed $h$, since $\mathcal{B}$ doesn't ask query $h$ to oracle $\mathcal{H}(\cdot)$,

where $\left|H_{s}\right|$ denotes the number of pairs in $H_{s}$. Obviously, $\left|H_{s}\right|$ is small.

We conclude that $\operatorname{Pr}[$ Fail $] \leq q_{\mathcal{J}} \cdot 2^{-k}+\left|H_{s}\right| \cdot 2^{-l}$. Hence, $\lambda(k)=1-\operatorname{Pr}[$ Fail $]=$ $1-\left(q_{\mathcal{J}} \cdot 2^{-k}+\left|H_{s}\right| \cdot 2^{-l}\right)$.

Theorem 5 ( $\bar{\Pi}$ : IND-CPA). If there exists $a\left(t, q_{\mathcal{H}}, q_{\mathcal{J}}, \epsilon\right)$-breaker $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ for $\bar{\Pi}$ in the IND-CPA sense in the random oracle model, then there exists a constants $c$ and $a\left(t^{\prime}, 0,0, \epsilon^{\prime}\right)$-breaker $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ for $\Pi$ in the IND-CPA sense in the standard model, where

$$
t^{\prime}=t+q_{\mathcal{H}} \cdot c+q_{\mathcal{J}} \cdot c \text { and } \epsilon^{\prime}=\epsilon-q_{\mathcal{H}} \cdot 2^{-\left(2 k_{1}-2\right)} .
$$

Proof. We construct a breaking algorithm $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ in the IND-CPA and standard model setting by using $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ as an oracle.

Firstly, $\mathcal{A}^{\prime}$ initiates two lists $\Lambda_{\mathcal{H}}$ and $\Lambda_{\mathcal{J}}$, to empty. Basically, when $\mathcal{A}$ asks query $h$ and $j, \mathcal{A}^{\prime}$ simulates two random oracles $\mathcal{H}(\cdot)$ and $\mathcal{J}(\cdot)$ as follows: If $h$ has not been asked in the list $\Lambda_{\mathcal{H}}, \mathcal{A}^{\prime}$ provides a random string $H$ of length $l$-bit, and adds an entry $(h, H)$ to the list $\Lambda_{\mathcal{H}}$. Similarly, if $j$ has not been asked in the list $\Lambda_{\mathcal{J}}, \mathcal{A}^{\prime}$ provides a random string $J$ of length $k$-bit, and adds an entry $(j, J)$ to the list $\Lambda_{\mathcal{J}}$. When $\mathcal{A}_{1}$ halts and outputs ( $x_{0}, x_{1}$, state), $\mathcal{A}_{1}^{\prime}$ outputs ( $x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}$, state) where $\gamma_{0}, \gamma_{1}$ are $\left(2 k_{1}\right)$-bit random strings and $\beta_{0}, \beta_{1}$ are $l$-bit random strings.

```
Adversary: \(\mathcal{A}_{1}^{\prime}(p k)\)
    \(\Lambda_{\mathcal{H}}, \Lambda_{\mathcal{J}} \leftarrow\) empty
    Run \(\mathcal{A}_{1}(p k)\)
            Do while \(\mathcal{A}_{1}\) does not make \(\mathcal{H}\)-query \(h\) and \(\mathcal{J}\)-query \(j\)
                If \(\mathcal{A}_{1}\) makes \(\mathcal{J}\)-query \(\mathcal{j}\),
```



```
                    Put \((j, J)\) on \(\Lambda_{\mathcal{J}}\)
                            Answer \(J\) to \(\mathcal{A}_{1}\)
                Else \(\bar{j} \in \Lambda_{\mathcal{J}}\)
                    Answer \(J\) to \(\mathcal{A}_{1}\) such that \((j, J) \in \Lambda_{\mathcal{J}}\)
                Else if \(\mathcal{A}_{1}\) makes \(\mathcal{H}\)-query \(h\)
                If \(h \notin \Lambda_{\mathcal{H}}\)
                    \(H \leftarrow_{R}\{0,1\}^{l}\)
                    Put \((h, H)\) on \(\Lambda_{\mathcal{H}}\)
                            Answer \(H\) to \(\mathcal{A}_{1}\)
                Else \(h \in \Lambda_{\mathcal{H}}\)
                    Answer \(H\) to \(\mathcal{A}_{1}\) such that \((h, H) \in \Lambda_{\mathcal{H}}\)
            \(\mathcal{A}_{1}\) outputs ( \(x_{0}, x_{1}\), state)
    \(\gamma_{0}, \gamma_{1} \leftarrow_{R}\{0,1\}^{2 k_{1}}\)
    \(\beta_{0}, \beta_{1} \leftarrow_{R}\{0,1\}^{l}\)
    Return \(\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}\right.\), state \()\)
```

End.

Then, outside of $\mathcal{A}^{\prime}$, the ciphertext $\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}\left(x_{b}\left\|\gamma_{b}\right\| \beta_{b}, R\right)$ is computed by the encryption oracle $\mathcal{O}_{E N}$, where $b \in\{0,1\}$ is a random bit and $R \in \mathbb{Z}_{q}$ is a random string. Finally, $\left(x_{0}, x_{1}\right.$, state, $\left.\left(y_{1}, y_{3}\right)\right)$ is input to $\mathcal{A}_{2}$.

$$
\begin{array}{ll}
\text { Encryption oracle: } & \mathcal{O}_{E N}\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}, p k\right) \\
& R \leftarrow \mathbb{Z}_{q} \\
& b \leftarrow R\{0,1\} \\
& \left(y_{1}, y_{3}\right) \leftarrow \mathcal{E}_{p k}\left(x_{b}\left\|\gamma_{b}\right\| \beta_{b}, R\right) \\
& \text { Return }\left(y_{1}, y_{3}\right)
\end{array}
$$

## End.

$\mathcal{A}_{2}^{\prime}$ chooses a random string $r_{2} \in \mathbb{Z}_{q}$ and $k$-bit random string $J^{*}$. Then it sets $y_{1}^{\prime}=y_{1}, y_{2}^{\prime}=g^{r_{2}} \bmod p$, and $y_{3}^{\prime}=y_{3} \cdot J^{*} \bmod p$. Note that $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$ is treated as the ciphertext of $x_{b}$.


Adversary: $\quad \mathcal{A}_{2}^{\prime}\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}\right.$, state, $\left.\left(y_{1}, y_{3}\right)\right)$
$r_{2} \leftarrow_{R} \mathbb{Z}_{q} ; J^{*} \leftarrow_{R}\{0,1\}^{k}$
$y_{1}^{\prime} \leftarrow y_{1} ; y_{2}^{\prime} \leftarrow g^{r_{2}} \bmod p ; y_{3}^{\prime} \leftarrow y_{3} \cdot J^{*} \bmod p$
Run $\mathcal{A}_{2}\left(x_{0}, x_{1}\right.$, state, $\left.\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)\right)$
Do while $\mathcal{A}_{2}$ does not make $\mathcal{H}$-query $h$ and $\mathcal{J}$-query $j$
Ask $j \leftarrow$ false
If $\mathcal{A}_{1}$ makes $\mathcal{J}$-query $j$ If $j=Y^{r_{2}} \bmod p$

Answer $J^{*}$ to $\mathcal{A}_{2}$
Put $\left(j, J^{*}\right)$ on $\Lambda_{\mathcal{J}}$
Ask $j \leftarrow$ true
Else if $j \notin \Lambda_{\mathcal{J}}$
$J \leftarrow_{R}\{0,1\}^{k}$
Answer $J$ to $\mathcal{A}_{2}$
Else $j \in \Lambda_{\mathcal{J}}$
Answer $J$ to $\mathcal{A}_{2}$ such that $(j, J) \in \Lambda_{\mathcal{J}}$
Else if $\mathcal{A}_{1}$ makes $\mathcal{H}$-query $h$
If Ask $j=$ true and $h=x_{b} \| \gamma_{b}$
Stop $\mathcal{A}_{2}$ and output $b$
Else if $h \notin \Lambda_{\mathcal{H}}$
$H \leftarrow_{R}\{0,1\}^{l}$
Put $(h, H)$ on $\Lambda_{\mathcal{H}}$
Answer $H$ to $\mathcal{A}_{2}$
Else $h \in \Lambda_{\mathcal{H}}$ (1)
Answer $H$ to $\mathcal{A}_{2}$ such that $(h, H) \in \Lambda_{\mathcal{H}}$ $\mathcal{A}_{2}$ outputs b

## End.

## Return $b$

The argument behind the proof is as follows: When $\mathcal{A}_{2}$ asks the query $j=$ $Y^{r_{2}} \bmod p, \mathcal{A}_{2}^{\prime}$ answers $J^{*}$ and Ask $j$ is set be true. Since the random string $r_{2}$ is chosen by $\mathcal{A}_{2}^{\prime}$, it has the ability to check whether the query $j$ is equal to $Y^{r_{2}} \bmod p$ or not. Once Ask $j$ is true and $\mathcal{A}_{2}$ asks a query $h=x_{b} \| \gamma_{b}$, it is almost equivalent to $\mathcal{D}_{s k}\left(y_{1}, y_{3}\right)=\mathcal{D}_{s k}\left(y_{1}^{\prime}, y_{3}^{\prime} \cdot\left(J^{*}\right)^{-1} \bmod p\right)$, since $\mathcal{A}_{2}$ has no clue to $\gamma_{\bar{b}}$ where $\bar{b}$ is the complement of bit $b$. The probability to ask $h=x_{\bar{b}} \| \gamma_{\bar{b}}$ is $2^{-\left(2 k_{1}\right)}$ which is negligible. Under the condition Ask $j=$ true, $\mathcal{A}_{2}^{\prime}$ can expect that it will output a correct bit $b$ if $\mathcal{A}_{2}$ asks either $h=x_{0} \| \gamma_{0}$ or $h=x_{1} \| \gamma_{1}$. If $\mathcal{A}_{2}$ asks neither of them, $\mathcal{A}_{2}^{\prime}$ can expect that $\mathcal{A}_{2}$ cannot distinguish $\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)$
from a correct ciphertext.

To analyze the success probability of $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$, we recall the definitions of success probabilities of $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ and $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ in Definition 9. Consider the follows events to capture the success probabilities of $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ and $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$

Ask $j$ : is true if a $\mathcal{J}$-query $j=Y^{r_{2}} \bmod p$ was made by $\mathcal{A}_{2}$.
Ask $b$ : is true if a $\mathcal{H}$-query $h=x_{b} \| \gamma_{b}$ was made by $\mathcal{A}_{2}$.
Ask $\bar{b}$ : is true if a $\mathcal{H}$-query $h=x_{\bar{b}} \| \gamma_{\bar{b}}$ was made by $\mathcal{A}_{2}$.

The probability of $\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND-CPA }}(k)$ can be obtained by considering the conditions of the product of events Ask $j \wedge$ Ask $b$ and its complement. Then,

$$
\begin{aligned}
\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\mathrm{ND}-\mathrm{CPA}}(k)\right]= & \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND-CPA }}(k) \mid \text { Ask } j \wedge \text { Ask } b\right] \cdot \operatorname{Pr}[\text { Ask } j \wedge \text { Ask } b]+ \\
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND-CPA }}(k) \mid \neg \text { Ask } j \vee \neg \text { Ask } b\right] \cdot \operatorname{Pr}[\neg \text { Ask } j \vee \neg \text { Ask } b] .
\end{aligned}
$$

The probability of $\neg$ Ask $j \vee \neg$ Ask $b$ can be written as,
$\operatorname{Pr}[\neg$ Ask $j \vee \neg$ Ask $b]=\operatorname{Pr}[(\neg$ Ask $j \vee \neg$ Ask $b) \wedge$ Ask $\bar{b}]+\operatorname{Pr}[(\neg$ Ask $j \vee \neg$ Ask $b) \wedge \neg$ Ask $\bar{b}]$.
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Then,

$$
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND }}{ }^{\text {COPA }}(k)\right]=\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND-CPA }}(k) \mid \text { Ask } j \wedge \text { Ask } b\right] \cdot \operatorname{Pr}[\text { Ask } j \wedge \text { Ask } b]+ \\
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND-CPA }}(k) \mid(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \text { Ask } \bar{b}\right] \cdot \operatorname{Pr}[(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \text { Ask } \bar{b}]+ \\
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND.CPA }}(k) \mid(\neg \text { Ask } j \vee \neg \operatorname{Ask} b) \wedge \neg \operatorname{Ask} \bar{b}\right] \cdot \operatorname{Pr}[(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \neg \text { Ask } \bar{b}](4.1)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\text {IND }}{ }^{\text {CPA }}(k)\right]=\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\text {IND-CPA }}(k) \mid \operatorname{Ask} j \wedge \text { Ask } b\right] \cdot \operatorname{Pr}[\text { Ask } j \wedge \text { Ask } b]+ \\
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}{ }^{\mathrm{IND}-\mathrm{CPA}}(k) \mid(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \text { Ask } \bar{b}\right] \cdot \operatorname{Pr}[(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \text { Ask } \bar{b}]+ \\
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\text {IND-CPA }}(k) \mid(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \neg \text { Ask } \bar{b}\right] \cdot \operatorname{Pr}[(\neg \text { Ask } j \vee \neg \text { Ask } b) \wedge \neg \text { Ask } \bar{b}](4.2)
\end{aligned}
$$

From the specification of $\mathcal{A}^{\prime}$, we have the following equations,

Equation (4.1) and Equation (4.2) are computed as follows.

$$
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND-CPA }}(k)\right]-\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\text {IND-CPA }}(k)\right] \\
& =\left(1-\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{CPA}}(k) \mid \text { Ask } j \wedge \text { Ask } b\right]\right) \cdot \operatorname{Pr}[\text { Ask } j \wedge \text { Ask } b]- \\
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{CPA}}(k) \mid(\neg \mathrm{Ask} j \vee \neg \mathrm{Ask} b) \wedge \text { Ask } \bar{b}\right] \cdot \operatorname{Pr}[(\neg \mathrm{Ask} j \vee \neg \mathrm{Ask} b) \wedge \text { Ask } \bar{b}] \\
& \geq-\operatorname{Pr}[(\neg \mathrm{Ask} j \vee \neg \mathrm{Ask} b) \wedge \mathrm{Ask} \bar{b}] \\
& =-\operatorname{Pr}[(\neg \mathrm{Ask} j \wedge \mathrm{Ask} \bar{b}) \vee(\neg \mathrm{Ask} b) \wedge \mathrm{Ask} \bar{b})] \\
& \geq-(\operatorname{Pr}[\neg \text { Ask } j \wedge \text { Ask } \bar{b}]+\operatorname{Pr}[\neg \text { Ask } b \wedge \text { Ask } \bar{b}]) \text {. }
\end{aligned}
$$

Since $\gamma_{\bar{b}}$ is a uniform random string over $\{0,1\}^{2 k_{1}}$, we have $\operatorname{Pr}[\neg$ Ask $j \wedge$ Ask $\bar{b}] \leq q_{\mathcal{H}} \cdot 2^{-2 k_{1}}$ and $\operatorname{Pr}[\neg \mathrm{Ask} b \wedge$ Ask $\bar{b}] \leq q_{\mathcal{H}} \cdot 2^{2 k_{1}}$. Thus,

$$
\begin{align*}
\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\mathrm{ND}-\mathrm{CPA}}(k)\right] & \left.\geq \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi} D}^{\mathrm{ND}-\mathrm{CPA}}(k)\right] \sim \operatorname{Pr}[\neg \operatorname{Ask} j \wedge \operatorname{Ask} \bar{b}]+\operatorname{Pr}[\neg \operatorname{Ask} b \wedge \operatorname{Ask} \bar{b}]\right) \\
& \geq \frac{\epsilon+1}{2}-\frac{q_{\mathcal{H}}}{2^{2 k_{1}-1}} \tag{4.3}
\end{align*}
$$

and we obtain that $\epsilon^{\prime}=\epsilon-q_{\mathcal{H}} \cdot 2^{-\left(2 k_{1}-2\right)}$.

The running time of $\mathcal{A}^{\prime}$ is at most time $t+q_{\mathcal{H}} \cdot c+q_{\mathcal{J}} \cdot c$.

Theorem 4 and Theorem 5 show that the encryption scheme is secure in the PA sense. Intuitively, $\mathcal{P E}$ can simulate the decryption oracle in the INDCCA2 sense with an overwhelming probability. Via Proposition 1, we can prove $\bar{\Pi}$ is secure in the IND-CCA2 sense in Theorem 6.

Theorem 6 ( $\bar{\Pi}$ : IND-CCA2). If there exists $a\left(t, q_{\mathcal{H}}, q_{\mathcal{J}}, q_{D}, \epsilon\right)$-breaker $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ for $\bar{\Pi}$ in the sense of IND-CCA2 in the random oracle model, then there exist a constant $c$ and $a\left(t^{\prime}, 0,0,0, \epsilon^{\prime}\right)$-breaker $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ for $\Pi$ in the sense of IND-CPA in the standard model where

$$
t^{\prime}=t+q_{\mathcal{H}} q_{\mathcal{J}}\left(T_{\mathcal{E}_{p k}}+c\right)+q_{\mathcal{H}} c+q_{\mathcal{J}} c \text { and } \epsilon^{\prime}=\left(\epsilon-q_{\mathcal{H}} \cdot 2^{-\left(2 k_{1}-2\right)}\right) \cdot \lambda(k)^{q_{D}} .
$$

Proof. From the result of Theorem 6, it is found out that the encryption scheme $\bar{\Pi}$ is secure in the IND-CCA2. The proof is omitted since it is clear from the following specification of adversary $\mathcal{A}^{\prime}$ combined with the proofs in Theorem 4 and Theorem 5.

```
Adversary: \(\mathcal{A}_{1}^{\prime}(p k)\)
\(\Lambda_{\mathcal{H}}, \Lambda_{\mathcal{J}} \leftarrow \mathrm{empty}\)
Run \(\mathcal{A}_{1}^{\mathcal{D}_{s k}, \mathcal{H}, \mathcal{J}}(p k)\)
Do while \(\mathcal{A}_{1}\) does not make \(\mathcal{H}\)-query \(h, \mathcal{J}\)-query \(j\),
\(D\)-query \(\left(y_{1}, y_{2}, y_{3}\right)^{\prime}\)
        If \(\mathcal{A}_{1}\) makes \(\mathcal{J}\)-query \(j\)
                    If \(j \notin \Lambda_{\mathcal{J}}\)
                    \(j \leftarrow_{R}\{0,1\}^{k}\)
                    Put \((j, J)\) on \(\Lambda_{\mathcal{J}}\)
                    Answer \(J\) to \(\mathcal{A}_{1}\)
                    Else \(j \in \Lambda_{\mathcal{J}}\)
                    Answer \(J\) to \(\mathcal{A}_{1}\) such that \((j, J) \in \Lambda_{\mathcal{J}}\)
                Else if \(\mathcal{A}_{1}\) makes \(\mathcal{H}\)-query \(h\)
                    If \(h \notin \Lambda_{\mathcal{H}}\)
                    \(H \leftarrow_{R}\{0,1\}^{l}\)
                    Put \((h, H)\) on \(\Lambda_{\mathcal{H}}\)
                            Answer \(H\) to \(\mathcal{A}_{1}\)
                    Else \(h \in \Lambda_{\mathcal{H}}\)
                    Answer \(H\) to \(\mathcal{A}_{1}\) such that \((h, H) \in \Lambda_{\mathcal{H}}\)
                Else if \(\mathcal{A}_{1}\) makes \(D\)-query \(\left(y_{1}, y_{2}, y_{3}\right)^{\prime}\)
                    Run \(\mathcal{P E}\left(\Lambda_{\mathcal{H}}, \Lambda_{\mathcal{J}}, C,\left(y_{1}, y_{2}, y_{3}\right)^{\prime}, p k\right)\)
                    \(\mathcal{P E}\) outputs \(x^{\prime}\)
            Answer \(x^{\prime}\) to \(\mathcal{A}_{1}\)
        \(\mathcal{A}_{1}\) outputs ( \(x_{0}, x_{1}\), state \()\)
    \(\gamma_{0}, \gamma_{1} \leftarrow_{R}\{0,1\}^{2 k}\)
    \(\beta_{0}, \beta_{1} \leftarrow_{R}\{0,1\}^{l}\)
    Return \(\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}\right.\), state \()\)
End.
Encryption oracle:
    \(\mathcal{O}_{E N}\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1} \| \nabla_{1} \dagger \mid \beta_{1}, p k\right)\)
    \(b \leftarrow_{R}\{0,1\}\)
    \(\left(y_{1}, y_{3}\right) \leftarrow \mathcal{E}_{p k}\left(x_{b}| | \gamma_{b}| | \beta_{b}, R\right)\)
    Return ( \(y_{1}, y_{3}\) )
```


## End.

```
Adversary: \(\quad \mathcal{A}_{2}^{\prime}\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}\right.\), state, \(\left.\left(y_{1}, y_{3}\right)\right)\)
    \(r_{2} \leftarrow_{R} \mathbb{Z}_{q} ; J^{*} \leftarrow_{R}\{0,1\}^{k}\)
    \(y_{1}^{\prime} \leftarrow y_{1} ; y_{2}^{\prime} \leftarrow g^{r_{2}} \bmod p ; y_{3}^{\prime} \leftarrow y_{3} \cdot J^{*} \bmod p\)
    Run \(\mathcal{A}_{2}^{\mathcal{D}_{s k}, \mathcal{H}, \mathcal{J}}\left(x_{0}, x_{1}\right.\), state, \(\left.\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)\right)\)
    \(C \leftarrow\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)\)
        Do while \(\mathcal{A}_{2}\) does not make \(\mathcal{H}\)-query \(h\) and \(\mathcal{J}\)-query \(j\)
        \(D\)-query \(\left(y_{1}, y_{2}, y_{3}\right)^{\prime}\)
            Ask \(j \leftarrow\) false
            If \(\mathcal{A}_{1}\) makes \(\mathcal{J}\)-query \(j\)
                If \(j=Y^{r_{2}} \bmod p\)
                    Answer \(J^{*}\) to \(\mathcal{A}_{2}\)
                    Put \(\left(j, J^{*}\right)\) on \(\Lambda_{\mathcal{J}}\)
                    Ask \(j \leftarrow\) true
            Else if \(j \notin \Lambda_{\mathcal{J}}\)
                    \(J \leftarrow_{R}\{0,1\}^{k}\)
                    Answer \(J\) to \(\mathcal{A}_{2}\)
                Else \(j \in \Lambda_{\mathcal{J}}\)
                    Answer \(J\) to \(\mathcal{A}_{2}\) such that \((j, J) \in \Lambda_{\mathcal{J}}\)
            Else if \(\mathcal{A}_{1}\) makes \(\mathcal{H}\)-query \(h\)
            If Ask \(j=\) true and \(h=x_{b} \| \gamma_{b}\)
                Stop \(\mathcal{A}_{2}\) and output \(b\)
            Else if \(h \notin \Lambda_{\mathcal{H}}\)
                    \(H \leftarrow_{R}\{0,1\}^{l}\)
                    Put \((h, H)\) on \(\Lambda_{\mathcal{H}}\)
                    Answer \(H\) to \(\mathcal{A}_{2}\)
            Else \(h \in \mathrm{~A}_{\mathcal{H}}=\mathrm{S}\)
                    Answer \(H\) to \(\mathcal{A}_{2}\) such that \((h, H) \in \Lambda_{\mathcal{H}}\)
        Else if \(\mathcal{A}_{1}\) makes \(D\)-query \(\left(y_{1}, y_{2}, y_{3}\right)^{\prime}\)
            \(\operatorname{Run} \mathcal{P E}\left(\Lambda_{\mathcal{H}}, \Lambda_{\mathcal{J}}, \mathcal{G},\left(y_{1}, y_{2}, y_{3}\right)^{\prime}, p k\right)\)
                    \(\mathcal{P E}\) outputs \(x^{\prime}\)
            Answer \(x^{\prime}\) to \(\mathcal{A}_{1}\)
        \(\mathcal{A}_{2}\) outputs \(b\)
    Return \(b\)
```


## End.

Now, we have to consider whether the ElGamal-Extension encryption scheme $\bar{\Pi}$ is secure when using only two random numbers $r_{1}, r_{2}$ for each piece $x_{i}$. We first show that when using only one random number $r$ in the ElGamal encryption scheme $\Pi$, what the advantage of the adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is in the IND-CPA PAIR sense in Definition 12.

Basically, $\mathcal{A}_{1}$ with the input $p k$ arbitrarily outputs three plaintexts $x^{*}, x_{0}, x_{1}$ with the same length $\left|x^{*}\right|=\left|x_{0}\right|=\left|x_{1}\right|$.

```
Adversary: \(\mathcal{A}_{1}(p k)\)
    Return \(\left(x^{*}, x_{0}, x_{1}\right.\), state \()\)
```


## End.

Then, the ciphertexts $\left(y_{1}^{*}, y_{3}^{*}\right)=\mathcal{E}_{p k}\left(x^{*}, r\right)$ and $\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}\left(x_{b}, r\right)$ computed by the encryption oracle $\mathcal{O}_{E N}$, where $b \in\{0,1\}$ is a random bit and $r \in \mathbb{Z}_{q}$ is a random string.

Encryption oracle: $\mathcal{O}_{E N}\left(x^{*}, x_{0}, x_{1}, p k\right)$

$$
r \leftarrow_{R} \mathbb{Z}_{q}
$$

$$
\left(y_{1}^{*}, y_{3}^{*}\right) \leftarrow \mathcal{E}_{p k}\left(x^{*}, r\right)
$$

$$
b \leftarrow_{R}\{0,1\}
$$

$$
\left(y_{1}, y_{3}\right) \leftarrow \mathcal{E}_{p k}\left(x_{b}, r\right)
$$

Return $\left(x^{*} \rightrightarrows\left(y_{1}^{*}, y_{3}^{*}\right),\left(y_{1}, y_{3}\right)\right)$

## End.



Finally, $\left(x_{0}, x_{1}\right.$, state, $\left.x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right),\left(y_{1}, y_{3}\right)\right)$ are inputted to $\mathcal{A}_{2}$. The aim of $\mathcal{A}_{2}$ is to output the correct $b$.

```
Adversary: \(\quad \mathcal{A}_{2}\left(x_{0}, x_{1}\right.\), state, \(\left.x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right),\left(y_{1}, y_{3}\right)\right)\)
    \(Y^{r} \leftarrow y_{3}^{*} \cdot\left(x^{*}\right)^{-1} \bmod p\)
    If \(y_{3} \cdot\left(Y^{r}\right)^{-1} \bmod p==x_{0}\)
        Return 0
    Else
        Return 1
```

End.

From the specification of $\mathcal{A}_{2}$, since $y_{3}^{*}=x^{*} \cdot Y^{r} \bmod p$ and $x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right)$, the value of $Y^{r}$ is easily revealed by computing $y_{3}^{*}\left(x^{*}\right)^{-1} \bmod p$. Then, since
$y_{3}=x_{b} \cdot Y^{r} \bmod p, \mathcal{A}_{2}$ can determine if $y_{3} \cdot\left(Y^{r}\right)^{-1} \bmod p$ is equal to $x_{0}$. If it is then outputs 0 otherwise output 1 . Thus, $\mathcal{A}_{2}$ always correctly outputs $b$, that
 $1=1$.

The pair of plaintext-ciphertext $x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right)$ is the "cryptanalysis training" for the adversary. Here, the reason for giving the pair $x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right)$ from $\mathcal{O}_{E N}$ not generated by the adversary herself is that the adversary cannot generate the pair $x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right)$ using the same random number $r$. Hence, the training is provided by $\mathcal{O}_{E N}$.

Obviously, if the encryption oracle chooses a different $r$, this training does not give any help to the adversary and the scheme is secure in the INDCPA $_{\text {PAIR }}$ sense. In the following theorem, we show only two random numbers $r_{1}, r_{2}$ in the ElGamal-Extension encryption scheme is secure in the INDCPA PAIR sense.

Theorem 7 ( $\bar{\Pi}$ : IND-CPA PAIR ). If there exists a $\left(t, q_{\mathcal{H}}, q_{\mathcal{J}}, \epsilon\right)$-breaker $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ for $\bar{\Pi}$ in the IND-CPA ${ }_{\text {PAIR }}$ sense in the random oracle model and the probability $\operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)\right]$ is non-negligible, then there exists a constant $c$ and a $\left(t^{\prime}, 0,0, \epsilon^{\prime}\right)$ breaker $\mathcal{A}^{\prime}=\left(\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}\right)$ for $\Pi$ in the IND-CPA ${ }_{\text {PAIR }}$ sense in the standard model, where
$t^{\prime}=t+q_{\mathcal{H}} \cdot c+q_{\mathcal{J}} \cdot c$ and $\epsilon^{\prime}=\left(\epsilon-\frac{q_{\mathcal{H}}}{2^{2 k_{1}-2}}\right) \cdot \operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\operatorname{PAIR}}(k)\right]-\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\operatorname{PAIR}}(k)\right]$.

Proof. The event $\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)$ will be defined later. Basically, $\mathcal{A}_{1}^{\prime}$ calls $\mathcal{A}_{1}$ as a subroutine. The answers for $\mathcal{H}$-query and $\mathcal{J}$-query are the same as in Theorem 5. When $\mathcal{A}_{1}$ halts and outputs $\left(x^{*}, x_{0}, x_{1}\right.$, state $), \mathcal{A}_{1}^{\prime}$ outputs $\left(x^{*}\left\|\gamma^{*}\right\| \beta^{*}, x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}\right.$, state $)$ where $\gamma^{*}, \gamma_{0}, \gamma_{1}$ are $\left(2 k_{1}\right)$-bit random
strings and $\beta^{*}, \beta_{0}, \beta_{1}$ are l-bit random strings.

Adversary: $\mathcal{A}_{1}^{\prime}(p k)$
$\Lambda_{\mathcal{H}}, \Lambda_{\mathcal{J}} \leftarrow$ empty
Run $\mathcal{A}_{1}(p k)$
Do while $\mathcal{A}_{1}$ does not make $\mathcal{H}$-query $h$ and $\mathcal{J}$-query $j$
If $\mathcal{A}_{1}$ makes $\mathcal{J}$-query $j$ If $j \notin \Lambda_{\mathcal{J}}$
$j \leftarrow_{R}\{0,1\}^{k}$
Put $(j, J)$ on $\Lambda_{\mathcal{J}}$
Answer $J$ to $\mathcal{A}_{1}$
Else $j \in \Lambda_{\mathcal{J}}$
Answer $J$ to $\mathcal{A}_{1}$ such that $(j, J) \in \Lambda_{\mathcal{J}}$ Else if $\mathcal{A}_{1}$ makes $\mathcal{H}$-query $h$

If $h \notin \Lambda_{\mathcal{H}}$
$H \leftarrow_{R}\{0,1\}^{l}$
Put $(h, H)$ on $\Lambda_{\mathcal{H}}$
Answer $H$ to $\mathcal{A}_{1}$
Else $h \in \Lambda_{\mathcal{H}}$
Answer $H$ to $\mathcal{A}_{1}$ such that $(h, H) \in \Lambda_{\mathcal{H}}$
$\mathcal{A}_{1}$ outputs $\left(x^{*}, x_{0}, x_{1}\right.$, state $)$
$\gamma^{*}, \gamma_{0}, \gamma_{1} \leftarrow_{R}\{0,1\}^{2 k_{1}}$
$\beta^{*}, \beta_{0}, \beta_{1} \leftarrow_{R}\{0,1\}^{\}}$
Return $\left(x^{*}\left\|\gamma_{*}^{*}\right\| \beta^{*}, x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\mid \gamma_{1}\right\| \beta_{1}\right.$, state $)$

## End.



The ciphertexts $\left(y_{1}^{*}, y_{3}^{*}\right)=\mathcal{E}_{p k}\left(x^{*}\left\|\gamma^{*}\right\| \beta^{*}, R^{*}\right)$ and $\left(y_{1}, y_{3}\right)=\mathcal{E}_{p k}\left(x_{b}\left\|\gamma_{b}\right\| \beta_{b}, R_{1}\right)$ are computed by the encryption oracle $\mathcal{O}_{E N}$, where $b \in\{0,1\}$ is a random bit and $R^{*}, R_{1} \in \mathbb{Z}_{q}$ are random strings.

Encryption oracle: $\quad \mathcal{O}_{E N}\left(x^{*}| | \gamma^{*}\left\|\beta^{*}, x_{0}\right\| \gamma_{0}\left\|\beta_{0}, x_{1}\right\| \gamma_{1} \| \beta_{1}, p k\right)$ $R^{*}, R_{1} \leftarrow{ }_{R} \mathbb{Z}_{q}$
$\left(y_{1}^{*}, y_{3}^{*}\right) \leftarrow \mathcal{E}_{p k}\left(x^{*}| | \gamma^{*}| | \beta^{*}, R^{*}\right)$
$b \leftarrow_{R}\{0,1\}$
$\left(y_{1}, y_{3}\right) \leftarrow \mathcal{E}_{p k}\left(x_{b}| | \gamma_{b} \| \beta_{b}, R_{1}\right)$
Return $\left(x^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right),\left(y_{1}, y_{3}\right)\right)$
End.

The algorithm $\mathcal{A}_{2}^{\prime}$ is similar to Theorem 5. The difference is that it sets $y_{1}^{*}=y_{1}^{\prime}, y_{2}^{*}=y_{2}^{\prime}=g^{r_{2}}$, and $y_{3}^{*}=\alpha$, where $\alpha$ is a $k$-bit random string. Note that $x^{*} \rightleftarrows\left(y_{1}^{*}, y_{2}^{*}, y_{3}^{*}\right)$ is treated as a pair of plaintext-ciphertext.

```
Adversary: \(\quad \mathcal{A}_{2}^{\prime}\left(x_{0}\left\|\gamma_{0}\right\| \beta_{0}, x_{1}\left\|\gamma_{1}\right\| \beta_{1}, x^{*}\left\|\gamma^{*}\right\| \beta^{*} \rightleftarrows\left(y_{1}^{*}, y_{3}^{*}\right)\right.\), state, \(\left.\left(y_{1}, y_{3}\right)\right)\)
    \(r_{2} \leftarrow_{R} \mathbb{Z}_{q} ; J^{*} \leftarrow_{R}\{0,1\}^{k}\)
    \(y_{1}^{*}, y_{1}^{\prime} \leftarrow y_{1} ; y_{2}^{*}, y_{2}^{\prime} \leftarrow g^{r_{2}} \bmod p ; y_{3}^{\prime} \leftarrow y_{3} \cdot J^{*} \bmod p\)
    \(\alpha \leftarrow{ }_{R}\{0,1\}^{k} ; y_{3}^{*} \leftarrow \alpha\)
    Run \(\mathcal{A}_{2}\left(x_{0}, x_{1}, x^{*} \rightleftarrows\left(y_{1}^{*}, y_{2}^{*}, y_{3}^{*}\right)\right.\), state, \(\left.\left(y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right)\right)\)
    Do while \(\mathcal{A}_{2}\) does not make \(\mathcal{H}\)-query \(h\) and \(\mathcal{J}\)-query \(j\)
            Ask \(j \leftarrow\) false
            If \(\mathcal{A}_{1}\) makes \(\mathcal{J}\)-query \(j\)
                If \(j=2 \cdot Y^{r_{2}} \bmod p\)
                    Answer \(J^{*}\) to \(\mathcal{A}_{2}\)
                    Put \(\left(j, J^{*}\right)\) on \(\Lambda_{\mathcal{J}}\)
                    Ask \(j \leftarrow\) true
                Else if \(j \notin \Lambda_{\mathcal{J}}\)
                    \(J \leftarrow_{R}\{0,1\}^{k}\)
                    Answer \(J\) to \(\mathcal{A}_{2}\)
                Else \(j \in \Lambda_{\mathcal{J}}\)
                            Answer \(J\) to \(\mathcal{A}_{2}\) such that \((j, J) \in \Lambda_{\mathcal{J}}\)
            Else if \(\mathcal{A}_{1}\) makes \(\mathcal{H}\)-query \(h\)
                    If Ask \(j=\) true and \(h=x_{b} \| \gamma_{b}\)
                    Stop \(\mathcal{A}_{2}\) and output \(b\)
                    Else if \(h \notin \Lambda_{\mathcal{H}}\)
                    \(H \not R\{0,1\}^{\prime}-96\)
                    Put \((h, H)\) on \(\Lambda_{\mathcal{H}}\)
                            Answer \(H\) to \(\mathcal{A}_{2}\)
                    Else \(h \in \Lambda_{\mathcal{H}}\)
                    Answer \(H\) to \(\mathcal{A}_{2}\) such that \((h, H) \in \Lambda_{\mathcal{H}}\)
            \(\mathcal{A}_{2}\) outputs \(b\)
    Return \(b\)
```


## End.

From the specification of $\mathcal{A}_{2}^{\prime}$, it simulates the encryption oracle $\mathcal{O}_{E N}$ to generate a pair $x^{*} \rightleftarrows\left(y_{1}^{*}, y_{2}^{*}, y_{3}^{*}\right)$ for the cryptanalysis training. If $\mathcal{A}_{2}$ detects that pair is not valid, the simulation fails. Thus, $\mathcal{A}_{2}^{\prime}$ cannot make full use of the $\mathcal{A}_{2}$ 's ability to get non-negligible advantage. Let $\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)$ be the
event that $\mathcal{A}_{2}$ detects that pair is not valid. We can rewrite the probability of $\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND }}$ ITPA $(k)$ in the inequality (4.3) as the conditional probability of $\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND.CPA }}(k)$ given $\neg \operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND.CPA }}(k)$.

By the law of total probability,

$$
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\text {IND }}{ }^{\text {CPA }}(k) \mid \neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAR}}(k)\right] \cdot \operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \overline{\mathrm{I}}}^{\mathrm{PAIR}}(k)\right] .
\end{aligned}
$$

From the specification of $\mathcal{A}^{\prime}$, we know that

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\mathrm{ND}-\operatorname{CPA}}(k) \mid \operatorname{Succ}_{\mathcal{A}, \bar{I}}^{\mathrm{PARIR}}(k)\right]=0 \tag{4.5}
\end{equation*}
$$

Via Inequality (4.4) and Equation (4.5), we obtain

To calculate the advantage of $\mathcal{A}^{\prime}$,

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{A}^{\prime}, \Pi}^{\mathrm{ND}-\mathrm{CPA}}(k) & =2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}^{\prime}, \Pi}^{\mathrm{ND}-\mathrm{CPA}}(k)\right]-1 \\
& \geq 2 \cdot\left(\left(\frac{\epsilon+1}{2}-\frac{q_{\mathcal{H}}}{2^{2 k_{1}-1}}\right) \cdot \operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIIR}}(k)\right]\right)-1 \\
& =\left(\epsilon+1-\frac{q_{\mathcal{H}}}{2^{2 k_{1}-2}}\right) \cdot \operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)\right]-1 \\
& =\left(\epsilon-\frac{q_{\mathcal{H}}}{2^{2 k_{1}-2}}\right) \cdot \operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAR}}(k)\right]-\left(1-\operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)\right]\right) \\
& =\left(\epsilon-\frac{q_{\mathcal{H}}}{2^{2 k_{1}-2}}\right) \cdot \operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)\right]-\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\text {PAIR }}(k)\right]
\end{aligned}
$$

Finally, it should be determined if the probability $\operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{I}}^{\text {PAIR }}(k)\right]$ is negligible or not. Obviously, if $\operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{\pi}}^{\mathrm{PAR}}(k)\right]$ is non-negligible, then the proof is concluded. For the running time of $\mathcal{A}^{\prime}$, it is similar to that in Theorem 5. To show that $\operatorname{Pr}\left[\neg \operatorname{Succ}_{\mathcal{A}, \bar{I}}^{\mathrm{PAIR}}(k)\right]$ is non-negligible consider the following.

We claim that the adversary can distinguish whether a pair of plaintextciphertext is at least as hard as the DDH problem. Here, we construct a game, called PAIR. PAIR is defined via the following game played by the adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$.

First, the encryption scheme's key generation algorithm is run, with a security parameter as input. Next, the adversary $\mathcal{A}_{1}$ chooses a plaintext $x^{*}$ and sends it to an encryption oracle. The encryption oracle encrypts $x^{*}$ to obtain the ciphertext $c_{0}$ and chooses a random string $c_{1}$ with the same length as $c_{0}$ $\left(\left|c_{0}\right|=\left|c_{1}\right|\right)$. The encryption oracle chooses a bit $b$ at random and give a pair $x^{*} \rightleftarrows c_{b}$ to the adversary $\mathcal{A}_{2}$.

After receiving the pair from the encryption oracle, the adversary $\mathcal{A}_{2}$ determines if the pair $x^{*} \rightleftarrows c_{b}$ is correct or not. At the end of the game, the adversary $\mathcal{A}_{2}$ outputs "Yes" if she thinks the pair is correct; otherwise, she outputs " $\mathrm{No}^{\prime}$ ". If the probability that the answer is correct, $\operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}, \bar{\Pi}}^{\mathrm{PAIR}}(k)\right]=\frac{1}{2}+\frac{\epsilon}{2}$, then the adversary's advantage is defined to be $\epsilon$. Recall the proof in Theorem 4 , once the adversary has the ability to ask $\mathcal{J}$-query $j=2 \cdot Y^{r_{2}} \bmod p$, she also can ask $\mathcal{J}$-query $j=Y_{V_{1}}^{r_{2}} \bmod p$. Assume that she can ask $j=$ $Y^{r_{2}} \bmod p$. We can see that the game PAIR is in the original ElGamal encryption scheme. The following theorem shows that PAIR in the ElGamal encryption is at least as hard as the DDH problem.

Theorem 8 (PAIR of $\Pi$ as least as hard as the DDH). If there exists a $(t, \epsilon)$ breaker $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ for $\Pi$ in the PAIR sense in the standard model, then there exists constants $c$ and $a\left(t^{\prime}, \epsilon^{\prime}\right)$-translator $\mathcal{T}$ solves the DDH problem with overwhelming probability, where

$$
\epsilon^{\prime}>\epsilon \text { and } t^{\prime}=t+c .
$$

and $c$ denotes the time of a coin flipping and some overhead.

Proof. We construct a translator $\mathcal{T}$ to solve an instance $(g, X, Y, Z)$ of the DDH problem in Definition 6 as follows.

```
Translator: \(\quad \mathcal{T}(g, X, Y, Z)\)
    Run \(\mathcal{A}_{1}(p k)\)
    \(\mathcal{A}_{1}\) outputs \(x^{*}\)
    \(c_{0} \leftarrow x^{*} \cdot Z\)
    \(c_{1} \leftarrow_{R}\{0,1\}^{k}\)
    \(b \leftarrow_{R}\{0,1\}\)
    Output 1 if \(\mathcal{A}_{2}\left(x^{*} \rightleftarrows\left(X, c_{b}\right)\right)=\) Yes
```


## End.

Let $p_{1}=\operatorname{Pr}\left[\mathcal{T}\left(g, g^{r}, g^{s}, g^{r s}\right)=1\right]$ and $p_{2}=\operatorname{Pr}\left[\mathcal{T}\left(g, g^{r}, g^{s}, g^{z}\right)=1\right]$. By the assumption of $\mathcal{A}, p_{1} \geq \frac{1}{2}+\frac{\epsilon}{2}$. If $z \leftarrow_{R} \mathbb{Z}_{q}, x^{*} \cdot g^{z}$ and $c_{1}$ are both uniformly distributed over $\mathbb{Z}_{p}$, then we have $p_{2}=\frac{1}{2}$. Thus, $\mathcal{T}$ solves the DDH problem with advantage $\frac{\epsilon^{\prime}}{2}=\left|p_{1}-p_{2}\right|>\frac{\epsilon}{2}$. Fromthe spécification of $\mathcal{T}$, it runs within time $t+c$.
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### 4.3 Performance Analysis

In this section, we shall compare the computational complexity and ciphertext size of the ElGamal-Extension encryption scheme with those of the ElGamal encryption scheme and Fujisaki-Okamoto's conversion of the ElGamal encryption scheme [31]. We first define the following notations.
$T_{\text {EXP }}$ the time for computing modular exponentiation.
$T_{\text {MUL }}$ the time for computing modular multiplication.
$T_{\text {INV }}$ the time for computing modular inversion.
$T_{H} \quad$ the time for computing the adopted $\mathcal{H}(\cdot)$.
$T_{J} \quad$ the time for computing the adopted $\mathcal{J}(\cdot)$.
$T_{\text {EQU }}$ the time for comparing two strings are equal or not.

Assume that the whole plaintext $x$ with length $n \cdot k$ is divided into $x_{1}, x_{2}$, $\cdots, x_{n}$ and the length of each $x_{i}$ is $k$. To encrypt $x_{i}$, the ElGamal encryption scheme requires $2 T_{\mathrm{EXP}}+T_{\mathrm{MUL}}$ and the corresponding ciphertext $\left(y_{1}, y_{3}\right)$ has the length $2 \cdot k$. To derive the plaintext $x_{i}$, it requires $T_{\text {EXP }}+$ $T_{\text {MUL }}+T_{\text {INV }}$. Hence, the total computational complexity of encrypting $x$ requires $n \cdot\left(2 T_{\mathrm{EXP}}+T_{\mathrm{MUL}}\right)$, the total length of the corresponding ciphertexts is $n \cdot 2 \cdot k$, and the total computational complexity of decrypting requires $n \cdot\left(T_{\mathrm{EXP}}+T_{\mathrm{MUL}}+T_{\mathrm{INV}}\right)$.

For the same plaintext $x$ with the length $n, k$ in the ElGamal-Extension encryption scheme, the maximal length of plaintext is limited by $k_{0}$. The number of divisions is $\left.\left.\frac{n \cdot k}{k_{0}}=n\right\rceil \frac{n \cdot\left(2 k_{1}+l\right)}{k_{0}}\right\rceil$. Let $n^{\prime}=n+\left\lceil\frac{n \cdot\left(2 k_{1}+l\right)}{k_{0}}\right\rceil$. To encrypt $x_{1}$, the ElGamal-Extension scheme requires $4 T_{\mathrm{EXP}}+3 T_{\mathrm{MUL}}+T_{H}+T_{J}$ and the corresponding ciphertext $\left(y_{1}, y_{2}, y_{3,1}\right)$ has the length $3 \cdot k$. To derive the plaintext $x_{1}$, it requires $2 T_{\mathrm{EXP}}+3 T_{\mathrm{MUL}}+T_{H}+T_{J}+T_{\mathrm{INV}}+T_{\mathrm{EQU}}$. Note that, to encrypt other $n^{\prime}-1$ plaintexts $x_{2}, \cdots, x_{n^{\prime}}$, it is not necessary to compute the values $y_{1}=g^{r_{1}} \bmod p, y_{2}=g^{r_{2}} \bmod p, Y^{r_{1}} \bmod p$, and $Y^{r_{2}} \bmod p$ again. Hence, the time $4 T_{\text {EXP }}$ is only needed for $x_{1}$. The total computational complexity of encrypting $x$ requires $4 T_{\mathrm{EXP}}+n^{\prime} \cdot\left(3 T_{\mathrm{MUL}}+T_{H}+T_{J}\right)$. The ciphertext $\left(y_{1}, y_{2}, y_{3,1}, \cdots, y_{3, n^{\prime}}\right)$ has the length $2 \cdot k+n^{\prime} \cdot k$. To decrypt other $n^{\prime}-1$ ciphertexts $\left(y_{3,2}, \cdots, y_{3, n^{\prime}}\right)$, the values $y_{1}^{s} \bmod p$ and $y_{2}^{s} \bmod p$ have also been computed. The total computational complexity of decrypting requires
$2 T_{\mathrm{EXP}}+n^{\prime} \cdot\left(3 T_{\mathrm{MUL}}+T_{H}+T_{J}+T_{\mathrm{INV}}+T_{\mathrm{EQU}}\right)$.

For the same plaintext $x$ with the length $n \cdot k$ in Fujisaki-Okamoto's conversion of the ElGamal encryption scheme, the maximal length of plaintext is limited by $k_{0}+k_{1}+l$. Let $n^{\prime \prime}=\frac{n \cdot k}{k_{0}+k_{1}+l}=\frac{n \cdot\left(k_{0}+k_{1}+l\right)+n \cdot k_{1}}{k_{0}+k_{1}+l}=$ $n+\left\lceil\frac{n \cdot k_{0}}{k_{0}+k_{1}+l}\right\rceil$ be number of pieces. For each encryption and decryption, which only require additional one random function operation in the ElGamal encryption scheme. Here, we directly show the computational complexity of their scheme in Table 4.1. Please see [31] for more details.

According to Table 4.1, under the same length $n \cdot k$ of plaintext, it is obvious that the ElGamal-Extension encryption scheme is more efficient than the ElGamal encryption scheme. As we know, to compute $g^{c} \bmod p$ by repeatedly squaring and multiplying requires an average of 240 1024-bit modular multiplications, i.e., $T_{\text {EXP }}=240 T_{\text {MUL }}$. For the computational complexity of encryption and decryption in the ElGamal encryption scheme and Fujisaki-Okamoto's scheme, the number of $T_{\text {ExP }}$ is dependent on $n$ and $n^{\prime \prime}$, respectively. But it is fixed in the ElGamal-Eextension encryption scheme. For the ciphertext size, it is $2 n$ times of $k$ in the ElGamal encryption scheme and Fujisaki-Okamoto's scheme. In the ElGamal-Extendsion encryption scheme, it is $2+n^{\prime}$ times of $k$. The ElGamal-extension encryption scheme has less ciphertext size if $n^{\prime}<2 \cdot(n-1)$. On the other hand, the ElGamal-Extension encryption scheme provide the same highest level of security given IND-CCA2 notation as in Fujisaki-Okamoto's scheme.
Table 4.1: Computational complexity, ciphertext size among three encryption schemes

|  | Encryption | Decryption | Ciphertext size | GOAL-ATK |
| :---: | :---: | :---: | :---: | :---: |
| ElGamal scheme | $n \cdot\left(2 T_{\text {EXP }}+\mathcal{T} \mathcal{T}_{\text {MUL }}\right)$ | $n \cdot\left(T_{\text {EXP }}+T_{\text {MUL }}+T_{\text {INV }}\right)$ | $n \cdot 2 \cdot k$ | IND-CPA |
| Fujisaki-Okamoto scheme |  | $\begin{aligned} & n^{\prime \prime} \cdot\left(T_{\mathrm{EXP}}+T_{\mathrm{MUL}}+T_{\mathrm{INV}}\right. \\ & \left.+T_{J}+T_{\mathrm{EQU}}\right) \end{aligned}$ | $n \cdot 2 \cdot k$ | IND-CCA2 |
| ElGamal-extension scheme | $2 T_{\mathrm{EXP}}+n^{\prime} \cdot\left(3 T_{\mathrm{MUL}}+T_{H}+T_{J}\right)$ | $\begin{aligned} & 2 T_{\mathrm{EXP}}+n^{\prime} \cdot\left(3 T_{\mathrm{MUL}}+T_{H}\right. \\ & \left.+T_{J}+T_{\mathrm{INV}}+T_{\mathrm{EQU}}\right) \end{aligned}$ | $2 \cdot k+n^{\prime} \cdot k$ | IND-CCA2 |

* with the same size $n \cdot k$ of a plaintext $x$.


### 4.4 Discussions

In this Chapter, we have proposed an efficient ElGamal-Extension encryption scheme and showed it is secure in the IND-CCA2 sense in the random oracle model. Not only does the proposed scheme provides higher secure level, but also the computational complexities of encryption and decryption in the proposed scheme are more efficient than those in the ElGamal encryption scheme and Fujisaki-Okamoto's scheme when the plaintext is large enough.

Furthermore, we design a new IND-CPA PAIR to demonstrate the security of the ElGamal-Extension encryption scheme when using only two random numbers. There is a question as to whether IND-CPA PAIR accurately demonstrate the security. There maybe a more suitable pair goal and adversary model for demonstrating the security. It is conjectured that involvement of the decryption oracle in providing the adversary with plaintext-ciphertext cryptanalysis training in IND-CCA and IND-CCA2 (says IND-CCA PAIR and IND-CCA2 $2_{\text {PAIR }}$ ) do not provide the adversary with any undue advantage. If we give the decryption oracle a different position in IND-CCA PAIR and IND-CCA $2_{\text {PAIR }}$, the results and advantage given to the adversary may be different. For example, if the decryption oracle is lain in after the adversary obtain the plaintext-ciphertext pair and before she sends $x_{0}, x_{1}$, what are the effects? Future work will undertake to answer these and other questions.

## Chapter 5

## Password Authenticated Key Exchange Protocols

### 5.1 Introduction

The rapid growth of networks in both number and size encourages more and more computers to link together for sharing various kinds of data and exchanging huge amounts of information. Two parties need to encrypt and authenticate their message in order to protect the privacy and authenticity of these messages. One way of doing so is to use public key encryption and signatures, but which need the support of the Public Key Infrastructure (PKI). The cost associated with these primitives may be too high for certain applications. Furthermore, Law et al. [51] proposed the MQV protocol, which is still protected under the PKI. Smart [75] and Yi [86] further proposed identity-based authenticated key exchange protocols based on Weil pairing to obtain lower communication overhead and less computation complexity. However, the involved certification management, cryptography calculation, and the additional communication overhead caused
by the digital signature.

Another way of addressing this problem is for users to first establish a comment secret key via a key exchange protocol such as the Diffie-Hellman key exchange protocol and then use this key to derive keys for symmetric encryption and message authentication schemes. However, the secret key established from the key exchange protocol should be authenticated first. Otherwise, the channel between the users is not safe. For example, DiffieHellman key exchange protocol suffers from the Man-in-the-Middle attack.

There are many types of key exchange protocols currently in use. They all have their own strengths and weaknesses. One of the most popular protocols is the 3-party Kerberos authentication system [77]. The Internet Key Exchange (IKE) protocol uses the 2-party SIGMA protocol [48] as a standard for signature-based modes. Password based protocols are another type of key exchange system that have received attention recently.

PASSWORD-BASED AUTHENTICATED KEY EXCHAANGE. Password-based authenticated key exchange (PAKE) protocols are the most widely used methods. They assume a more realistic scenario in which two parties share a common secret key are not uniformly distributed over a large space, but rather chosen from a small set of possible values (a four-digit pin, for example). It is more convenient since human-memorable passwords are simpler to use without any additional cryptographic devices. In practice, people hardly find long random string passwords easy to use and remember. It would be much more user-friendly if the password is a meaningful string that people can recognize easily such as a natural language phrase. However, the human-memorable passwords narrow down the possibilities and
make it easier for adversary to succeed guessing the passwords with a nonnegligible chance, so-called dictionary (password guessing) attacks. Dictionary attacks are attacks in which an adversary tries to break the security of a scheme by a brute-force method, in which it tries all possible combinations of passwords in a given a small set of values (i.e., the dictionary). The dictionary attacks are usually divided in two categories: off-line and on-line dictionary attacks.

The goal of password-based key exchange protocols is to restrict the adversary's success to on-line dictionary attacks only. In these attacks, the adversary must be present and interact with the system in order to be able to verify whether its guess is correct. The system can detect on-line guessing by counting the failed trials. If a certain number of failed attempts has occurred, the use of a password is invalidated or blocked.

PASSWORD-BASED AUTHENTICATED KEY EXCHANGE IN THE 3-PARTY SETTING. In large-scale communication environments, similar to the disadvantage of symmetric cryptosystem in Section 2.1, password management can be a tough task. Assume that a communication network has $n$ users, and any two of them exchange a key via the 2-party key exchange protocol. Therefore, there will be $\frac{n(n-1)}{2}$ passwords to be shared, and all those passwords have to be stored securely. Many works [37,38, 50, 78] have extended the 2-party key exchange protocol into the 3-party applications, in which a trusted server $S$ exists to mediate between the two communication parties $A$ and $B$ to allow their mutual authentication. In this way, any user only needs to share a password with the server. It is particularly well suited for large-scale communication environments.

A nature generic construction of a 3-party PAKE protocol from any 2-party PAKE protocol presented by Abdalla, Fouque, and Ponitcheval [4]. In this thesis, we focus on the 2-party PAKE and present a protect password change (PPC) protocol. If the use of password has a certain number of failed attempts, the users can via the PPC protocol to arbitrarily change their passwords.

### 5.2 Related Work

Password-based authenticated key exchange (PAKE) has been extensively studied in the last few year. The seminal work in this area is the encrypted key exchange protocol proposed by Bellovin and Merritt [16], where two users in this area is the encrypted version of the Diffie-Hellman key exchange protocol. In their protocol, each flow is encrypted using the password shared between these two users as the symmetric key.

On the other hand, by using a pre-shared password technique along with the Diffie-Hellman scheme, Seo and Sweeney [70] proposed a PAKE protocol without any symmetric cryptosystems or asymmetric cryptosystems. Two parties (a client $C$ and a server $S$ ) online can use a pre-shared password technique to authenticate each other and apply the Diffie-Hellman scheme to establish a session key. Sun [80], Tseng [81] and Lu, Lee, and Hwang [54] separately showed that the Seo-Sweeney PAKE protocol is insecure under the threat of the replay attack and off-line dictionary attack. At the same time, Lin, Chang, and Hwang [53] and Tseng [81] separately proposed an improvement on the Seo-Sweeney PAKE protocol to withstand these at-
tacks. However, Hsieh, Sun, and Hwang [42] have pointed out that the Lin-Chang-Hwang scheme is still vulnerable to the off-line dictionary attack. On the other hand, Ku and Wang [49] have also shown that Tseng's scheme is vulnerable to the backward replay attack [36] and forged authenticator attack, and they gave an improvement on Tseng's scheme in the meantime.

Unfortunately, the above schemes or improved schemes lack a proper security model. The first security model for 2-party authenticated key exchange protocol was introduced by Bellare and Rogaway [11]. Later, Bellare et al. [10] and Boyko et al. [20] separately extended the security model to the password-based setting, with security analyses of the above 2-party password-based key exchange, under idealized assumptions, such as the random oracle and the ideal cipher models. Furthermore, some 2-party PAKE protocols $[32,34,46]$ are provably secure in the standard model. For the 3-party setting, the first work in this area is the protocol of Needham and Schroeder [60], which inspired the Kerberos distributed system. Later, Bellare and Rogaway [14] introduced a formal security model in this scenario along with a construction of the first provably secure symmetric-keybased key distribution scheme. Recently, the first provably secure 3-party PAKE protocol was proposed Abdalla, Fouque, and Ponitcheval [4], which define a new notation called key privacy. That is even though the server's help is required to establish a session key between two users in the system, the server should not be able to gain any information on the value of that session key. In [4], they called their new and stronger model as the Real-Or-Random (ROR) model and Bellare et al.'s model as the Find-Then-Guess (FTG) model. It is worth pointing out that, as proven in [4], any scheme that is proven in the ROR model is also secure in the FTG model. The converse,
however, is not necessarily true due to the non-tightness of the security reduction.

In Section 5.4, we examine some PAKE-related schemes [49, 53, 70, 81] and mounted a forged authenticator attack on those schemes to successfully cheat the two parties into believing in the wrong session key. Table 5.1 below is a summary table of the security of all those schemes. Recently, Yeh and Sun [85], and Kobara and Imai [47] have also combined the preshared password technique and the Diffie-Hellman scheme to achieve the same purpose the PAKE protocol intends to, respectively. Both schemes can withstand those attacks shown in Table 5.1 and provide perfect forward secrecy [45]. Lee et al. [52] further proposed the parallel version of the YehSun scheme. Two parties in their scheme compute the message during the protocol simultaneously. In fact, the scheme still need that one of two parties to send out the request message first and then another one knows to prepare the reply message. Hence, the protocol is not real parallel.

On the other hand, some schemes additionally provides the protected password change (PPC) protocols, which allow a client changes its password freely. However, we point out that the Tseng-Jan-Chien [82] and the HwangYeh [43] schemes are vulnerable to the forged authenticated; that is, any adversary can intercept the request for changing passwords sent by a legal client and modify it with a wrong password along with a forged authenticator.

In Chapter 6, we shall present a simpler authenticated key exchange protocol by modifying the Yeh-Sun scheme [85]. This scheme is proven secure when the symmetric-encryption primitive is instantiated via a mask genera-
Table 5.1: Summary of related schemes in PAKE

| Seo-Sweeney [70] | Tseng [81] | Lin et al. [53] | Ku-Wang [49] |
| :---: | :---: | :---: | :---: |
| Withstand Man-in-Middle Attack | Yes | Yes | Yes |
| Withstand Dictionary Attack $\sum^{*}$ *No [54, 80$]$, | *No [Section 5.4] | *No [42] | *No [Section 5.4] |
| Withstand Replay Attack $\quad$ *No [81] | Yes | Yes | Yes |
| Withstand Backward Replay Attack ${ }^{\text {a }}$ ( ${ }^{*}$ No [49] ¢ | ${ }^{*}$ No [49] | Yes | Yes |
| Withstand Forged Authenticator Attack **No[Section 5.4] | ${ }^{*}$ No [49], [Section 5.4] | *No [Section 5.4] | *No [Section 5.4] |
| Provide Perfect Forward Secrecy ${ }^{*}$ No [80] | Yes | Yes | *No [Section 5.4] |

*No [reference]: [reference] points out that the scheme cannot withstand/achieve the attack/perfect forward secrecy.
tion function that is the product of the message with a hash of the password. At the same time, we shall also present a new protected password change protocol which unlike the previously proposed schemes [47, 49, 53, 70, 81, 85] where the parties cannot arbitrarily change their own passwords, offers users the freedom of changing passwords at will. The proposed PAKE and PPC schemes are formally proven using Ballare, Poincheval and Rogaway's security model [10].

### 5.3 The Security Model

In this section, we recall the security model of Bellare, Pointcheval, and Rogaway (FTG model) [10], which is principally used formally as follows.

## (1) Define the Characteristics of Participating Entities

Protocol Participants. We denote by $C$ and $S$ two parties that can participate in the key exchange protocol $P$. A party may have several instances, called oracles, involved in distinct concurrent executions of $P$. We denote $U^{i}$ as the instance $i$ of a participant $U$, which is either a client or a server.

Long-Lived Keys. Each client $C \in$ client holds a low-entropy $p w_{C}$. Each server $S \in$ server holds a value $p w_{S}[C]$. The value $p w_{S}[C]$ is denoted a derived password. Schemes where $p w_{S}[C]=p w_{C}$ are called symmetric; in general, $p w_{S}[C]$ may differ from $p w_{C}$, i.e. $S$ employ a hash $\mathcal{G}$ and stores $p w_{C}$ as $\mathcal{G}\left(p w_{C}\right)$. We call $p w_{C}$ and $p w_{S}[C]$ as the long-lived keys and assume that the password is drawn from the dictionary Dict according to the distribution $\mathcal{D}_{p w} . \mathcal{D}_{p w}(q)$ denotes as the probability to be in the most probable set of $q$
passwords as follows:

$$
\mathcal{D}_{p w}(q)=\max _{\rho \subseteq \operatorname{Dict}}\left\{\operatorname{Pr}_{p w \in \mathcal{D}_{p w}}[p w \in \rho \mid \# \rho \leq q]\right\} .
$$

Note that if we denote by $\mathcal{U}_{N}$ the uniform distribution among $N$ passwords, $\mathcal{U}_{N}(q)=q / N$.

Session Identity And Partner Identity. The session identity SID is used to uniquely name the ensuing session. $\operatorname{SID}\left(U^{i}\right)$ is the concatenation of all flows with the oracle $U^{i}$. $\operatorname{PID}\left(U^{i}\right)=U^{\prime}$, denoted as $U^{i}$, is the communication with another participant $U^{\prime}$. Both SID and PID are publicly available.

Accepting And Terminating. There are two states, $\operatorname{ACC}\left(U^{i}\right)$ and $\operatorname{TERM}\left(U^{i}\right)$, for an oracle $U^{i}$. $\operatorname{ACC}\left(U^{i}\right)=$ true denotes that $U^{i}$ has enough information to compute a session key SK. At any time an oracle can accept messages right away. As soon as $U^{i}$ is accepted, $\operatorname{SK}\left(U_{i}^{i}\right), \operatorname{SID}\left(U^{i}\right)$ and $\operatorname{PID}\left(U^{i}\right)$ are defined. When an oracle sends or receives the last message of the protocol, receives an invalid message, or misses an expected message, the state of $\operatorname{TERM}\left(U^{i}\right)$ is set to true. As long as $U^{i}$ is terminated, no message will be sent out.

## (2) Define an Adversary's Capabilities

The adversary $\mathcal{A}$ has an endless supply of oracles and models various queries to them. Each query models a capability of the adversary, such as forward secrecy, know-key security, etc. The six queries and their responses are listed below.

- Send $\left(U^{i}, m\right)$ : This query models $\mathcal{A}$ sending a message $m$ to $U^{i}$. $\mathcal{A}$ gets back from his query the response which $U^{i}$ would have generated in processing message $m$ and updates SID, PID, and its state. $\mathcal{A}$ in the
form Send $\left(U^{i}\right.$, start $)$ initiates an execution of the protocol.
- Execute $\left(C^{i}, S^{j}\right)$ : This query models $\mathcal{A}$ obtaining an honest execution of the protocol in the middle of two oracles $C^{i}$ and $S^{j}$. Execute $\left(C^{i}, S^{j}\right)$ models $\mathcal{A}$ obtaining an honest execution of the protocols between two oracles $C^{i}$ and $S^{j}$.
- Reveal $\left(U^{i}\right)$ : This query models $\mathcal{A}$ obtaining a session key SK with an unconditional return by $U^{i}$. The query is for dealing with know-key security. The Reveal query is only available if the state $\operatorname{ACC}\left(U^{i}\right)=t r u e$.
- Corrupt $(U)$ : This query models $\mathcal{A}$ obtaining a long-lived key $p w$ with an unconditional return by $U$. The query is for dealing with forward secrecy. As in [10], we assume the weak corruption model in which the internal states of all instances of that user are not returned to $\mathcal{A}$.
- Hash $(q)$ : In the ideal hash model, $\mathcal{A}$ gets hash results by making queries to a random oracle. After receiving this query, the random oracle will check whether $q$ has been queried. If so, it returns the result previously generated to $\mathcal{A}$; otherwise it generates a random number $r$ and sends it to $\mathcal{A}$, and stores $(q, r)$ into the hash list $\Lambda_{\mathcal{H}}$, which is a record set used to record all previous Hash queries.
- Test $\left(U^{i}\right)$ : This query models the semantic security of the session key SK (the indistinguishability between the real session key and a random string). During an execution of the protocol, $\mathcal{A}$ can make any of the above queries, and at once, asks for a Test query. Then, $U^{i}$ flips a coin $b$ and returns SK if $b=1$ or a random string with length $|\mathrm{SK}|$ if $b=0$. The query is only available if $U^{i}$ is fresh. $\mathcal{A}$ outputs a bit $b^{\prime}$ and wins the game of breaking the protocol if $b=b^{\prime}$.

Execute-query may at first seem useless since $\mathcal{A}$ already can carry out an honest execution among oracles. Yet, the query is essential for properly dealing with password guessing attacks. The number $q_{s}$ of Send-queries directly asked by the adversary does not take into account the number of Execute-queries. Therefore, $q_{s}$ represents the number of flows the adversary has built by itself, and the therefore the number of passwords it would have tried.

## (3) Definitions of Security

Freshness. An oracle $U$ is identified as fresh (or holds a fresh SK) if the following three conditions are satisfied. (1) $U^{i}$ has been accepted, (2) No oracle has been asked for a Corrupt-query before $U^{i}$ is accepted, and (3) Neither $U^{i}$ nor its partner has been asked for a Reveal-query.

Partnering. We say two oracles $C^{i}$ and $S^{j}$ are partnered if the following conditions are satisfied. (1) $C^{i}$ and $S^{j}$ have been accepted, (2) $\operatorname{SK}\left(C^{i}\right)=\operatorname{SK}\left(S^{j}\right)$, (3) $\operatorname{SID}\left(C^{i}\right) \cap \operatorname{SID}\left(S^{j}\right) \neq 0$, (4) $\operatorname{PID}\left(C^{i}\right)=S$ and $\operatorname{PID}\left(S^{j}\right)=C$, and (5) No other oracle accepts $\operatorname{SK}=\operatorname{SK}\left(C^{i}\right)=\operatorname{SK}\left(S^{j}\right)$.

AKE Semantic Security. AKE referred to as Authenticated Key Exchange. Consider an execution of the protocol $P$ by the adversary $\mathcal{A}$, in which the latter is given to access to the Execute, Send, and Test oracles and asks at most one Test query to a fresh instance $U^{i}$. Let $b^{\prime}$ be his output. Such an adversary is said to win the experiment defining the sematic security if $b^{\prime}=b$, where $b$ is the hidden bit used by the Test-query. Let Succ denote the event which the adversary wins this game.

The advantage of $\mathcal{A}$ in violating the AKE sematic security of the protocol
$P$ and the advantage function of the protocol $P$, when passwords are draw from a dictionary Dict, are defined, respectively, as follows:

$$
\begin{array}{r}
\operatorname{Adv}_{P, \operatorname{Dict}}^{\operatorname{AKE}}(\mathcal{A})=2 \cdot \operatorname{Pr}[\operatorname{Succ}]-1, \\
\operatorname{Adv}_{P, \operatorname{Dict}}^{\mathrm{AKE}}(t, R)=\max _{\mathcal{A}}\left\{\operatorname{Adv}_{P, \text { Dict }}^{\operatorname{AKE}}(\mathcal{A})\right\},
\end{array}
$$

where maximum is over all $\mathcal{A}$ with time-complexity at most $t$ and using resources at most $R$ (such as the number of oracle queries). The definition of time-complexity is the usual one, which includes the maximum of all execution times in the experiments defining the security plus the code size [2]. The probability rescaling was added to make the advantage of an adversary that simply guesses the bit $b$ equal to 0 .

Mutual Authentication. A protocol is said to achieve mutual authentication if each party can be ensured that it has established a session key with the players it intended to. The above property of AKE semantic security means that only legitimate participants can obtain the secret session key, and any adversary cannot learn information about the key. This is also know as implicit authentication. In the context of password-based schemes, authentication between the players is often done through authenticators. An authenticator is only can computed withe the knowledge of a secret password. We denote by $\operatorname{Succ}_{P, \text { Dict }}^{\text {auth }_{S}}(\mathcal{A})$ the success probability of an adversary $\mathcal{A}$ trying to impersonate the server in the protocol $P$. This is the probability with which a client instance accepts without having a server partner. Similarly, $\operatorname{Succ}_{P, \text { Dict }}^{\text {auth }_{C}}(\mathcal{A})$ denotes the success probability of an adversary $\mathcal{A}$ trying to impersonate the client in the protocol $P$. We denote the probability of violating mutual authentication by $\operatorname{Succ}_{P, \text { Dict }}^{M A}(\mathcal{A})$. It is trivial that

$$
\operatorname{Succ}_{P, \text { Dict }}^{\text {MA }}(\mathcal{A})=\operatorname{Succ}_{P, \text { Dict }}^{\text {auth }}(\mathcal{A})+\operatorname{Succ}_{P, \text { Dict }}^{\text {auth }_{C}}(\mathcal{A})
$$

We say the protocol $P$ is MA-secure if $\operatorname{Succ}_{P, \text { Dict }}^{\mathrm{MA}}(\mathcal{A})$ is negligible.

### 5.4 Attacks on Some Password Authenticated Key Exchange Protocols

Here, we give the following notations whichthrough this chapter.

| $\kappa$ | Let $\kappa$ be the cryptographic security parameter. <br> $\mathbb{G}$ |
| :--- | :--- |
| Let $\mathbb{G}$ denote a finite cyclic group of order $q$, where <br> $\|q\|=\kappa$. Let $g$ be a generator of $\mathbb{G}$ and assume it is |  |
| included in the description of $\mathbb{G}$. |  |

In the following, we show some password authenticated key exchange protocols are insecure, which only give attack-response analyses.

## The Tseng Scheme

We review the Tseng scheme [81] as follows. The scheme has a predetermined way to generate the two integers $Q \in \mathbb{Z}_{q}$ and $Q^{-1} \in \mathbb{Z}_{q}$ from the password $p w$ and secretly shared between $C$ and $S$. It is similar to employ a hash function $\mathcal{G}$ with an input $p w$ and maps to $\mathbb{Z}_{q}$, i.e. $Q=\mathcal{G}(p w)$. The protocol is composed of two phases, the key establishment phase and the
key verification phase, as follows:
key Establishment Phase

Step 1. $C \rightarrow S:<i d_{C}, X_{1}>$
$C$ chooses an integer $a \in_{R} \mathbb{Z}_{q}$ and computes $X_{1}=g^{a Q}$. Then, $C$ sends $i d_{C}$ and $X_{1}$ to $S$.

Step 2. $S \rightarrow C:<i d_{S}, Y_{1}>$
After receiving $C^{\prime}$ 's message, $S$ chooses an integer $b \in_{R} \mathbb{Z}_{q}$ to compute $Y_{1}=g^{b Q}$. Then, $S$ sends $i d_{S}$ and $Y_{1}$ to $C$.

Step 3. After receiving $S^{\prime}$ 's message, $C$ computes $Y=Y_{1}^{Q^{-1}}=g^{b}$ and $\mathrm{SK}_{C}=$ $Y^{a}=g^{a b}$.

Step 4. After receiving $C^{\prime}$ s message, $S$ computes $X=X_{1}^{Q^{-1}}=g^{a}$ and $\mathrm{SK}_{S}=$ $X^{b}=g^{a b}$.
key Verification Phase

Step 5. $\left.C \rightarrow S:<i d_{C}, Y\right\rangle$ $C$ sends $i d_{C}$ and $X_{1}$ to $S$.

Step 6. $S \rightarrow C:<i d_{S}, X>$
$S$ sends $i d_{S}$ and $X$ to $C$.

Step 7. $C$ and $S$ check whether $X=g^{a}$ and $Y=g^{b}$ hold or not, respectively. If they hold, $C$ and $S$ are sure that they have the common session key $S K=g^{a b}$.

Ku and Wang [49] have shown that the Tseng scheme is vulnerable to the backward replay attack and forged authenticator attack. They proposed an improved version of the Seo-Sweeny scheme [70]. However, we will present another forged authenticator attack on the Tseng scheme, and it will still successfully break the Ku-Wang scheme as well as the others [53, 70]. On the other hand, we will show that the Tseng scheme and the Ku-Wang scheme are also weak in front of the off-line dictionary attack.

Forged Authenticator Attack. An adversary $\mathcal{A}$ tries to fool $C$ and $S$ into believing a wrong session key in the Tseng scheme. $\mathcal{A}$ first prepares a value $e \in \mathbb{Z}_{q}$ and its inversion $e^{-1} \in \mathbb{Z}_{q}$. In the key establishment phase, upon seeing $X_{1}$ sent by $C$ in Step $1, \mathcal{A}$ replaces it with $X_{1}^{\prime}=\left(X_{1}\right)^{e}=g^{a Q e}$. Then, $C$ performs Step 3 and $S$ performs Steps 2 and 4. $C$ and $S$ will separately obtain the session keys $\mathrm{SK}_{C}=Y^{a}=g^{a b}$ and $\mathrm{SK}_{S}=X^{b}=g^{a b e}$, where $Y=\left(Y_{1}\right)^{Q^{-1}}=g^{b}$ and $X=\left(X_{1}^{a}\right)^{Q^{-1 / 4}}=g^{a e}$, Next, they separately verify the validity of the session keys $\mathrm{SK}_{C}$ and $\mathrm{SK}_{S}$. After receiving $Y$ in Step 5, the check equation $Y=g^{b}$ will hold in Step 7 on $S^{\prime}$ s side, so $S$ will believe that it and $C$ have agreed on a common session key. Upon seeing $X$ is sent by $S$ in Step 6, $\mathcal{A}$ replaces it with $X^{\prime}=(X)^{e^{-1}}=g^{a}$. The check equation $X^{\prime}=g^{a} \bmod p$ will hold in Step 7 on $C^{\prime}$ s side, and $C$ will too believe that it and $S$ have agreed on a common session key. However, $\mathrm{SK}_{C}=g^{a b}$ is not equal to $\mathrm{SK}_{S}=g^{a b e}$.

Off-Line Dictionary Attack. $\mathcal{A}$ tries to reveal the secret values $Q$ and $Q^{-1}$ shared between $C$ and $S$ by mounting the off-line dictionary attack. $\mathcal{A}$ first intercepts $X_{1}=g^{a Q}$ sent by $C$ in Step 1 and masquerades as $S$ to send $Y_{1}=g^{e}$ in Step 2. $C$ computes $Y=Y_{1}^{Q^{-1}}=g^{e Q^{-1}}$ and $\mathrm{SK}_{C}=Y^{a}=g^{e Q^{-1} a}$. In

Step 5, $C$ sends $Y$ to $S$. After intercepting $Y, \mathcal{A}$ can verify the correctness of the guessing password by checking whether $Y^{Q}=g^{e}$ holds or not because $Y^{Q}=Y_{1}^{Q^{-1} Q}=g^{e}$.

## The Ku-Wang Scheme

We have presented another forged authenticator attack in the Tseng scheme, which also threatens the security of the Ku-Wang scheme. Furthermore, the off-line dictionary attack is still successful in their scheme. The key establishment phase in the Ku-Wang scheme is the same as that in the Tseng scheme. We only briefly review the key verification phase of the Ku-Wang scheme that makes a difference.

## key Verification Phase

Step 5. $C \rightarrow S:<i d_{C}, K_{C}>$
$C$ computes $K_{C}=\left(\mathrm{SK}_{C}\right)^{Q}=g^{a b Q}$. Then, $C$ sends $i d_{C}$ and $K_{C}$ to $S$.
Step 6. $\left.S \rightarrow C:<i d_{S}, X\right\rangle$
When $K_{C}$ is received, $S$ checks whether $K_{S}=\left(\mathrm{SK}_{S}\right)^{Q^{-1}}$. If it holds, $S$ believes that it has obtained the correct $X_{1}$ and $C$ has obtained the correct $Y_{1}$. Then, $S$ sends $i d_{S}$ and $X$ to $C$.

Step 7. When $X$ is received, $C$ checks whether $X=g^{a}$. If it holds, $C$ believes that it has obtained the correct $Y_{1}$ and $S$ has obtained the correct $X_{1}$.

Forged Authenticator Attack. $\mathcal{A}$ performs the same work in the key establishment phase, described in the above. In the key verification phase, upon seeing $K_{C}$ is sent by $C$ in Step $5, \mathcal{A}$ replaces it with $K_{C}^{\prime}=\left(K_{C}\right)^{e}=$ $\left(g^{a b Q}\right)^{e}$. The check equation $\mathrm{SK}_{S}=\left(K_{1}^{\prime}\right)^{Q^{-1}}=g^{a b e}$ in Step 6 will hold. $S$ will
believe that it has obtained the correct $X_{1}$ and $C$ has obtained the correct $Y_{1}$. Then, $S$ sends $X=g^{a e}$ to $C$. $\mathcal{A}$ replaces it with $X^{\prime}=(X)^{e^{-1}}=g^{a}$. The check equation $X_{1}^{\prime}=g^{a} \bmod p$ in Step 7 will hold, which will make $C$ believe that it has obtained the correct $Y_{1}$ and $S$ has obtained the correct $X_{1}$. However, $\mathrm{SK}_{C}=g^{a b}$ is not equal to $\mathrm{SK}_{S}=g^{a b e}$.

As a matter of fact, the forged authenticator attack can easily be mounted to break the existing password-related methods [53, 70]. Because all the schemes have the common weakness, any adversary can use some value to replace the original value sent by $C$ in the key establishment phase and then use its inversion to make $S$ return to the original value sent to $C$ in the key verification phase. This will make $C$ and $S$ believe the wrong session key.

Off-Line Dictionary Attack. For the same reason, in the Ku-Wang scheme, $\mathcal{A}$ performs the same work in the key establishment phase. In the key verification phase, $C$ computes $K_{C}=\left(\mathrm{SK}_{C}\right)^{Q}=g^{a e}$ and sends it to $S$ in Step 5. After intercepting $K_{C}, \mathcal{A}$ can verify the correctness of the guessing password by checking whether $K_{C}=\left(X_{1}\right)^{Q-1}$ holds or not because $K_{C}=$ $\left(X_{1}\right)^{Q^{-1}}=g^{a e}$.

In both schemes, if the password $p w$ is poorly chosen, the adversary can determine $Q$ or $Q^{-1}$ by using the equations to verify if the guessing password is correct. On the other hand, in the Ku-Wang scheme, when a password is compromised, the old session key $\mathrm{SK}_{C}$ can be recovered by computing $\left(K_{C}\right)^{Q^{-1}}=\mathrm{SK}_{C}=g^{a b}$. Therefore, their scheme cannot provide perfect forward secrecy.

We have presented the forged authenticator attack and the off-line dictio-
nary attack to subvert the security of the Tseng scheme and the Ku-Wang scheme. As we have proved, the Ku-Wang scheme is weak against the forged authenticator attack and the off-line dictionary attack; moreover, the forged authenticator attack can be used to break all the existing PAKErelated schemes.

## The Tseng-Jan-Chien Scheme

We shall first briefly review the Tseng-Jan-Chien protected password change protocol [82] and then show how the forged authenticator attack can work on their scheme. In the system, the server stores a client $C^{\prime}$ s $i d_{C}$ and $p w$ as $v_{-} i d p w=\mathcal{H}\left(i d_{C}, p w\right)$ in the database.

The protected password changing scheme works as follows:

Step 1. $C \rightarrow S:<i d_{C}, C \_i d p w>$ $C$ chooses a random number $c \in \in_{R} \mathbb{Z}_{q}$ and computes $r c=g^{c} \bmod p$. Then, it computes $C_{\imath} i d p w=\mathcal{H}\left(i d_{C}, p w\right) \oplus_{r} r c$ and sends it along with $i d_{C}$ to $S$.

$$
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Step 2. $S \rightarrow C:<i d_{S}, S \_i d p w, S \_a u t h \_t o k e n>$
$S$ first recovers $r c$ from $C_{\_} i d p w$ by computing $C_{\_} i d p w_{-}$digest $\oplus v_{-} i d p w$. Then, $S$ chooses a random number $s \in_{R} \mathbb{Z}_{q}$ and computes $r s=g^{s}$ and $r c s=(r c)^{s}=g^{c s}$. Next, $S$ computes $S \_i d p w=v_{\_} i d p w \oplus r s$ and S_auth_token $=\mathcal{H}\left(v \_i d p w, r c s, r c\right)$, and then it sends them and $i d_{S}$ to $C$.

Step 3. $C \rightarrow S:<i d_{C}, C \_a u t h \_t o k e n, C \_n e w \_i d p w>$ $C$ first recovers $r s$ from $S_{-} i d p w$ by computing $S_{-} i d p w \oplus \mathcal{H}\left(i d_{C}, p w\right)$.

Then it computes $r c s=(r s)^{c}=g^{s c}$ and uses it together with its own $H\left(i d_{C}, p w\right)$ and $r c$ to compute $\mathcal{H}\left(\mathcal{H}\left(i d_{C}, p w\right), r c s, r c\right)$, which is then compared with the received $S_{-}$auth_token from $S$. If they match, $C$ computes $C_{\text {_a }}$ auth_token $=\mathcal{H}\left(\mathcal{H}\left(i d_{C}, p w\right), r c s, r s\right)$. Then, $C$ chooses a new password new_pw and computes

$$
C \_n e w \_i d p w=\mathcal{H}\left(i d_{C}, n e w \_p w\right) \oplus \mathcal{H}\left(\mathcal{H}\left(i d_{C}, p w\right), r c s\right) \text {. }
$$

Finally, $C$ sends $<i d_{C}, C \_a u t h \_t o k e n, C \_n e w \_i d p w>$ to $S$.

Step 4. $S$ uses its own $v_{-} i d p w, r c s$ and $r s$ to compute $\mathcal{H}\left(v_{-} i d p w, r c s, r s\right)$ and compares it with the received $C$ _auth_token. If they match, $S$ recovers $H\left(i d_{C}, n e w \_p w\right)$ from $C \_n e w \_i d p w$ by computing

$$
\mathcal{H}\left(i d_{C}, n e w \_p w\right)=C \_n e w \_i d p w \oplus \mathcal{H}\left(v \_i d p w, r c s\right)
$$

and then stores $v_{-} i d p w=\mathcal{H}\left(i d_{C}, n e w-p w\right)$ in the database.

The difference between the protected password transmission scheme and protected password changing scheme is that $C$ additionally sends $C \_n e w \_i d p w$ to $S$ for changing passwords in the latter scheme. In the following, we point out Tseng-Jan-Chien protected password changing scheme is vulnerable to the forged authenticator attack; that is, any adversary can intercept the request for changing passwords sent by a legal client and modify it with a wrong password.

Forged Authenticator Attack. Note that $C$ sends $<i d_{C}, C_{\text {_auth_token }}$ , C_new_idpw > in Step 3 to $S$, and the messages $C \_a u t h \_t o k e n ~ a n d ~ C \_n e w \_i d p w ~$ are used to enable the server to authenticate the client and to obtain $\mathcal{H}\left(i d_{C}\right.$ , new_pw), respectively. However, because the two messages are separated,
the adversary can replace C_new_idpw with a random number ra. After receiving $\left\langle i d_{C}, C_{\_}\right.$auth_token, $r a>, S$ checks the validity of $C \_a u t h \_t o k e n . ~$ Since C_auth_token is generated by the legal client, $S$ will accept it. Then, $S$ computes $r a \oplus H\left(v_{-} i d p w, r c s\right)$ and stores $v_{-} i d p w=r a \oplus H\left(v_{-} i d p w, r c s\right)$ in the database.

Unfortunately, the client is mistakenly convinced that it has successfully changed from the old password $p w$ to a new password new_pw. When the client tries to login the server the next time, the server will reject the client's login request because the client cannot recover $r s$ from $S_{-} i d p w$ by computing $S_{-} i d p w \oplus H\left(i d_{C}\right.$, new_pw $)$ and therefore cannot compute C_auth_token correctly. As a result, the server will conclude that the client is illegal, and the client will not be able to change its password successfully.

## The Hwang-Yeh Scheme

The different from the Tseng scheme and the Ku-Wang scheme is that the Hwang-Yeh scheme [43] employs, the public key cryptosystem. However, there are still some security flaws in the Hwang-Yeh password change scheme. Any adversary can intercept the request for changing passwords sent by a legal user and modify it with a wrong password. As a result, the user will not be able to successfully login the server next time.

The main difference between Hwang-Yeh password transmission scheme and password change scheme is that in the latter the client sends a password change request to the server. In the system, the server stores $v_{-} p w=H(p w)$ instead of $p w$ for each client in the database. Here, we only present the password transmission scheme.

Step 1. $C \rightarrow S:<i d_{C}, C \_$cipher $>$
$C$ encrypts the random number $r c$ and along with $p w$ with the server's public key $P K_{S}$ denoted as $C \_c i p h e r=\mathcal{E}_{P K_{S}}(r c, p w)$ and send it with $i d_{C}$ as a login request to $S$.

Step 2. $S \rightarrow C:<i d_{S}, S_{-}$auth_token, $S_{\_}$rs $>$
$S$ decrypts C_cipher to obtain $r c$ and $p w$ by using its private key. Then, it computes the hash value $\mathcal{H}(p w)$ and checks whether $\mathcal{H}(p w)=v_{-} p w$ holds or not. If it holds, $S$ chooses a random number $r s$ and computes S_auth_token $=r s \oplus r c$ and $S_{\_} r s=\mathcal{H}(r s)$. Then, $S$ sends $<i d_{S}, S_{-}$auth_token, S_rs $>$to $C$.

Step 3. $C \rightarrow S:<i d_{C}, C \_a u t h \_t o k e n, C \_n e w \_p w>$
$C$ retrieves $r s$ by computing $S_{\text {_auth_token }}^{\oplus} r c$ and then verifies the consistency between the retrieved $r s$ and the received $S \_r s$. If the result is positive, $C$ chooses a new password new_pw and computes $C \_a u t h \_t o k e n=\mathcal{H}(r c, r s)$ and $C_{-} n e w \_p w=\mathcal{H}\left(n e w \_p w\right) \oplus \mathcal{H}(r c+1, r s)$. Finally, $C$ sends $<i d_{C}$, C_auth_token, $C$ new_pw $>$ to $S$.
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Step 4. $S \rightarrow C$ : access granted or access denied $S$ computes the hash value $\mathcal{H}(r c, r s)$ and checks whether $\mathcal{H}(r c, r s)=$ C_auth_token holds or not. If it holds, $S$ can obtain $\mathcal{H}\left(n e w \_p w\right)$ by computing $C \_n e w \_p w \oplus \mathcal{H}(r c+1, r s)$ and then store $v_{-} p w=\mathcal{H}\left(n e w \_p w\right)$ in the database.

Obviously, by employing the public key cryptosystem on the server's side to protect the transmitted password, Hwang and Yeh have effectively avoided the guessing attack and server spoofing that treated the Peyravian-Zunic schemes. However, we show that the Hwang-Yeh scheme is also vulnerable
to the forged authenticator attack as follows.

Forged Authenticator Attack. Upon seeing $<i d_{C}, C_{\_} a u t h \_t o k e n$, $C \_n e w \_p w>\operatorname{sent}$ by $C$ in Step 3, the adversary $\mathcal{A}$ replaces $C \_n e w \_p w$ with a random number ra. After receiving $<i d_{C}, C_{\_}$auth_token, $r c>, S$ first computes the hash value $\mathcal{H}(r c, r s)$ and checks whether $\mathcal{H}(r c, r s)=C \_a u t h \_t o k e n$ holds or not. Since C_auth_token is computed by $C$, the equation $\mathcal{H}(r c, r s)=$ C_auth_token checked by the server will turn out positive. Then, $S$ computes $r a \oplus \mathcal{H}(r c+1, r s)$ and stores $v_{-} p w=r a \oplus \mathcal{H}(r c+1, r s)$ in place of $\mathcal{H}(p w)$ in the database.

However, $C$ is under the impression that it has successfully changed from an old password $p w$ to a new password $n e w_{-} p w$. Once the client logins to $S$ the next time, it sends $<i d_{C}, C_{\_}$cipher $=\mathcal{E}_{P K_{S}}\left(r c, n e w \_p w\right)>$ to $S$ in Step 1. In Step 2, $S$ decrypts the message to obtain $r c$ and new_pw with its private key. Then, $S$ computes the hash value $\mathcal{H}(n e w-p w)$ and check whether $\mathcal{H}\left(n e w \_p w\right)=v \_p w h o l d s$ or not. Howeyer, $\mathcal{H}\left(n e w \_p w\right)$ is not equal to $v_{-} p w$ because $v_{-} p w=r a \oplus \mathcal{H}(r c+1, r s)$. The server will reject the client's login request.

## Chapter 6

## Simple Password Authenticated Key Exchange and Protected Password Change Protocols

### 6.1 Password Authenticated Key Exchange Proto-

 col

In this chapter, we shall present a simple password authenticated key exchange (PAKE) protocol by modifying the Yeh-Sun scheme [85]. This scheme is proven secure when the symmetric-encryption primitive is instantiated via a mask generation function that is the product of the message with a hash of the password. At the same time, we shall also present a new protected password change (PPC) protocol which unlike the previously proposed schemes $[47,49,53,70,81,85]$ where the parties cannot arbitrarily change their own passwords, offers users the freedom of changing passwords at will. The proposed PAKE protocol is formally proven using the Ballare-Poincheval-Rogaway security model. The provable security is
demonstrated by reduction. Here, we give the following notations which through this chapter.

| $\mathbb{G}$ | Let $\mathbb{G}$ denote a finite cyclic group of order $q$, where <br> $\|q\|=\kappa$. Let $g$ be a generator of $\mathbb{G}$ and assume it is |
| :--- | :--- |
| included in the description of $\mathbb{G}$. |  |

The parties initially share a low-quality password $p w$. The password authenticated key exchange protocol then runs as in Figure 6.1 and described as follows.

Step 1. $C \rightarrow S:<i d_{C}, R_{C}^{*}>$ $C$ chooses a random number $c \in \in_{R} \mathbb{Z}_{q}$, computes $R_{C}=g^{c}$ and $R_{C}^{*}=$ $R_{C} \times \mathrm{PW}$, where $\mathrm{PW}=\mathcal{G}(p w)$, Then $C$ sends $<i d_{C}, R_{C}^{*}>$ to $S$,

Step 2. $S \rightarrow C:<i d_{S}, R_{S}$, Auth $_{S}>$ After receiving $<i d_{C}, R_{C}^{*}>, S$ recovers $R_{C}$ by computing $R_{C}^{*} / \mathrm{PW}$. Then $S$ chooses a random number $s \in_{R} \mathbb{Z}_{q}$, computes $R_{S}=g^{s}, K_{S}=$ $\left(R_{C}\right)^{s}=g^{c s}$, Auth $_{S}=\mathcal{H}_{1}\left(K_{S}, R_{C}\right)$ and sends $<i d_{S}, R_{S}$, Auth $_{S}>$ to $C$.

Step 3. $C \rightarrow S:<i d_{C}$, Auth $_{C}>$ After receiving $<i d_{S}, R_{S}$, Auth $_{S}>, C$ computes $K_{C}=\left(R_{S}\right)^{c}=g^{s c}$ and verifies whether the received Auth $_{S}$ is equal to $\mathcal{H}_{1}\left(K_{C}, R_{C}\right)$ or not. If it is, $C$ computes Auth ${ }_{C}=\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$ and sends it to $S$.

$$
p w \in \operatorname{Dict}, \mathrm{PW}=\mathcal{G}(p w) \in \mathbb{G}
$$

$$
\mathrm{ACC} \leftarrow \mathrm{TERM} \leftarrow \text { false } \quad \mathrm{ACC} \leftarrow \mathrm{TERM} \leftarrow \text { false }
$$

$c \stackrel{R}{\leftarrow} \mathbb{Z}_{q}, R_{C} \leftarrow g^{c}$
$R_{C}^{*} \leftarrow R_{C} \times \mathrm{PW}$

| $i d_{C}, R_{C}^{*}$ | $R_{C} \leftarrow R_{C}^{*} / \mathrm{PW}$ |
| :--- | :--- |
| $\xrightarrow{ }{ }^{i} d_{S}, R_{S}$, Auth $_{S}$ | $K_{S}=\left(R_{C}\right)^{s}$, Auth $_{S}=\mathcal{H}_{1}\left(K_{S}, R_{C}\right)$ |

$K_{C} \leftarrow\left(R_{S}\right)^{c} \quad i d_{S}, R_{S}$, Auth $_{S} \quad K_{S}=\left(R_{C}\right)^{s}$, Auth $_{S}=\mathcal{H}_{1}\left(K_{S}, R_{C}\right)$
Auth $_{S} \stackrel{?}{=} \mathcal{H}_{1}\left(K_{C}, R_{C}\right)$
If yes, ACC $\leftarrow$ true
Auth $_{C}=\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$
SK $=\mathcal{H}_{0}\left(K_{C}\right)$
TERM $\leftarrow$ true $\quad i d_{C}$, Auth $_{C} \quad$ Auth ${ }_{C} \stackrel{?}{=} \mathcal{H}_{1}\left(K_{S}, R_{S}\right)$
$\rightarrow$ If yes, ACC $\leftarrow$ true
SK $=\mathcal{H}_{0}\left(K_{S}\right)$
TERM $\leftarrow$ true

Figure 6.1: An execution of the protocol PAKE

After receiving Auth $_{C}$, $S$ verifies whether it is equal to $\mathcal{H}_{1}\left(K_{S}, R_{S}\right)$ or not. If it is, $S$ and $C$ agree on the common session key SK $=\mathcal{H}_{0}\left(K_{C}\right)=\mathcal{H}_{0}\left(K_{S}\right)=$ $\mathcal{H}_{0}\left(g^{c s}\right)$.

### 6.2 Protected Password Change Protocol

Assume that $C$ wants to change it's old password $p w$ to a new password newpw, $C$ needs to follow these steps and illustrated in Figure 6.2.

Step 1*. $C \rightarrow S:<i d_{C}, R_{C}^{*}, R_{C}^{\dagger}>$
$C$ chooses a random number $c \in_{R} \mathbb{Z}_{q}$, computes $R_{C}=g^{c}, R_{C}^{*}=R_{C} \times$

$$
\begin{gathered}
\text { initialization } \\
p w \in \mathrm{Dict}, \mathrm{PW}=\mathcal{G}(p w) \in \mathbb{G}
\end{gathered}
$$

$\mathrm{ACC} \leftarrow \mathrm{TERM} \leftarrow$ false $\quad \mathrm{ACC} \leftarrow \mathrm{TERM} \leftarrow$ false
$c \stackrel{R}{\leftarrow} \mathbb{Z}_{q}, R_{C} \leftarrow g^{c}$
$R_{C}^{*} \leftarrow R_{C} \times \mathrm{PW}$
NPW $\leftarrow \mathcal{G}$ (newpw)
$R_{C}^{\dagger} \leftarrow R_{C} \times \mathrm{NPW}$ $\qquad$

$$
R_{C} \leftarrow R_{C}^{*} / \mathrm{PW}
$$

$$
\mathrm{NPW} \leftarrow R_{C}^{\dagger} / R_{C}
$$

$$
s \stackrel{R}{\leftarrow} \mathbb{Z}_{q}, R_{s} \leftarrow g^{s}
$$

$K_{C} \leftarrow\left(R_{S}\right)^{c} \quad i d_{S}, R_{S}$, Auth $_{S} \quad K_{S}=\left(R_{C}\right)^{s}$, Auth $_{S}=\mathcal{H}_{1}\left(K_{S}, R_{C}\right.$, NPW)
Auth $_{S} \stackrel{?}{=} \mathcal{H}_{1}\left(K_{C}, R_{C}, \overleftarrow{\mathrm{NPW})}\right.$
If yes, $\mathrm{ACC} \leftarrow$ true
Auth $_{C}=\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$
$\mathrm{SK}=\mathcal{H}_{0}\left(K_{C}\right)$
TERM $\leftarrow$ true

| $i d_{C}$, Auth $_{C}$ | Auth $_{C} \stackrel{?}{=} \mathcal{H}_{1}\left(K_{S}, R_{S}\right)$ |
| :--- | :--- |
|  | If yes, ACC $\leftarrow$ true |
|  | NPW $\leftarrow \mathrm{PW}$ |
|  | SK $=\mathcal{H}_{0}\left(K_{S}\right)$ |
|  | TERM $\leftarrow$ true |

Figure 6.2: An execution of the protocol SPC
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PW and $R_{C}^{\dagger}=R_{C} \times \mathrm{NPW}$, where NPW $=\mathcal{G}($ newpw $)$. Then $C$ sends $<i d_{C}, R_{C}^{*}, R_{C}^{\dagger}>$ to $S$.

Step 2*. $S \rightarrow C:<i d_{S}, R_{S}$, Auth $\left._{S}\right)>$
After receiving $<i d_{C}, R_{C}^{*}, R_{C}^{\dagger}>, S$ recovers $R_{C}$ by computing $R_{C}^{*} / \mathrm{PW}$ and uses the recovered $R_{C}$ to obtain NPW by computing $R_{C}^{\dagger} / R_{C}$. Then $S$ chooses a random number $s \in_{R} \mathbb{Z}_{q}$, computes $R_{S}=g^{s}, K_{S}=$ $\left(R_{C}\right)^{s}=g^{c s}$, and Auth ${ }_{S}=\mathcal{H}_{1}\left(K_{S}, R_{C}\right.$, NPW $)$. Then $S$ sends $<i d_{S}, R_{S}$, Auth $\left._{S}\right)>$ to $C$.

Step 3*. $C \rightarrow S:<i d_{C}$, Auth $_{C}>$

After receiving $<i d_{S}, R_{S}$, Auth $_{S}>, C$ computes $K_{C}=\left(R_{S}\right)^{c}=g^{s c}$ and verifies whether the received $\mathrm{Auth}_{S}$ is equal to $\mathcal{H}_{1}\left(K_{C}, R_{C}\right.$, NPW) or not. If it holds, $C$ computes Auth $_{C}=\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$ and sends it to $S$.

After receiving $<i d_{C}$, Auth $_{C}>, S$ verifies whether the recovered Auth ${ }_{C}$ is equal to $\mathcal{H}_{1}\left(K_{S}, R_{S}\right)$ or not. If it is, $C$ has successfully changed its old password $p w$ to the new password newpw and $S$ has successfully updated its PW to NPW in its database. At the same time, $S$ and $C$ agree on the common session key $\mathrm{SK}=\mathcal{H}_{0}\left(K_{S}\right)=\mathcal{H}_{0}\left(K_{C}\right)$.

### 6.3 Security Analysis

In this section, we show the scheme is provable security in the random oracle model. We shall employ and simplify the security model [10] to formally prove the security of PAKE and PPC in the random oracle model. The PAKE protocol distributes session keys that are semantically secure and provide mutual authentication. Figure 6.3 shows the initialization of both protocols. Figures 6.4 and 6.5 separately show how instances in the PAKE and PPC protocols behave in response to messages (runs the PAKE and PPC protocols).

Before putting the protocols to work, each oracle sets ACC $\left(U^{i}\right) \leftarrow \operatorname{TERM}\left(U^{i}\right) \leftarrow$ false; and $\operatorname{SK}\left(U^{i}\right) \leftarrow \operatorname{SID}\left(U^{i}\right) \leftarrow \mathrm{PID}\left(U^{i}\right) \leftarrow$ null; .

AKE Security. We separately denote the AKE advantage of $\mathcal{A}$ in attacking PAKE and PPC as $\operatorname{Adv}_{\text {PAKE,Dict }}^{\text {AKE }}(\mathcal{A})$ and $\operatorname{Adv}_{\text {PPC, Dict }}^{\operatorname{AKE}}(\mathcal{A})$; the advantages are taken over all bit tosses. The advantage of $\mathcal{A}$ distinguishing the session key

- Select a finite cyclic group $\mathbb{G}$ of prime order $q$ with $g$ as a generator, where $|q|=\kappa$.
- Hash functions.
$\mathcal{H}_{i}:\{0,1\}^{*} \rightarrow\{0,1\}^{\kappa}$ for $i=0,1, \mathcal{G}:\{0,1\}^{*} \rightarrow \mathbb{G}$.
- A client $C \in$ client holds a password $p w$. $p w \leftarrow$ Dict.
- A server $S \in$ server holds the hash values PW of $p w$. $\mathrm{PW} \leftarrow \mathcal{G}(p w)$.

Figure 6.3: Specification of protocol initialization
is given by

$$
\begin{aligned}
& \operatorname{Adv}_{\text {PAKE }, \text { Dict }}^{\text {AKE }}(\mathcal{A})=2 \cdot \operatorname{Pr}[\text { Succ }]-1, \\
& \operatorname{Adv}_{\mathrm{PPC}, \text { Dict }}^{\operatorname{AKE}}(\mathcal{A})=2 \cdot \operatorname{Pr}[\text { Succ }]-1 .
\end{aligned}
$$

Protocols PAKE and PPC are AKE-secure if $\operatorname{Adv} \operatorname{AKE}$ AKE, Dict $(\mathcal{A})$ and $\operatorname{Adv}_{\text {PPC }, \text { Dict }}^{A K E}(\mathcal{A})$ are negligible, respectively.

Computational Diffie-Hellman Assumption. $\mathrm{A}(t, \varepsilon)-\mathrm{CDH}_{g, \mathbb{G}}$ attacker, in finite cyclic group $\mathbb{G}$ of prime order $q$ with $g$ as a generator, is a probabilistic machine $\Delta$ running in time $t$ such that its success probability $\operatorname{Succ}_{g, G}^{\mathrm{CDH}}(\Delta)$, given random elements $g^{x}$ and $g^{y}$ to output $g^{x y}$, is greater than $\varepsilon$ :

$$
\operatorname{Succ}_{g, \mathrm{G}}^{\mathrm{CDH}}(\Delta)=\operatorname{Pr}\left[\Delta\left(g^{x}, g^{y}\right)=g^{x y}\right] \geq \varepsilon .
$$

We denote by $\operatorname{Succ}_{g, \mathrm{G}}^{\mathrm{CDH}}(t)$ the maximal success probability over every adversaries running time within time $t$. The computational Diffie-Hellman assumption states that $\operatorname{Succ}_{g, \mathrm{G}}^{\mathrm{CDH}}(t) \leq \varepsilon$ for ant $t / \varepsilon$ not too large.

Theorem 9. Let $\mathcal{A}$ be an adversary against the AKE-security of the PAKE protocol


Figure 6.4: Specification of protocol PAKE

## Execute-queries

Execute ( $\left.C^{i}, S^{j}\right)$

1. Send ${ }_{1}\left(C^{i}\right.$, start)
```
    \(c \stackrel{R}{\leftarrow} \mathbb{Z}_{q}, R_{C} \leftarrow g^{c}, R_{C}^{*} \leftarrow R_{C} \times \mathrm{PW}, \mathrm{NPW} \leftarrow \mathcal{G}\) (newpw),
    \(R_{C}^{\dagger} \leftarrow R_{C} \times\) NPW, msg-out \(_{1} \leftarrow<i d_{C}, R_{C}^{*}, R_{C}^{\dagger}>\),
    internal-state \({ }_{C}^{i} \leftarrow<c, R_{C}\), NPW \(>\)
    return msg-out \({ }_{1}\)
2. \(\operatorname{Send}_{2}\left(S^{j}, m_{1}\right)\)
    \(<I D_{I}, \alpha, \beta>\leftarrow m_{1}, R_{C} \leftarrow \alpha / \mathrm{PW}, \mathrm{NPW} \leftarrow \beta / R_{C}, s \stackrel{R}{\leftarrow} \mathbb{Z}_{q}\),
    \(R_{S} \leftarrow g^{s}, K_{S} \leftarrow R_{C}^{s}\), Auth \(_{S} \leftarrow \mathcal{H}_{1}\left(K_{S}, R_{C}\right.\), NPW \()\),
    msg-out \({ }_{2} \leftarrow<i d_{S}, R_{S}\), Auth \(_{S}>\), internal-state \({ }_{S}^{j} \leftarrow<R_{C}, K_{S}\), NPW \(>\)
    return msg-out \({ }_{2}\)
```

3. Send $_{3}\left(C^{i}, m_{2}\right)$, where $m_{2} \neq$ start
$<I D_{I}, R_{S}$, Auth $_{S}>\leftarrow m_{2},<c, R_{C}$, NPW $>\leftarrow$ internal-state ${ }_{C}^{i}, K_{C} \leftarrow R_{S}^{c}$
if $\mathcal{H}_{1}\left(K_{C}, R_{C}\right.$, NPW $)=$ Auth $_{S}$
Auth $_{C}=\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$, msg-out $_{3} \leftarrow<i d_{C}$, Auth $_{C}>$
$\operatorname{SK}\left(C^{i}\right) \leftarrow \mathcal{H}_{0}\left(K_{C}\right), \operatorname{SID}\left(C^{i}\right) \leftarrow<$ msg-out $_{1}, m_{2}$, msg-out $_{3}>$
$\operatorname{PID}\left(C^{i}\right) \leftarrow i d_{S}, \operatorname{ACC}\left(C^{i}\right) \leftarrow \operatorname{TERM}\left(C^{i}\right) \leftarrow$ true
else msg-out ${ }_{3} \leftarrow *$
return msg-out ${ }_{3}$
4. $\operatorname{Send}_{4}\left(S^{j}, m_{3}\right)$
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$<I D_{I}$, Auth $_{C}>\leftarrow m_{3},<R_{B}, K_{S}>\leftarrow$ internal-state ${ }_{S}^{j}$
if $\mathcal{H}_{1}\left(K_{S}, R_{S}\right)=$ Auth $_{C}$
$\mathrm{PW} \leftarrow \mathrm{NPW}$
$\operatorname{SK}\left(S^{j}\right) \leftarrow \mathcal{H}_{0}\left(K_{S}\right), \operatorname{SID}\left(S^{j}\right) \leftarrow<m_{1}$, msg-out $_{2}>$
$\operatorname{PID}\left(S^{j}\right) \leftarrow i d_{C}, \operatorname{ACC}\left(S^{j}\right) \leftarrow \operatorname{TERM}\left(S^{j}\right) \leftarrow$ true
return null

Figure 6.5: Specification of protocol PPC
within a time bound $t$, after $q_{s}$ and $q_{h}$. Then we have:

$$
\operatorname{Adv}_{\mathrm{PAKE}, \mathrm{Dict}}^{\mathrm{AKE}}\left(t, q_{s}, q_{h}\right) \leq \mathcal{D}_{p w}\left(q_{s}\right)+q_{s} \times q_{h} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t_{1}\right)+\frac{q_{s}}{2^{\kappa}},
$$

where $t_{1}$ is the running time of $\mathrm{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}$.

Proof. There are two ways that might lead to $\mathcal{A}$ successfully attacking the AKE-security of the PAKE protocol. First, $\mathcal{A}$ might obtain the long-lived key and impersonate $C$ or $S$ by mounting the password guessing attack. Second, $\mathcal{A}$ might directly obtain the session key by solving the CDH problem. In the following, we shall analyze the probability of the two situations one by one. To analyze a situation, the others are assumed to be under some known probability.

Dictionary Attacks: $C$ and $S$ separately chooses $c \in_{R} \mathbb{Z}_{q}$ and $s \in_{R} \mathbb{Z}_{q}$ at random, which implies $R_{C}$ and $R_{S}$ are random numbers. Hence, $\mathcal{A}$ observes that the message $R_{C}^{*}=R_{C} \times \mathrm{PW}$ returned from Send ${ }_{1}$ is independent of other messages. Therefore, the adversary gets no advantage for the off-line dictionary attack. The probability of the on-line dictionary attack making way is bounded by $\mathcal{D}_{p w}\left(q_{s}\right)$ as follows:

$$
\lambda \leq \mathcal{D}_{p w}\left(q_{s}\right)
$$

The on-line guessing attack can be prevented by letting the server take the appropriate intervals between trials. Furthermore, we also provide the PPC protocol to allow clients to change their own passwords.

CDH Attack (Session key): $\mathcal{B}$ plays the role of a simulator for indistinguishability. It uses the PAKE protocol to respond to all $\mathcal{A}$ 's queries and deal with the CDH problem. $\mathcal{B}$ sets up the long-lived key $p w$, picks a random number
$i$ from $\left[1, q_{s_{1}}\right]$, and sets a counter $c n t=0$. With the challenge $\psi=\left(g^{x}, g^{y}\right)$, $\mathcal{B}$ tries to output $g^{x y}$. When $\mathcal{A}$ makes Send $_{1}, \mathcal{B}$ answers according to the protocol to return msg-out $_{1}$ to Send $_{1}$ and increases cnt by 1. However, if $c n t=i, \mathcal{B}$ answers using the element $g^{x}$ from the challenge $\psi$. When $\mathcal{A}$ makes a Send $_{2}$ query, $\mathcal{B}$ answers what the protocol says to. However, if the input is the flow corresponding to the challenge $\psi$ i.e. $<i d_{C}, g^{x} \times \mathrm{PW}>$, $\mathcal{B}$ answers with $<i d_{S}, g^{y}, \mathcal{H}_{1}\left(\right.$ random, $\left.g^{x}\right)>$ by using the element $g^{y}$ from the challenge $\left(g^{x}, g^{y}\right)$, where random is a random number over $\mathbb{Z}_{q}$. When $\mathcal{A}$ makes a Send $_{3}$ query, $\mathcal{B}$ answers what the protocol says to. If the input is the flow corresponding to the challenge $\left(g^{x}, g^{y}\right)$ i.e. $<i d_{S}, \mathcal{H}_{1}\left(\right.$ random, $\left.g^{x}\right)>$, $\mathcal{B}$ answers with $<i d_{C}, \mathcal{H}_{1}\left(\right.$ random,$\left.g^{y}\right)>$ by using the element $g^{y}$ from the challenge $\psi$. If not, $\mathcal{B}$ answers with msg-out $_{3}$ to $\operatorname{Send}_{3}$. When $\mathcal{A}$ makes a Send $_{4}$ query, $\mathcal{B}$ answers what the protocol says to.

When $\mathcal{A}$ makes a Reveal $\left(C^{i}\right)$ or Reveal $\left(S^{j}\right), \mathcal{B}$ checks whether the oracle has been accepted and is fresh. If so, $\mathcal{B}$ answers by using the session key SK. However, if the session key has to be constructed from the challenge $\psi, \mathcal{B}$ halts. When $\mathcal{A}$ makes a Corrupt (C), Corrupt $(S)$, Execute $\left(C^{i}, S^{j}\right)$, or $\operatorname{Hash}(m)$, $\mathcal{B}$ answers in a straightforward way. When $\mathcal{A}$ makes a single Test query, $\mathcal{B}$ answers in a straightforward way. However, if the session key has to be constructed from the challenge $\psi, \mathcal{B}$ answers with a random string for the $\operatorname{Test}\left(C^{i}\right)$ or $\operatorname{Test}\left(S^{j}\right)$.

This simulation is perfectly indistinguishable from any execution of the real PAKE protocol except for one execution in which the challenge $\psi$ is involved. The probability $\alpha$ of $\mathcal{B}$ correctly guessing the session key $\mathcal{A}$ will
use $\operatorname{Test}\left(U^{i}\right)$ is the probability of $c n t=i$. Then, we have:

$$
\alpha=\frac{1}{q_{s_{1}}} \geq \frac{1}{q_{s}}
$$

Assume that $\mathcal{A}$ has broken the CDH problem $\left(\mathcal{A}\right.$, outputting $b^{\prime}$ after the Test query, wins), then at least one of the Hash queries equals SK. The probability of $\mathcal{B}$ correctly choosing among the possible Hash queries is:

$$
\beta \geq \frac{1}{q_{h}}
$$

From the above description, the probability $\operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}(\mathcal{B})$ that $\mathcal{B}$ outputs $g^{x y}$ from the challenge $\psi$ is the probability $\varepsilon$ that $\mathcal{A}$ breaks the AKE-secure scheme multiplied by the probability $\alpha$ that $\mathcal{B}$ correctly guesses the moment at which $\mathcal{A}$ breaks the AKE-secure scheme multiplied by the probability $\beta$ that $\mathcal{B}$ correctly chooses among the possible Hash queries:


Theorem 10. Let $\mathcal{A}$ be an adversary against the AKE-security of the PPC protocol within a time bound $t$, after $q_{s}$ and $q_{h}$. Then we have:

$$
\operatorname{Adv}_{\mathrm{PPC}, \mathrm{Dict}}^{\mathrm{AKE}}\left(t, q_{s}, q_{h}\right) \leq \mathcal{D}_{p w}\left(q_{s}\right)+q_{s} \times q_{h} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t_{1}\right)+\frac{q_{s}}{2^{\kappa}},
$$

where $t_{1}$ is the running time of $\operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}$.

Proof. This proof is similar to the analysis of PAKE. We omit it here.

Recently, some PAKE schemes $[3,5,21]$ are also proven in Ballare, Poincheval and Rogaway's security model. They incrementally define a sequence of
games and use Shoup's lemma [72] to exactly bound the probability of each event in these games. In the following Theorem 11, we starting at the real game $\mathbf{G}_{0}$ and ending up at $\mathbf{G}_{5}$ and use Shoup's lemma to bound the probability of each event in these games.

Theorem 11. Consider the protocol PAKE, over a group $\mathbb{G}$ of prime order $q$, where Dict is a dictionary equipped the distribution $\mathcal{D}_{p w}$. Let $\mathcal{A}$ be an adversary against the AKE-security and UA-security of the PAKE protocol within a time bound $t$, with less than $q_{s}$ active interactions with the parties (Send-queries) and $q_{p}$ passive interactions (Execute-queries), and asking $q_{\mathcal{G}}$ and $g_{\mathcal{H}}$ to $\mathcal{G}$ and any $\mathcal{H}_{i}$ respectively,

$$
\begin{aligned}
& \operatorname{Adv}_{\text {PAKE, Dict }}^{\operatorname{AKE}}(\mathcal{A}) \leq 2 \times\left(\frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+\right. \\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, G}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
& \left.2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\operatorname{Succ}_{\text {PAKE,Dict }}^{\mathrm{Auth}_{S}}(\mathcal{A})\right) \\
& \operatorname{Succ}_{\text {PAKE,Dict }}^{\mathrm{Auth}_{S}}(\mathcal{A}) \leq \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+ \\
& \begin{array}{l}
\frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathrm{G}_{\mathcal{G}}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
2 \times \mathcal{D}_{p u}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\frac{q_{s}}{2^{\kappa}}
\end{array}
\end{aligned}
$$

where $\tau_{e}$ denotes the computational time for an exponentiation in $\mathbb{G}$.

Proof. We are interested in the event S, which occurs if the adversary correctly guess the bit $b$ involved in the $\operatorname{Test}\left(C^{i}\right)$-queries. Consider the server unilateral authentication (UA) in Figure 6.1, if the authenticator Auth $_{S}$ checked by $C$ is correct, $C$ will accepts and set the session key. Let A be an event if a client accepts without any server partner. In any game $\mathbf{G}_{n}$ below, we study the event $\mathrm{A}_{n}$, and restricted event $\mathrm{SA}_{n}=\mathrm{S}_{n} \wedge \neg \mathrm{~A}_{n}$ which means the adversary guess the bit $b$ without breaking authentication.

Game $\mathbf{G}_{0}$ : This is the real protocol, in the random oracle model:

$$
\left\{\begin{array}{l}
\operatorname{Adv}_{\text {PAKE,Dict }}^{\mathrm{AKE}}(\mathcal{A})=2 \cdot \operatorname{Pr}\left[\mathrm{~S}_{0}\right]-1,  \tag{6.1}\\
\operatorname{Succ}_{\mathrm{PAKE}, \operatorname{Dict}}^{\mathrm{Auth}}(\mathcal{A})=\operatorname{Pr}\left[\mathrm{A}_{0}\right]
\end{array}\right.
$$

Game $\mathbf{G}_{1}$ : We simulate the hash oracles $\mathcal{G}, \mathcal{H}_{0}$, and $\mathcal{H}_{1}$ by maintaining hash lists $\Lambda_{\mathcal{G}}$ and $\Lambda_{\mathcal{H}}$, illustrated in Figure 6.6. We also simulate all the instances, as the real players would do, for the Send (illustrated in Figure 6.7), Execute, Reveal and Test queries (illustrated in Figure 6.8).

## $\mathcal{G}$ and $\mathcal{H}_{i}$ oracles

For a hash-query $\mathcal{H}_{i}(q)$

- If a record $(i, q, r)$ appears in $\Lambda_{\mathcal{H}}$, the answer is $r$.
- Otherwise, choose a random element $r \in\{0,1\}^{\kappa}$, answer with it, and add the record $(i, q, r)$ to $\Lambda_{\mathcal{H}}$.
For a hash-query $\mathcal{G}(q)$
- If a record $(q, r,-)$ appears in $\Lambda_{\mathcal{G}}$, the answer is $r$.
- Otherwise, the answer is $r$ according to the following rule:
- Rule $\mathcal{G}^{(1)}$.
- Chose a random element $r \in \mathcal{G}$, and adds the record $(q, r,-)$ to $\Lambda_{\mathcal{G}}$.

The third element of the records $(q, r,-)$ in $\Lambda_{\mathcal{G}}$ will be used in $\mathbf{G}_{4}$.

Figure 6.6: Simulation of the hash functions $\mathcal{G}, \mathcal{H}_{i}$

From this simulation, we easily see that the game is perfectly indistinguishable from the real protocol. We have the following equations.

$$
\left\{\begin{array}{l}
\operatorname{Pr}\left[\mathrm{S}_{1}\right]=\operatorname{Pr}\left[\mathrm{S}_{0}\right]  \tag{6.2}\\
\operatorname{Pr}\left[\mathrm{SA}_{1}\right]=\operatorname{Pr}\left[\mathrm{SA}_{0}\right]
\end{array}\right.
$$

Game $\mathrm{G}_{2}$ : We cancel games in which some collisions appear:

- Collisions on the partial transcripts $\left(\left(i d_{C}, R_{C}^{*}\right),\left(i d_{S}, R_{S}\right)\right)$, where at least


## Send-queries to $C$

We answer to Send-queries to $C^{i}$ as follows:
For a Send ( $C^{i}$, start)-query to $C^{i}$ is according the following rule:

- Rule C1 ${ }^{(1)}$
- Choose a random number $\alpha \in \mathbb{Z}_{q}$, compute $R_{C}=g^{\alpha}$ and $R_{C}^{*}=R_{C} \times \mathrm{PW}$.
- Answer $\left(i d_{C}, R_{C}^{*}\right)$.

For a Send $\left(C^{i},\left(i d_{S}, R_{S}\right.\right.$, Auth $\left.\left._{S}\right)\right)$-query is according the following rule:

- Rule C2 ${ }^{(1)}$
- Compute $K_{C}=R_{S}^{\alpha}$.
- Rule C3 ${ }^{(1)}$
- Check the authenticator Auth ${ }_{S}$.
- Compute Auth ${ }_{S}=\mathcal{H}_{1}\left(K_{C}, R_{C}\right)$.
- If Auth ${ }_{S}=\operatorname{Auth}_{S}^{\prime}$, then $\operatorname{ACC}\left(C^{i}\right)=$ ture, $\operatorname{SK}\left(C^{i}\right)=\mathcal{H}_{0}\left(K_{C}\right)$, and compute Auth ${ }_{C}=\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$ and answer $\left(i d_{C}\right.$, Auth $\left._{C}\right)$.
- Else $\operatorname{ACC}\left(C^{i}\right)=$ false.
- In any case, $\operatorname{TERM}\left(C^{i}\right)=$ false.

$$
\text { Send-queries to } S
$$

We answer to Send-queries to $S^{j}$ as follows:
For a $\operatorname{Send}\left(S^{j},\left(i d_{C}, R_{C}^{*}\right)\right)$-query to $S_{s}^{j}$ is according the following rule:

- Rule S1 ${ }^{(1)}$
- Choose a random number $\beta \in \mathbb{Z}_{q_{1}}$ compute $R_{S}=g^{\beta}$.
- Rule S2 ${ }^{(1)}$
- Compute $R_{C}=R_{C}^{*} / \mathrm{PW}, K_{S}=R_{C}^{\beta}$.
- Rule S3 ${ }^{(1)}$
- Compute Auth ${ }_{S}=\mathcal{H}_{1}\left(K_{S}, R_{C}\right)$.
- Answer $\left(i d_{S}, R_{S}\right.$, Auth $\left._{S}\right)$.

For a $\operatorname{Send}\left(S^{j},\left(i d_{C}\right.\right.$, Auth $\left.\left._{C}\right)\right)$-query is according the following rule:

- Rule S4 ${ }^{(1)}$
- Check the authenticator Auth $_{C}$.
- Compute Auth ${ }_{C}^{\prime}=\mathcal{H}_{1}\left(K_{S}, R_{S}\right)$.
- If Auth ${ }_{C}=$ Auth $_{C}^{\prime}$, then $\operatorname{ACC}\left(S^{j}\right)=$ ture, $\operatorname{SK}\left(S^{j}\right)=\mathcal{H}_{0}\left(K_{S}\right)$, and $\operatorname{TERM}\left(S^{j}\right)=$ true.

Figure 6.7: Simulation of protocol PAKE (1)

## Other queries

An Execute $\left(C^{i}, S^{j}\right)$-query is processed using successively the above simulations of the Send-queries to output $\left(\left(i d_{C}, R_{C}^{*}\right),\left(i d_{S}, R_{S}\right.\right.$, Auth $\left._{S}\right)$, $\left(i d_{C}\right.$, Auth $\left._{C}\right)$ ).

An Reveal $(U)$-query returns the session key if $U$ accpets.
An $\operatorname{Test}(U)$-query first get SK from $\operatorname{Reveal}(U)$, and flip a coin $b$. If $b=1$, return SK; otherwise, return a random number from $\{0,1\}^{\kappa}$.

## Figure 6.8: Simulation of protocol PAKE (2)

one element of each transcript is generated by an honest party. In other words, at least one of them in each of the $q_{s}$ active attacks, and all of them in the $q_{p}$ passive attacks. Thus one of $R_{C}^{*}$ or $R_{S}$ is truly uniformly distributed.

- Collisions on the output of $\mathcal{G}$.
- Collision on the output of $\mathcal{H}_{i}$. S

All probabilities are bounded by the birthday paradox as follows:

$$
\operatorname{Pr}\left[\mathrm{Coll}_{2}\right] \leq \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}
$$

We have the following inequalities:

$$
\left\{\begin{array}{l}
\left|\operatorname{Pr}\left[\mathbf{A}_{1}\right]-\operatorname{Pr}\left[\mathbf{A}_{2}\right]\right| \leq \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}  \tag{6.3}\\
\left|\operatorname{Pr}\left[\mathrm{SA}_{1}\right]-\operatorname{Pr}\left[\mathrm{SA}_{2}\right]\right| \leq \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}
\end{array}\right.
$$

Game $\mathbf{G}_{3}:$ We simulate the private hash oracle $\mathcal{H}_{i}^{\prime}:\{0,1\}^{*} \rightarrow\{0,1\}^{\kappa}$ for $i=0,1$ as usual by maintaining the hash list $\Lambda_{\mathcal{H}^{\prime}}$, illustrated in Figure 6.9.

For a hash-query $\mathcal{H}_{i}^{\prime}(q)$

- If a record $(i, q, r)$ appears in $\Lambda_{\mathcal{H}^{\prime}}$, the answer is $r$.
- Otherwise, choose a random element $r \in\{0,1\}^{k}$, answer with it, and adds the record $(i, q, r)$ to $\Lambda_{\mathcal{H}^{\prime}}$.

Figure 6.9: Simulation of the hash functions $\mathcal{H}_{i}^{\prime}$

We compute the authenticator $\mathrm{Auth}_{S}$ and the session key SK using the private oracle $\mathcal{H}_{1}^{\prime}$ and $\mathcal{H}_{0}^{\prime}$, respectively.

- Rule S3 ${ }^{(3)}$
- Compute Auth ${ }_{S}=\mathcal{H}_{1}^{\prime}\left(R_{C}^{*}\right)$.
- Answer $\left(i d_{S}, R_{S}\right.$, Auth $\left._{S}\right)$.
- Rule $\mathrm{C}^{(3)}{ }^{(3)}$
- Check the authenticator Auth $_{S}$
- Compute Auth ${ }_{S}^{\prime}=\mathcal{H}_{1}^{\prime}\left(R_{C}^{*}\right)$.
- If Auth ${ }_{S}=$ Auth $_{S}^{\prime}$, then $\operatorname{ACC}\left(C^{i}\right)=$ ture, $\operatorname{SK}\left(C^{i}\right)=\mathcal{H}_{0}^{\prime}\left(R_{C}^{*}, R_{S}\right)$, and compute Auth $_{C}=\mathcal{H}_{1}\left(K_{G}, R_{S}\right)$ and answer $\left(i d_{C}\right.$, Auth $\left.{ }_{C}\right)$.
- Else $\operatorname{ACC}\left(C^{i}\right)=$ false.
- In any case, $\operatorname{TERM}\left(C^{i}\right)=$ false
- Rule S4 ${ }^{(3)}$
- Check the authenticator Auth $_{C}$.inn
- Compute Auth ${ }_{C}^{\prime}=\mathcal{H}_{1}\left(K_{S}, R_{S}\right)$.
- If Auth ${ }_{C}=$ Auth $_{C}^{\prime}$, then $\operatorname{ACC}\left(S^{j}\right)=$ ture, $\operatorname{SK}\left(S^{j}\right)=\mathcal{H}_{0}^{\prime}\left(R_{C}^{*}, R_{S}\right)$, and $\operatorname{TERM}\left(S^{j}\right)=$ true.

Since we do no longer need to compute the values $K_{C}$ and $K_{S}$, we can simply the following rules:

- Rule S2/C2 ${ }^{(3)}$

Do nothing.

- Rule C1 ${ }^{(3)}$
- Choose a random number $c \in \mathbb{Z}_{q}$ and compute $R_{C}^{*}=g^{c}$
- Answer $\left(i d_{C}, R_{C}^{*}\right)$.

Let $\mathrm{AskH}_{3}$ be the event that $\mathcal{A}$ queries $\mathcal{H}_{1}\left(K_{C}, R_{S}\right)$ or $\mathcal{H}_{1}\left(K_{S}, R_{C}\right)$. Let AskH0w1 ${ }_{3}$ be the event that $\mathcal{A}$ queries $\mathcal{H}_{0}\left(K_{C}\right)$ or $\mathcal{H}_{0}\left(K_{S}\right)$, where some party has accepted, but event $\mathrm{AskH1}_{3}$ did not happens. Thus, the event $\mathrm{AskH}_{3}=$ AskH1 ${ }_{3} \vee$ AskHOw1 ${ }_{3}$ occurs, $\mathcal{A}$ can distinguish the games $\mathbf{G}_{3}$ and $\mathbf{G}_{2}$.

$$
\left\{\begin{array}{l}
\left|\operatorname{Pr}\left[\mathbf{A}_{2}\right]-\operatorname{Pr}\left[\mathbf{A}_{3}\right]\right| \leq \operatorname{Pr}\left[\text { AskH }_{3}\right]  \tag{6.4}\\
\left|\operatorname{Pr}\left[\mathbf{S A}_{2}\right]-\operatorname{Pr}\left[\mathbf{S A}_{3}\right]\right| \leq \operatorname{Pr}\left[\text { AskH }_{3}\right]
\end{array}\right.
$$

The authenticator Auth $_{S}$ is computed with the simulator's private random oracle $\mathcal{H}_{1}^{\prime}$, then it can not be guessed by $\mathcal{A}$, better than at random for each attempt, unless the same transcript $\left(\left(i d_{C}, R_{C}^{*}\right),\left(i d_{S}, R_{S}\right)\right)$ appeared in another session with a real instance $S^{j}, \mathbf{G}_{2}$ has already excluded this case. For the same reason, SK is computed with the simulator's private oracle $\mathcal{H}_{0}^{\prime}$, the probability of $\mathcal{A}$ guessing the bit $b$ is $\frac{1}{2}$. We have the following inequality and equation:

$$
\left\{\begin{array}{l}
\operatorname{Pr}\left[\mathrm{A}_{3}\right] \leq \frac{q_{s}}{2^{\kappa}}  \tag{6.5}\\
\operatorname{Pr}\left[\mathrm{SA}_{3}\right]=\frac{1}{2}
\end{array}\right.
$$

Now, consider the probability of event AskH 13 , since the collisions of partial transcripts have been excluded, the event $\mathrm{AskH}_{1}$ can be split in three disjoint sub-cases:

1. AskH1-Passive 3 : the transcript $\left(\left(i d_{C}, R_{C}^{*}\right),\left(i d_{S}, R_{S}\right)\right)$ come from an execution between instances of $C$ and $S$. This means that both $R_{C}^{*}$ and $R_{S}$ have been simulated.
2. AskH1-WithC ${ }_{3}$ : the execution involved an instance of $C$, but $R_{S}$ has not been sent by any instance of $S$. This means that $R_{C}^{*}$ has been simulated, but $R_{S}$ has been produced by $\mathcal{A}$.
3. AskH1-With $S_{3}$ : the execution involved an instance of $S$, but $R_{C}^{*}$ has not been sent by any instance of $C$. This means that $R_{S}$ has been simulated, but $R_{C}^{*}$ has been produced by $\mathcal{A}$.

Thus, we have the following equation:

$$
\begin{align*}
\operatorname{Pr}[\text { AskH }]= & \operatorname{Pr}[\text { AskH1-Passive }]+\operatorname{Pr}[\text { AskH1-WithC }]+ \\
& \operatorname{Pr}[\text { AskH1-WithS }]+\operatorname{Pr}[\text { AskH0w } 1] \tag{6.6}
\end{align*}
$$

Game $\mathrm{G}_{4}$ : To evaluate the probability of the event AskH, we introduce a random Diffie-Hellman instance $(X, Y)$. We first modify the simulation of the oracle $\mathcal{G}$, involving the element $X$ as follows:

- Rule $\mathcal{G}^{(4)}$
- Choose a random number $\gamma \in \mathbb{Z}_{q}^{-}$, compute $r=X^{-\gamma}$, and the record $(q, r, \gamma)$ is added to $\Lambda_{\overline{\mathcal{G}}}$.
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The other part $Y$ of the Diffie-Hellman instance in the simulation of the party $S$.

## - Rule S1 ${ }^{(4)}$

- Choose a random number $\delta \in \mathbb{Z}_{q}$, compute $R_{S}=Y^{\delta}$.

We excluded that case $\mathrm{PW}=1$ or $R_{S}=1$, which are separately denoted events eventPW and event $R_{S}$.

$$
\operatorname{Pr}\left[\text { eventPW } \vee \text { event } R_{S}\right] \leq \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}
$$

We have the following inequality:

$$
\begin{equation*}
\left|\operatorname{Pr}\left[\mathrm{AskH}_{4}\right]-\operatorname{Pr}\left[\mathrm{AskH}_{3}\right]\right| \leq \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q} . \tag{6.7}
\end{equation*}
$$

Game $\mathrm{G}_{5}$ : It is now possible to evaluate the probability of the event AskH. We cancel a few more games, wherein for some pairs $\left(R_{C}^{*}, R_{S}\right), R_{S}$ is generated by an instance $S^{j}$ and $R_{C}^{*}$ is generated by either $\mathcal{A}$ or an instance $C^{i}$, there are two distinct elements PW such that the tuple $\left(\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*} / \mathrm{PW}\right.\right.$, $\left.\left.R_{S}\right), R_{C}^{*} / \mathrm{PW}\right)$ is in $\Lambda_{\mathcal{H}}$. This denotes as the event CollH $_{5}$.

$$
\begin{equation*}
\mid \operatorname{Pr}\left[\text { AskH }_{5}\right]-\operatorname{Pr}\left[\text { AskH }_{4}\right] \mid \leq \operatorname{Pr}\left[\text { CollH }_{5}\right] . \tag{6.8}
\end{equation*}
$$

We set the upper-bounded of $\mathrm{CollH}_{5}$ in the following lemma:
Lemma 3. If for some pair $\left(R_{C}^{*}, R_{S}\right)$, involved in a communication with an instance $S^{j}$, there are two distinct elements $\mathrm{PW}_{0}$ and $\mathrm{PW}_{1}$ such that $\left(Z_{i}, R_{C}^{*} / \mathrm{PW}_{i}\right)$ are in $\Lambda_{\mathcal{H}}$ with $Z_{i}=\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*} / \mathrm{PW}, R_{S}\right)$, one can solve the computational DiffieHellman problem $\mathrm{CDH}_{g, \mathbb{G}}(X, Y)$ :

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{CollH}_{5}\right] \leq q_{\mathcal{H}}^{2} \times \mathrm{Succ}_{\underline{g}, \mathbb{G}_{5}}^{\mathrm{CDH}}\left(t, \tau_{e}\right) \tag{6.9}
\end{equation*}
$$

Proof. There exists such elements $\left(R_{C}^{*}, R_{S}=Y^{\delta}\right), \mathrm{PW}_{0}=X^{-\gamma_{0}}$, and $\mathrm{PW}_{1}=$ $X^{-\gamma_{1}}$.

$$
1896
$$

$$
Z_{i}=\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*} / \mathrm{PW}, R_{S}\right)
$$

$$
=\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*} \times X^{\gamma_{i}}, R_{S}\right)
$$

$$
=\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*}, R_{S}\right) \times \mathrm{CDH}_{g, \mathbb{G}}\left(X, R_{S}\right)^{\gamma_{i}}
$$

$$
=\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*}, R_{S}\right) \times \mathrm{CDH}_{g, \mathbb{G}}(X, Y)^{\delta \gamma_{i}}
$$

As a consequence, $Z_{0} / Z_{1}=\mathrm{CDH}_{g, \mathbb{G}}(X, Y)^{\delta\left(\gamma_{0}-\gamma_{1}\right)}$, and thus $\mathrm{CDH}_{g, \mathbb{G}}(X, Y)=$ $\left(Z_{0} / Z_{1}\right)^{-\delta\left(\gamma_{0}-\gamma_{1}\right)}$. We have excluded the cases $\mathrm{PW}=1$ and $R_{S}=1$ in $\mathbf{G}_{4}$, thus $\gamma_{0} \neq 0, \gamma_{1} \neq 0$ and $\delta \neq 0$. And since $\mathrm{PW}_{0} \neq \mathrm{PW}_{1}$, we have $\gamma_{0} \neq \gamma_{1}$. Let

CDH be the event that solving the computational Diffie-Hellman problem. If CollH ${ }_{5}$ occurs, we can choose the two queries in $\Lambda_{\mathcal{H}}$ to make CDH occurs. The conditional probability of CDH given $\mathrm{CollH}_{5}$ is as follows:

$$
\begin{array}{r}
\operatorname{Pr}\left[\mathrm{CDH} \mid \mathrm{CollH}_{5}\right]=\frac{1}{q_{\mathcal{H}}^{2}}, \\
\operatorname{Pr}\left[\mathrm{CollH}_{5}\right] \leq q_{\mathcal{H}}^{2} \times \operatorname{Pr}[\mathrm{CDH}] .
\end{array}
$$

The probability of CDH is defined as $\operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)$ with one exponentiation computation in $\mathbb{G}$.

We consider the three sub-cases AskH1-Passive, AskH1-WithC, AskH1-WithS of AskH1 and then AskH0w1 as follows:

1. AskH1-Passive: Both $R_{C}^{*}$ and $R_{S}$ have been simulated. We set the upper-bounded of AskH1-Passive in the following lemma:

Lemma 4. If for some pair $\left(R_{C}^{*}, R_{S}\right)$, involved in a communication with the instances $C^{i}$ and $S^{j}$, such that $\left(Z, R_{C}^{*} / \mathrm{PW}\right)$ are in $\Lambda_{\mathcal{H}}$ with $Z=\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*} / \mathrm{PW}, R_{S}\right)$, one can solve the computational Diffie-Hellman problem $\mathrm{CDH}_{g, \mathbb{G}}(P, Q)$ :

$$
\begin{equation*}
\operatorname{Pr}\left[\text { AskH1 }- \text { Passive }_{5}\right] \leqslant q_{H} \times \operatorname{Succ}_{g, \mathrm{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right) \tag{6.10}
\end{equation*}
$$

Proof. There exists such elements $\left(R_{C}^{*}=g^{c}, R_{S}=Y^{\delta}\right)$ and PW $=X^{\gamma}$.

$$
\begin{aligned}
Z & =\mathrm{CDH}_{g, \mathbb{G}}\left(R_{C}^{*}, R_{S}\right) \times \mathrm{CDH}_{g, \mathbb{G}}\left(X, R_{S}\right)^{\gamma} \\
& =Y^{c \delta} \times \mathrm{CDH}_{g, \mathbb{G}}(X, Y)^{\delta \gamma} .
\end{aligned}
$$

As a consequence, $\mathrm{CDH}_{g, \mathbb{G}}(X, Y)=\left(Z / Y^{c \delta}\right)^{\delta \gamma}$. Since the cases $\delta=0$ and $\gamma=0$ have been excluded. If AskH1-Passive occurs, we can solve the computational Diffie-Hellman problem by choosing the query in $\Lambda_{\mathcal{H}}$. It is similar to Lemma 3 to conclude the proof.
2. AskH1-WithC: $R_{C}^{*}$ has been simulated and $R_{S}$ has been produced by $\mathcal{A}$. This event corresponds to an attack where $\mathcal{A}$ tries to impersonate $S$ to $C$. But each authenticator $\mathrm{Auth}_{S}$ sent by $\mathcal{A}$ has been computed with at most one PW value. Without any $\mathcal{G}$-collision (we have excluded in $\mathbf{G}_{2}$ ), it corresponds to at most one $p w$ :

$$
\begin{equation*}
\operatorname{Pr}\left[\text { AskH1-WithA }{ }_{5}\right] \leq \mathcal{D}_{p w}\left(q_{s}\right) \tag{6.11}
\end{equation*}
$$

3. AskH1-WithS: $R_{S}$ has been simulated and $R_{C}^{*}$ has been produced by $\mathcal{A}$. Assume that $\mathcal{A}$ guesses the password as $p w^{\prime}$, chooses a number $a \in \mathbb{Z}_{q}$ and compute $R_{C}^{*}=g^{a} \times \mathcal{G}\left(p w^{\prime}\right)$. If AskH1-WithS occurs, there is at most one element $p w$ such that for $\mathrm{PW}=\mathcal{G}(p w)=\mathcal{G}\left(p w^{\prime}\right)$ and a query $\left(R_{S}^{a}, R_{C}\right)$ in $\Lambda_{\mathcal{H}}$. From Lemma 3, when applied to games where the event CollH $_{5}$ did not occur and without $\mathcal{G}$-collision. We have,

$$
\begin{equation*}
\operatorname{Pr}\left[\text { AskH1-WithS }{ }_{5}\right]<\mathcal{D}_{p w}\left(q_{s}\right) \tag{6.12}
\end{equation*}
$$

For AskH0w1, the the above events did not occur, it means only the execution with instances $C^{i}$ and $S^{j}$ may lead acceptation. It is the same as that analysis in AskH1-Passive, we have,

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{AskHOw} 1_{5}\right] \leq q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right) . \tag{6.13}
\end{equation*}
$$

Now, we conclude the proof. Combining equations and inequalities (6.6), (6.10), (6.11), (6.12), and (6.13), we have:

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{AskH}_{5}\right] \leq 2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right) \tag{6.14}
\end{equation*}
$$

Combining inequalities (6.7), (6.8), and (6.9), we have:

$$
\begin{equation*}
\left|\operatorname{Pr}\left[\operatorname{AskH}_{5}\right]-\operatorname{Pr}\left[\operatorname{AskH}_{3}\right]\right| \leq \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right) \tag{6.15}
\end{equation*}
$$

Combining inequalities (6.14) and (6.15), we have:

$$
\begin{align*}
\operatorname{Pr}\left[\mathrm{AskH}_{3}\right] \leq & \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right) \\
& +2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right) . \tag{6.16}
\end{align*}
$$

Combining equations and inequalities (6.2), (6.3), (6.4), and (6.5), we have:

$$
\left\{\begin{array}{l}
\operatorname{Pr}\left[\mathrm{A}_{0}\right] \leq \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+\operatorname{Pr}\left[\mathrm{AskH}_{3}\right]+\frac{q_{s}}{2^{\kappa}}  \tag{6.17}\\
\operatorname{Pr}\left[\mathrm{SA}_{0}\right] \leq \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+\operatorname{Pr}\left[\mathrm{AskH}_{3}\right]+\frac{1}{2}
\end{array}\right.
$$

Combining inequalities (6.16) and (6.17), we have:

$$
\left\{\begin{align*}
\operatorname{Pr}\left[\mathbf{A}_{0}\right] \leq & \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+  \tag{6.18}\\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathfrak{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
& 2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, G}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\frac{q_{s}}{2^{\kappa}} \\
\operatorname{Pr}\left[\mathrm{SA}_{0}\right] \leq & \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+
\end{align*}\right.
$$

From equation (6.1), we can conclude $\operatorname{Succ}_{\text {PAKE, Dict }}^{\mathrm{Auth}_{S}}(\mathcal{A})$ :

$$
\begin{aligned}
\operatorname{Succ}_{\mathrm{PAKE}, \text { Dict }}^{\mathrm{Auth}_{S}}(\mathcal{A}) \leq & \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+ \\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
& 2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\frac{q_{s}}{2^{\kappa}}
\end{aligned}
$$

See $\operatorname{Pr}\left[\mathrm{SA}_{0}\right]$ in inequality (6.18), we can rewrite as follows:

$$
\begin{aligned}
\operatorname{Pr}\left[\mathrm{SA}_{0}\right] \leq & \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+ \\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
\operatorname{Pr}\left[\mathrm{S}_{0}\right]-\operatorname{Pr}\left[\mathrm{S}_{0} \wedge \mathrm{~A}_{0}\right] \leq & \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+ \\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
& 2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\frac{1}{2} \\
\operatorname{Pr}\left[\mathbf{S}_{0}\right] \leq & \frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}^{2}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}+ \\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q}+q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+ \\
& 2 \times \operatorname{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\frac{1}{2}+\operatorname{Pr}\left[\mathbf{A}_{0}\right]
\end{aligned}
$$

From equation (6.1), we can conclude $\operatorname{Adv}_{\text {PAKE, Dict }}^{\text {AKE }}(\mathcal{A})$ :

$$
\begin{aligned}
\operatorname{Adv}_{\text {PAKE, Dict }}^{\text {AKE }}(\mathcal{A}) \leq & 2 \times\left(\frac{q_{p}^{2}}{2 q^{2}}+\frac{q_{s}^{2}}{2 q}+\frac{q_{\mathcal{G}}}{2 q}+\frac{q_{\mathcal{H}}^{2}}{2^{\kappa+1}}\right. \\
& \frac{q_{\mathcal{G}}}{q}+\frac{q_{s}+q_{p}}{q^{2}}+{q_{\mathcal{H}}^{2} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, \tau_{e}\right)+} \\
& \left.2 \times \mathcal{D}_{p w}\left(q_{s}\right)+2 \times q_{\mathcal{H}} \times \operatorname{Succ}_{g, \mathbb{G}}^{\mathrm{CDH}}\left(t, 2 \tau_{e}\right)+\operatorname{Succ}_{\text {PAKE,Dict }}^{\text {Auth }}(\mathcal{A})\right)
\end{aligned}
$$

On the other hand, the evaluation of $\operatorname{Succ}_{\text {PAKE, Dict }}^{\text {Auth }_{C}}$ can be done similarly to Succ $_{\text {PAKE,Dict }}^{\text {Auth }}$, and then $\operatorname{Succ}_{\text {PAKE,Dict }}^{\text {MA }}=\operatorname{Succ}_{\text {PAKE, Dict }}^{\text {Auth }}{ }_{S}+\operatorname{Succ}_{\text {PAKE,Dict }}^{\text {Auth }}{ }_{C}$ can be calculated.

## Chapter 7

## Conclusions

### 7.1 Conclusions

In this thesis, we focus on two topics: public key cryptosystems and password authenticated key exchange protocols.

Public Key Cryptosystems. The ElGamal cryptosystem has been proven to be secure in the IND-CPA sense in the standard model if the operation is in $\mathrm{QR}_{p}$ [83]. As we know, the IND-CPA sense is considered as a basic requirement for most provably secure public key cryptosystems. We precisely show that the ElGamal cryptosystem is insecure in the IND-CPA sense if the operation is in not $\mathrm{QR}_{p}$. For the ElGamal-like cryptosystem [44], we give two simple examples to prove it is insecure in the IND-CPA sense either operated in $\mathrm{QR}_{p}$ or not (employ the key generation $\mathcal{K}$ or $\widehat{\mathcal{K}}$ ). Besides, the cryptosystem has the probability to be crashed when $Y^{r_{1}} \oplus\left(Y^{r_{2}}\right)^{2^{i}} \bmod p=0$.

Since the exclusive-or operation is not suitable for the group operation, the computed values cannot be expected in that group.

However, the motivation for encrypting large messages in public key cryptosystem is practical, since they have bad performance as compared to symmetric cryptosystems. We present an efficient conversion from IND-CPA secure ElGamal encryption scheme to a IND-CCA2 secure extension of the ElGamal encryption scheme in the random oracle model, called the ElGamalextension cryptosystem. To demonstrate that the ElGamal-Extension scheme is secure using only two random numbers, a new pair GOAL and ATK are constructed called IND-CPA PAIR. We also prove the proposed scheme is secure in the IND-CPA PAIR sense.

Password Authenticated Key Exchange Protocols. The authenticated key exchange protocols are essential for user authentication and session key establishment. Among techniques used for authenticating users, allowing users to choose possibly weak passwords as their own secrets is the most convenient for users. We have broken some PAKE protocols, which only be analyzed in the response-attack. We also proposed a simple PAKE and together with a new PPC protocol, where the parties cannot arbitrarily change their own passwords, offers users the freedom of changing passwords at will. The proposed PAKE protocol is formally proven using the Ballare-Poincheval-Rogaway security model.
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