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可重組態寬頻網路系統之新穎架構 

 
研究生：黃明芳                                        指導教授：祁    甡    

                                                               陳智弘  
 

國立交通大學 電機學院 

光電工程研究所 
 

摘要 

 
在本篇論文中提出利用光學延遲技術而準確達成新穎無色散的光學交錯器。擁有相

同振幅響應但相反相位響應的一對光學交錯器成功的在模擬與量測結果相符合下實

現，並且使用於雙向波分多工(WDM)傳輸系統當中。此外，將原本設計可用於單

向放大功能的三通道光學交錯器進一步設計成四個通道，以用於雙向波分多工傳輸

架構。在這個研究裡面，深入的探討並實驗論證此四通道光學交錯器在雙向傳輸系

統裡的應用。在網路擷取信號方面，達成 ROADM 以及色散補償光學交錯器之應

用，以解決網路中信號重組的問題；在網路中節省成本的問題下，雙向傳輸系統將

是重要的解決方案，點對點的雙向直線傳輸，高速信號，以及利用迴路的長距離傳

輸都在實驗上成功的實現。也進一步探討不同的調變信號（如 OOK，RZ-DPSK，

NRZ-DPSK）與不同放大機制（如摻鉺光纖放大器與半導體光學放大器）在傳輸系

統裡的影響。然而，在不久的將來，WDM-PON 將成為趨勢，在此論文中也更進

一步討論 WDM-PON 的應用，主要分為三個方向：經濟且有效率的雙向傳輸架

構，提供用戶有選擇性的服務以及利用簡單架構同時提供用戶聲音，影像，資料的

三功能服務。實驗結果證實了所提出的方法皆為針對系統缺陷之經濟且有效率的解

決方案，並對於未來光網路的發展有著廣闊的前景。 
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ABSTRACT 

In this dissertation, a novel dispersion-free interleaver using optical delay lines by 

accurately locating the zeros in the transfer function has been proposed. It has been 

implemented with the design of interleaver pairs with the same amplitude responses but 

opposite phase responses for bidirectional DWDM transmission systems. The measured 

results are consistent with device simulation. The original three-port design using 

unidirectional amplification has been further modified, and a four-port interleaver has 

been built and demonstrated to achieve bidirectional DWDM transmission. This 

investigate fully studied and verified the applications of our four-port interleavers in 

bidirectional transmission. A re-circulating loop has been setup for metro add/drop 

applications using an ROADM and dispersion-compensated interleaver pairs to solve the 

problem of re-configuration. To unravel the fiber shortage issue in metro link, a 

bidirectional straight-line system, a re-circulating loop and high bit rate transmission had 

been proposed and experimentally demonstrated. The comparison of different modulation 

formats, such as OOK, RZ-DPSK and NRZ-DPSK, with different amplification functions, 

e.g. SOA and EDFA, are also illustrated. Furthermore, WDM-PON is an ultimate solution 
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for ever increasing bandwidth requirement in the near future. Therefore, a cost-effective 

bidirectional WDM-PON using novel four-port interleaver, select-cast WDM-PON based 

on simultaneously generated OOK and DPSK downstream traffic and a simple 

architecture for WDM-PON to provide triple play services with centralize lightsources 

have been also established. The experimental results have clearly manifested that the 

proposed architectures can provide significant improvement on both cost-effective and 

system reliability.   
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CHAPTER 1 

INTRODUCTION 

 

 

1.1   Network Evolution 

Over the past few years, the evolution of the Internet has proved that wavelength-

division multiplexed (WDM) is the most flexible and robust solution for the present and 

future dynamic network traffic. As the Internet transitions from a best-effort network to a 

strategic global Internet protocol (IP) infrastructure, demands will not only be for higher 

bandwidth, but also for a wider range of integrated services demanding high reliability 

[1–5]. The broadband access network connects the service provider at a central office 

(CO) to the subscribers, which include businesses and homes. Recently, subscribers have 

been demanding high bandwidth services such as video-on-demand and high-speed 

internet for both downloading and uploading information. Current access technologies 

such as hybrid fiber-coax (HFC), digital subscriber line (DSL), and wireless networks 

have severe limitations in transporting symmetric traffic or high bandwidth information. 

However, the nature of the traffic that is sent through the Internet is changing. New 

applications require higher bandwidths, support for constant-bit-rate (CBR) streaming 

media, symmetric data rates for peer-to-peer file transfer, low delay for interactive 

applications and security. The internet will need many architectural upgrades to 

accommodate these new demands. The common used methods are included: 

1) IP —  the Internet Protocol. It started life as protocol which was used for 

communication over the Internet. IP was optimized for data service and was packet 
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based, rather than circuit switched and also well suited to streamed audio and video 

broadcast.   

2) ATM— Asynchronous Transfer Mode. It was probably the first serious contender for 

providing broadband multi-service network. ATM is a packet based system, using 

fixed length packets, and is designed to support a wide range of services such as 

voice, video and frame relay.   

3) ADSL— Asymmetric Digital Subscriber Line. It was first developed to enable a 

broadband always-on connection to be provided over a copper pair. ADSL is 

asymmetric and supplies a greater downstream capacity than the upstream, typically 

of 1.5 Mbps downstream and 128 Kbps upstream bandwidth.  

4) VDSL— Very high speed Digital Subscriber Line. An increased downstream of 

50 Mbps can be achieved using VDSL, but this comes at the expense of shorter 

distance, typically less than 1500 ft (457.2 km).  

5) PON —  Passive Optical Network. It provides fiber communications without 

expensive electronics. PON are well studied to enhancing existing networks by 

replacing the copper between the local exchange and a flexibility point. 

6) HFC— Hybrid-fiber Coax. HFC systems substitute most of co-axial cable between 

the cable TV head-end and the customer with fiber. It is used to transmit both 

broadcast video and high-speed data services.  

Figure 1.1 shows the possible evolution skeleton for the network. On the access side, 

the first evolution will include the development of optical fiber in the feeder network that 

close to the customer by ADSL technology, allowing the last relatively short copper. 

Similarly, the fiber in HFC networks will come closer to the customer, serving the small  
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number of businesses and homes with the coax tree. This will support bit rate up to 

10 Mbps downstream and meet the capacity requirement of small offices and homes. The 

copper based access, such as VDSL technology that support up to 50 Mbps downstream 

bandwidth, will gradually migrate to fiber access. The fiber link can be based on passive 

optical network technology (PON) and SuperPON using optical amplifiers. Ultimately, 

the bandwidth of 100 Mbps per subscriber will meet the demands of fiber-to-the-home 

(FTTH).  

The transport network supports the accumulated traffic generated in the access 

network and the link capacities on the order of 1 Tbps will be necessary in the near future. 

Currently, many networks are progressing to synchronous digital hierarchy (SDH) 

architecture, with a transport comprising a mesh of digital cross-connects (DXCs) 

From: J. Aarnio, Nokia Research Center, 2002  

Figure 1.1: Network evolution options.  
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interconnecting rings. Fiber link in the long-haul networks is currently being upgraded to 

use WDM technique, which has similar functions to the electrical SDH network. The 

optical transport layer is a key evolutionary development because of its effectively 

transparent to bit rate and signal format. Furthermore, it also can support different types 

of access, such as WDM, IP and so on. Unlike HFC and DSL technologies, wireless 

networks such as wireless fidelity (WiFi) and world interoperability for microwave 

access (WiMax) do not require any optical fiber or cable for the transmission of 

information from the central office to the subscribers. Wireless networks allow users to 

be mobile but have limited bandwidth and security issues.  

 

1.2 Motivation 

Next generation broadband optical network will likely require a considerable 

increase in total spectral efficiency. The emergency of broadband communications has 

increased the need for bulk transport of high capacity signals and services. Optical WDM 

networks have been widely recognized as the dominant transport infrastructure for future 

Internet backbone networks with its potential of providing virtually unlimited bandwidth 

[5]. The reconfigurability of WDM networks has the following features: the network’s 

configuration can be increased by bypassing, adding or dropping the traffic and the 

capacity throughput enlarges when the traffic is multiplexed on the fiber by WDM. 

However, in metro area networks (MAN) that encounter fiber shortages problem, 

bidirectional transmission is an appealing means of increasing the bandwidth utilization 

in a single optical fiber and, at the same time, reducing the operation and maintenance 

cost [6–8]. One of the core technologies in bidirectional transmission system is realizing 
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of bidirectional amplification, which typically requires high gain, low noise and the 

elimination of Rayleigh backscattering (RB) [9]. One of the efficient methods in 

bidirectional transmission is using wavelength interleaving scheme. As an optical filter, 

an interleaver combines or separates a comb of dense wavelength-division multiplexed 

(DWDM) signals [10–12]. Although interleaver has been widely used in multiplexing 

and demultiplexing of DWDM optical signals, its applications in bidirectional 

transmissions have not been fully studied and verified. As a result, the motivation of this 

dissertation lies in the investigation of a reliable solution for bidirectional transmission in 

WDM network by using a new designed four-port interleaver.  

Among several choices of modulation and demodulation formats in optical access 

networks, ON-OFF keying (OOK) format [13, 14] is the most popular for its simple 

generation. Recently, special attention has been given to differential phase-shift keying 

(DPSK), which was proving to be superior [15] relative to the traditional OOK in optical 

fiber communication system. This is due to its larger tolerance to fiber nonlinearity and 

noise from amplified spontaneous emission (ASE). The phenomenon of different 

modulation formats, such as OOK, return-to-zero DPSK (RZ-DPSK) and non-return-to-

zero DPSK (NRZ-DPSK) with dissimilar amplification schemes, i.e. erbium-doped fiber 

amplifier (EDFA) and semiconductor optical amplifier (SOA) in bidirectional 

transmission systems would be investigated. 

Since the downstream data is shared among several subscribers in HFC systems, the 

available bandwidth per user depends on the number of subscribers connected to the 

internet. Additionally, the upstream bandwidth is limited because of ingress noise 

generated from appliances at the subscribers end. Therefore, highly efficient, next 
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generation, broadband optical networks providing symmetric upstream and downstream 

information would be difficult to develop using HFC and DSL infrastructures. However, 

PON technology is a considered an ultimate solution. Network carriers have begun to 

deploy time-division-multiplexing passive optical networks (TDM-PONs) such as 

broadband PON (BPON), Ethernet PON (EPON) and Gigabit PON (GPON) and 

wavelength-division multiplexing passive optical networks (WDM-PON) in response to 

the current trend of data- and image-based services resulting from the rapid growth of all 

kinds of multimedia Internet applications. In addition, WDM-PON is a promising 

approach for gigabit optical access network [16].  

How to reduce the cost is always the most important issue in WDM-PON system. 

The first subject of WDM-PON is to design and implement a cost-effective scheme for 

bidirectional WDM-PON using the four-port interleaver. The second subject is to design 

a new method to provide select-cast services in WDM-PON system. The proposed 

WDM-PON has been implemented using optical carrier suppression and separation 

(OCSS) technology to generate a wavelength pair from a single laser source at the central 

office and deliver downstream signals in different modulation formats, i.e. OOK and 

DPSK. This method enables the co-location of both upstream and downstream WDM 

transmission in the central office. Additionally, the complexity, cost and maintenance of 

the optical network unit are reduced by enabling wavelength-independent operation. 

Since radio/mobile access is continuously growing and placing increasing demands on 

the network. The third subject is to devise a simple and cost-effective configuration in 

WDM-PON to supply triple play service (TPS). Only one single-arm intensity modulator 

is needed in this proposed scheme to provide significant improvement on both power 



 7

budget and system reliability.  

 

1.3 Organization of the Dissertation 

In Chapter I, a brief introduction of WDM networks and the motivation to overcome 

the limitation in bidirectional WDM transmission in different modulation formats are 

introduced. In Chapter II, an overview of bidirectional transmission system and the 

technique of the interleaver are studied. Four different types of interleaver by using 

Michelson-Gires-Tournois interferometers, Fabry-Perot resonator arrays, planar optical 

waveguides, and Lattice Filters are prsented, respectively. In Chapter III, the design, 

simulation and experiment of the four-port interleaver is illustrated.   

In Chapter IV, a re-circulating loop to simulate long distance transmission has been 

introduced and experimentally demonstrated. Two experiments, using reconfigurable 

optical add/drop multiplexer (ROADM) and cascaded dispersion-compensated 

interleaver, are demonstrated. Novel bidirectional transmission using four-port interleaver 

to enable unidirectional amplification scheme is presented in Chapter V. The 

characteristics of the four-port interleaver and three experiments are shown in this chapter: 

straight-line bidirectional transmission, long-distance transmission using a re-circulating 

loop, comparison between bidirectional DPSK and OOK signals, and high bit rate 

transmission. New bidirectional WDM-PON, select-cast services in WDM-PON and 

triple-play services WDM-PON configuration are discussed and realized in Chapter VI. 

The future work will be presented in Chapter VII as novel hybrid 10G/1G coexisted 

TDM-PON and mobile WiMAX /Radio over fiber for broadband Internet access in high-

speed railway system. Finally, the conclusions are summarized in Chapter VIII. 
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CHAPTER 2 

OVERVIEW OF BIDIRECTIONAL SYSTEMS AND INTERLEAVER 

 

 

2.1 Overview of Bidirectional Systems 

For any multispan DWDM system, optical components such as transmission fiber 

and optical amplifiers represent substantial cost. In the past few years, the traditional 

unidirectional transmission, as shown in Figure 2.1(a), had been realized in the market.  

Nonetheless, more network links are needed for different directional transmission. 

However, bidirectional transmission has many obvious advantages over unidirectional 

transmission. Bidirectional transmission through one fiber, shown in Figure 2.1(b), is an 

attractive method for simultaneously reducing operating and maintenance costs by 

sharing the optical transmission fiber and the inline amplifiers [9, 17]. In addition, it can 

increase the spectral efficiencies of the conventional unidirectional WDM transmission 

system [18].  
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Figure 2.1: Sketch of (a) unidirectional and (b) bidirectional transmission 
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Possible approaches for bidirectional amplification are band splitting or channel 

interleaving [6, 8, 19], the use of arrayed waveguide gratings (AWGs), Mach-Zehnder 

WDM coupling, the use of circulators or the use of a gain-clamping semiconductor 

optical amplifier (SOA), called a linear optical amplifier (LOA) [9]. However, these 

approaches require the use of two or more EDFAs to achieve bidirectional transmission. 

 

2.1.1 Bidirectional interleaved scheme 

Basically, the counter-propagating signals on the same transmission fiber using 

suitable components are presented in Figure 2.2 [20]. Figure 2.2(a) shows the first 

approach for band separation by using band separators (BS). The transmitted signals are 

divided in two groups as red-band and blue-band, traveling in opposite directions. Bands 

are separated and combined by optical devices inserted in line along transmission 

medium. In order to prevent the adjacent bands from opposite direction, a band gap is 

needed between two bands. Figure 2.2(b) displays the second method to achieve 

bidirectional transmission and alleviates the band separation problem by using two 

interleavers (IL) to interleave channels in the two directions of transmission. This means 

that even channels will travel east to west, whereas odd channels will travel west to east. 

As the consequence, channel spacing for wavelength traveling in the same direction has 

to be doubled. There is another scheme to transmit the same wavelength in both 

directions, as Figure 2.2(c). Optical circulators (Cir) are used to separate transmitted 

eastbound and westbound traffic.  However, in these technologies, traffic from each 

direction is then individually amplified using a corresponding erbium-doped fiber 

amplifier (EDFA). The gain of EDFAs are typically limited to avoid the RB self-
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oscillation [21, 22], these limitations will significantly shorten the amplification span and 

reduce optical signal to noise ratio (OSNR) [23], thus increase the operational cost and 

degrade the transmission quality. One of the important issues in bidirectional 

transmission system is RB. In this wavelength interleaving scheme, the RB induced from 

eastbound traffic would be amplified in eastbound direction. Therefore, the performance 

of bidirectional transmission is severely impaired by this kind of nonlinearity. 

Furthermore, this scheme needs more optical components and more EDFAs; therefore, it 

is not a cost-effective solution. 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.1.2 Bidirectional amplification scheme 

Another approach scheme is using bidirectional amplification as shown in Figure 2.3. 

Figure 2.2: Wavelength interleaved scheme. (a) Separate bands, (b) interleaved 
channels, and (c) same wavelength using circulators. 

From: Cisco Systems, Inc. White Paper, 2001.  
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Two amplifiers in opposite direction [24], one inline amplifier, LOA [9], and one SOA 

[10] had been proposed and published. The first manner can not use any isolator within 

amplification section; therefore, the RB would be amplified and impaired the quality of 

the networks.  In Ref. [9], the characteristics of the gain-clamping effect limit the gain of 

LOA to less than 20 dB and a high noise figure (NF) is inevitable. Although SOA can 

simplify the bidirectional transmission, it needs to be operated above the saturation level 

to obtain the required optical signal-to-noise ratio (OSNR) at the receiver. The waveform 

distortion and cross-gain modulation (XGM) poses severe challenges to operate SOAs in 

the saturation region.  

 

 

 

 

 

2.2 Overview of Interleavers  

In an optical communication system using WDM, information is transmitted over 

several channels, each at different optical wavelength or optical carrier frequency. An 

interleaver is an optical filter having at least one input port and two complementary 

output ports, with an optical transfer functions that is periodic in frequency. In this way, 

even-numbered channels can be routed to one output port while the odd-channels will 

merge from the other output port, as depicted in Figure 2.4(a). Meanwhile, the device can 

be used in a reverse direction that combines two sets of DWDM channels (odd and even 

channels) into a composite signal stream in an interleaving way [13–15] as shown in 

From: IEEE PTL., Vol. 16, No. 4, pp. 1194–1196, 2004.  

Figure 2.3: Bidirectional amplification scheme  
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Figure 2.4(b). There are different types of interleavers exhibited in Figure 2.5 [11]. The 

original 1:2 design is presented in Figure 2.4. The periodic separation of one in every 2N 

input wavelengths is achieved using the 1:4 interleaver is shown in Figure 2.5(a). The last 

interleaver design (4:8) used to separate a band of even and odd wavelengths is indicated 

in Figure 2.5(b). Commercial interleavers are available separating DWDM combs with 

channel spacing of 25 GHz, 50 GHz, 100 GHz and 200 GHz. The period of the 

interelaver is determined by the FSR of the components used to make the device.  As 

stated before, interleavers can be built from any type of wavelength filter having a 

periodic frequency response. In principle, any optical (de)multiplexer having a periodic 

response with frequency may be used as an interleaver. Currently, there are some 

approaches to building optical interleaver based on different operating principles and 

using different technologies: 1) Michelson-Gires-Tournois interferometers [28, 29], 2) 

Fabry-Perot resonator arrays [30], 3) planar optical waveguide interleavers [31], 4) 

Lattice Filters [32] and so on. 

Figure 2.4: Illustration of the function of an (a) optical interleaver and (b) de-interleaver  
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2.2.1 Michelson–Gires–Tournois Interferometers 

The Michelson interferometer (MI) is the bulk equivalent of the Mach-Zender 

interferometer with a ring resonator coupled to one of its branches. It operates on the 

periodic of a Gires-Tournois interferometer (GTI). One or two mirrors of the MI are 

replaced by a Gires–Tournois resonator (GTR), a Fabry-Perot (FP) resonator with 100% 

mirror and can be used in reflection, so-called a Michelson-Gires-Tournois interferometer 

as displayed in Figure 2.6. Michelson-Gires-Tournois interferometers operate on the 

phase return from the two Michelson arms. Although one of the interleaver output signals 

will be back reflected, it can be separated from the input signals by tilting some of the 

mirrors. The back reflected light has a frequency response that is complementary to that 

of the transmitted light, and the input signal will appear frequency interleaved at the 

reflection and transmission port of the device. 

Figure 2.5: Different types of interleavers. (a) Seperation of channels out to 1:4, and (b) 
seperates even and odd bands of channels.  
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2.2.2 Fabry-Perot resonator arrays 

Figure 2.7 illustrates the interleaver based on Fabry-Perot resonator arrays, a 

resonant cavity formed by two parallel reflecting mirrors separated by a medium, using a 

circulator for separating input and reflected output light. By arranging a number of 

resonators, while choosing the mirror reflectance carefully, the rectangular-shaped 

transfer function that is desirable for interleaver operation can be well approximated. 

Output 1 and output 2 are complementary that can produce frequency-interleaved signals. 

  
 

 

 

 

 

 

 

Figure 2.6: A Michelson–Gires–Tournois interferometer filter. 
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Figure 2.7: An Interleaver based on Fabry–Perot resonator arrays. 

From: Optics Communication, 233, pp. 113-117, 2004  
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2.2.3 Planar Optical Waveguide Interleavers 

Most of works on interleaver filters in planar technology have been done in silica-

based waveguide systems by AT&T/Lucent [32], NTT [33], and others [34]. Polymers 

also can be used as the material because of their simple processing and hence possibly 

lower cost. However, this kind of material may have problems with long-term stability. 

Lithium niobate (LiNbO3) is an attractive material because of its electro-optic properties 

and mature technology. Filters fabricated in this technology are often based on 

frequency-selective mode conversion. Electro-optically tunable interleaver based on this 

principle is shown in Figure 2.8 [30]. The strain-inducing strips produce an off-diagonal 

element in the refractive index tensor leading to different polarization mode conversion. 

The frequency at which the phase matching condition for efficient mode conversion is 

tuned by a voltage on the electrodes, changing the birefringence of the lithium niobate 

crystal. 

 

 

 

 

 

 

 

 

2.2.4 Lattice filters 

Basically, lattice filters are made from many cascaded differential-delay elements 

From: J. Lightwave Technology, 21, pp. 837-847, 2003  
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Figure 2.8: Electro-optically tunable lithium niobate (LiNbO3) interleaver. 



 16

where one polarization is delayed along the slow axes of the crystal and the other 

polarization is not. The differential-delay of each element is an integral multiple of a unit 

delay and power is exchanged across paths between the elements. It is a huge topic in 

lattice filters and not limit to optical domain. Figure 2.9 only illustrated a simple and 

basic block structure of a lattice filter. Within the lattice filters, there is the birefrignent 

filters that adapted polarization insensitivity through polarization diversity. A polarization 

diversity scheme separates the input light into two orthogonally polarized rays. They take 

turns to pass through the waveplate cascaded. After that, the polarizations are re-

combined onto two output ports. Consequently, the light that clipped by the output 

polarizer of the canonical birefringece filter is instead redirected to a complimentary port. 

In this dissertation, the design of our interleavers is based on the principles of lattice filter. 

 

 

 

 

 

 
Figure 2.9: Lattice filters unit cell. 
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CHAPTER 3 

DESIGN AND EXPERIMENT OF THE FOUR-PORT 

INTERLEAVER 

 
 

As an optical filter, an interleaver combines or separates a comb of dense 

wavelength-division multiplexed (DWDM) signals. The periodic nature of the interleaver 

filter reduces the number of Fourier components required for a flat passband and a high-

isolation rejection band. This behavior is great contrasts to the single-channel add/drop 

filters that synthesize a single narrow-band filter over a wide rejection band. Because the 

interleaver requires fewer Fourier components than a single narrow band filter, the same 

flat top, sharp edge response of a higher-order narrow-band filter can be realized using a 

small number of sections [13]. The filter function of an interleaver and its period can be 

separated. Interleavers have been shown to resolve a comb of DWDM frequencies with 

channel spacing of 100, 50, 25, and 12.5 GHz. The period of the interleaver is governed 

by the free-spectral range of the core elements, in which a longer optical path achieves 

narrower channel spacing. Four-port interleaver has been proposed before [24] using 

fiber-based configuration. The device is sensitive to temperature variation and exhibiting 

Gaussian passband characteristics. This dissertation proposed and experimentally 

demonstrated a new four-port interleaver with temperature compensation, flat-top 

passband for dispersion-free transmission. 
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3.1 Considerations of Interleavers Design 

Birefringent crystal has long been used in designing optical filters; which includes 

birefringent crystal plates and polarizers. The two major types of birefringent filters are 

Lyot-Öhman filters and Šolc filters [36–38]. Both types are based on interference 

between polarized light, and require phase retardation among the components of light 

polarized parallel to the slow and the fast axes of the crystal, as light passes through it. 

Consequently, birefringent crystal is served as an optical delay line, and a half-wave plate 

is used to alter the polarization between the delay stages. The rotation of the half-wave 

plates can also be considered to be designed to generate various required Fourier 

frequency components. Figure 3.1 shows the configuration of the three-port interleaver 

employed by the birefringent crystal. At the input and outputs of the interleaver, an 

YVO4 walk-off crystal and a half-wave plate were used to ensure that the optical delay 

cells contained only a single polarization. Each delay cell includes two birefringent 

crystals, namely YVO4 and Rutile (TiO2), to compensate for the temperature variation. 

The lengths of YVO4 and Rutile can be determined using (1) and (2).  

FSR
cmLnLn center ==∆−∆ λ2211                      (1)  

( ) 00 2221112211 =∆−∆⇒=∆−∆ ββ LnLnLnLn
dT
d        (2)  
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∆
≡ + = =

∆
 

In (1) and (2), ∆n1 and ∆n2 indicate, respectively, the group index difference 

between ordinary and extraordinary axes of YVO4 and Rutile. Moreover, c denotes the 

speed of light, FSR represents the free spectral range, Li represents the length of the 

crystal, λcenter denotes the center wavelength of the operation wavelength range, m  
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represents the order of the birefringent wave plate and βι is the normalized variation in 

the wavelength with temperature. Figure 3.2 shows the measurement setup used to 

determine β. Since for normal incident light, each crystal forms a Fabry-Perot Etalon 

cavity from the facets reflection and the transmission spectra will have null points with 

FSR determined by the cavity length. When the temperature of the crystal is changed, the 

cavity length will change and the null points will start to drift accordingly. β can then be 

determined by measuring the drifting of the null point with temperature in the optical 

spectrum analyzer. For YVO4 and Rutile, the group index differences are 0.2139 and 

0.2652, and the β are 61054.26 −×− 1/°C and 61006.99 −×− 1/°C, respectively. At the 

central frequency of 193.5 THz, the values of β correspond to 5.13 and 19.17 GHz/°C, 

respectively. For a 100-GHz interleaver, FSR equals to 200 GHz, solving (1) and (2) 

yields the lengths of the YVO4 and Rutile crystals, which are 9.5697 and 2.0685 mm, 

respectively [39]. After temperature compensation, the temperature drift is reduced to 

approximately 0.056 GHz/°C. This corresponds to about 3.7 GHz drift in temperature 

variation from 0 °C to 65 °C. One difficulty that could not be fully compensated during 

the design process was the wavelength dependence of refractive index, namely dispersion.  

Figure 3.1: Possible configuration of a three-port L-2L interleaver.  
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However, as shown in Appendix I, with proper selection of crystal lengths, for typical C-

band application (with center frequency 193.5 THz and total bandwidth 4 THz), the 

refractive index dispersion introduces center frequency offset of only 2 to 2.5 GHz. 

The optimized wave plate angles were determined using the “minimize the integral 

square error” method, as shown in (3). 
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FSRffFSRf cnc +≤≤−                           (4) 

In (3), )(ˆ nfx is the desired target amplitude response and )( nfx is the real transmission 

function. The transmission function is periodic, therefore, the errors can be summed over 

one FSR at the central frequency, fc. By changing the position of the half-wave plate at 

the input walk-off crystal, the input polarization angle was shifted 90° and generates two 

delay responses. Minimizing (3) can yield the corresponding wave plate angles. 

Figure 3.3 presents the simulated amplitude and delay response of two types of  
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Figure 3.2: Measurement setup of birefringent crystal temperature sensitivity interleaver.
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interleavers. This figure shows that changing the input polarization yields two 

interleavers with the same amplitude responses but opposite delay responses. Therefore, 

the cascaded interleaver pair will have constant delay and therefore the dispersion will 

approach zero. To design an interleaver with sharp edge response, higher Fourier 

frequency components must be included. Additional delay line stages are required to 

increase the highest Fourier frequency, and pass band, insertion loss, size, reliability and 

cost are all traded off against one another. For a 100 GHz interleaver, L-2L-2L can meet 

the pass band and delay requirements for 40 Gb/s transmission without difficulty. If only 

a 10 Gb/s signal is transmitted, an L-2L design will suffice. 

 

3.2 Experimental Results of 100 GHz L-2L-2L Interleavers 

After design analysis, an L-2L-2L interlever was fabricated to verify the design. 

Figure 3.4(a) and (b) show the measurement results of the re-centered transmission 

Figure 3.3: Two types of interleavers with same amplitude but opposite delay response.
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responses in a frequency range from 191.8 THz to 195.5 THz at 0 Co, 23 Co and 65 Co, 

respectively. The figures clearly demonstrate successfully mitigation of the temperature 

variation. Figure 3.4(c) shows the 0.5 dB passband of different channels at 0 Co, 23 Co 

and 65 Co. The average 0.5 dB passband is about 73 GHz. Figure 3.4(d) shows the 

polarization dependent loss (PDL) of different channels at 0 Co, 23 Co and 65 Co. The 

average PDL is below 0.15 dB meaning that there is good control of on the alignment 
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between the input fiber and the walk-off YVO4 crystal. The fiber alignment is similar to 

typical micro-optic fiber devices such as isolator, circulator and switch. The alignment 

need to be very careful and active alignment is needed. Figure 3.5 plots the measured 

amplitude and the delay responses of two types of 100-GHz interleavers. Figure 3.5(a)–(d) 

illustrate type A and B interleavers that have identical transmission spectra but reversed 

delay responses. Meanwhile, type A and B interleavers can be cascaded to generate a 

linear phase interleaver pair with a total dispersion near zero, a feature that is desirable, 

particularly in metro add/drop applications and/or high bit rate transmission systems. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3.5: (a), (b): Measured re-centered amplitude of Mux and Demux; (c), (d) measured 
re-centered delay of Mux and DeMux. 
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Figure 3.6 depicts the measured results that relate to seven cascaded interleaver pairs. 

The figure shows that the total delay is below 1ps within the pass band. These figures 

clearly show that interleavers with same amplitude response and opposite delay response 

were successfully designed. 
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CHAPTER 4 

LONG DISTANCE TRANSMISSION BY USING A 

RECIRCULATING-LOOP 

 
 

As the Internet traffic is increasing rapidly and DWDM technologies in current 

optical communication systems is getting matured, the functionalities and configurations 

of DWDM networks must be rapidly evolving accordingly [40]. The reconfigurability of 

WDM networks has the following features: The network’s configuration can be increased 

by bypassing, adding, or dropping the traffic and the capacity throughput enlarges when 

the traffic is multiplexed on the fiber by WDM. As a result, optical add-drop node will 

play an important role in high bite rate networks [41–43]. Two of experiments of optical 

add/drop technologies will be discussed and demonstrated in this chapter. 

 

4.1 Recirculating Loop Test-bed 

Modern optical fiber communication systems employ lots of components and 

hundreds or thousands of kilometers of optical fibers. In the lab environment, 

recirculationg optical loop tests-bed is a method for simulating long distance optical links 

to reduce the components, fiber span and the cost [6, 56]. Figure 4.1 illustrates the simple 

functions of the recirculating loop. Optical signals of limited duration are fed into an 

optical link as Figure 4.1(a). This optical link may consist of optical components, such as 

fiber coils, amplifiers, filters and so on. Then, in Figure 4.1(b), the source would be 

disconnected and allowed the signals to circulate within a closed optical loop. After a 

number of round-trips, loop would be opened by the loop switch and the circulating  
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signals are fed into the receiver, as displayed in Figure 4.1(c). Once the loop has been 

emptied, the signals are fed into the fiber loop by the switch again. Consequently, the 

optical loop switch is a core component that has to be precisely controlled. A simplified 

description of the operation of a recirculating loop by acousto-optic (AO) switches 

follows, as in Figure 4.2. The pulse duration defines the length of the fill cycle. The loop 

time is related to loop length by 
fiberinlightofVelocity

lengthLoopTimeLoop Loop =)(τ . 

Closing the transmit switch loads the data stream into the optical loop. After the loop fills 

with data (Loop Time), the transmit switch opens (turn off) and the loop switch closes 

(turn on). The loaded bit stream then recirculates around the loop. A delay circuit (Error 

Gate) sets the distance range monitored and detected by the receiver after many times of 

circulations in the loop. After that, the loop can be emptied, refilled, and a new 

measurement cycle can begin.  

Receiver
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Figure 4.1: Phase of a recirculating loop. (a) Filling the loop, (b) circulating, and (c) 
emptying the loop. 
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4.2 Add/Drop Applications in Fiber Ring Networks Based on A Reconfigurable 

Optical Add/Drop Multiplexer (ROADM) 

The ultimate goal of high bit rate networks is to have a large traffic bandwidth 

capacity and a flexible and dynamic reconfigurability to provide diversified bandwidth 

management in the optical layers of future all optical networks. One of the key enabling 

elements is the reconfigurable optical add/drop multiplexer (ROADM) which can insert 

(add) and extract (drop) channels at specific wavelengths and provide various 

supervisions and reconfigurations that are required at the nodes of future DWDM 

networks [44]. Recently, different technologies have been utilized to ensure the 

functionality of ROADM, such as planar waveguide switches [45], MEMS switches [46], 

and liquid crystal switches [47]. It is highly desirable to have the flexibility of directing 

the dropped and added optical channel to any specific port in an ROADM to achieve a 

real dynamically reconfigurable network. Hence, a monolithic integrated silica-on-silicon 

Figure 4.2: Timing diagram of the recirculating loop. 
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planar lightwave circuit (PLCs) with a cross-bar switch array is the most promising 

candidate as an ROADM [48]. Since the traffic pattern is highly diverse in metro optical 

networks, the wavelengths are frequently reconfigured. As a result, the cascadability and 

extinction ratios of add/drop functions of ROADMs are important limiting factors on the 

applications of ROADMs. 

 

4.2.1 Characteristics of ROADM 

The system-on-a-chip ROADM used in this experiment is based on the cross-bar 

switch design to add/drop arbitrarily four out of 32 input wavelengths, its mask as shown 

in Figure 4.3. This ROADM is the first time to use a large-scale PLC device, 85.3 mm × 

119 mm. Figure 4.4(a) schematically depicts the function of this ROADM. The 32 input 

WDM wavelengths, with a channel spacing of 200 GHz, are first demultiplexed by an 

array waveguide grating (AWG), and then sent to a 32 × 4 switching fabric for add/drop 

operations. Such a 32 × 4 switching fabric is scaled up by as many 2 × 2 cross-bar dilated 

thermo optic switches, as shown in Figure 4.4(b), and is built in the ROADM. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 4.3: The mask of the ROADM. 

From: IEEE PTL, Vol. 15, No. 10, pp. 1413–1415, 2003. 
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For example, signals launched to the thermo optics switch from port 1 would be routed to 

output port, port 4. At the same time, the signals can be dropped from port 2 and be 

added from port 3. All the reconfigured output channels are subsequently optically 

multiplexed using a second AWG. The detailed design rules, the operation principles, the 

architectures and the device characteristics of this ROADM can be found in [48]. 

Figure 4.4(c) displays the optical spectrum when one of the 32 input wavelengths is 

dropped. The extinction ratio of the dropped channel is more than 40 dB and the adjacent 

channel isolation exceeds 25 dB. It also can be seen clearly that the channel spacing of 

this ROADM is 200 GHz. Nevertheless, the high extinction ratio and isolation of the 

ROADM provide the feasibility for fiber network. Due to the limitation of laser sources, 

eight DFB lasers have been used to demonstrate the features of this 32 × 4-channel 
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Figure 4.4: (a) Schematic diagram of the ROADM, (b) crossbar switch of the ROADM, 
and (c) optical spectra obtained at drop port and main output port when one channel is 
dropped. 
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ROADM for the passing through, adding and dropping channels that exhibited in 

Figure 4.4. Figure 4.5(a) and (c) schematically depict the measurements that yielded 

Figure 4.5 (b) and (d), respectively. As shown in Figure 4.5(a), the odd channels of the 

eight output wavelengths were added from the add-ports, and the even channels passed 

through the ROADM directly from the input-port to output-port. These eight channels 

were multiplexed by a second AWG and the corresponding adding and passing spectra 

are displayed in Figure 4.5(b). Owing to the heating characteristics of the thermo optic 

switches, the center wavelengths of the passing and adding channels are not accurately 

matched. The wavelength deviation from the International Telecommunication Union 

(ITU) grid, caused by the thermal effect, is approximately 8 GHz. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.5: (a) Schematic diagram of simultaneous addition of odd channels and passing 
through of even channels at the ROADM, (b) optical spectra for passing (even) and 
adding (odd) channels, (c) schematic diagram for eight passing and four adding/dropping 
channels, and (d) the BER curves for these channels in (c). 
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Such a frequency deviation will degrade the BER performance as many of such 

ROADMS are cascaded. As a result, to investigate this degradation, we also performed 

the measurement to demonstrate the effects of passband frequency deviation on power 

penalty performance in Figure 4.7. To compensate this thermal drifting effect, 

simultaneous temperature compensation in thermal equilibrium to match the precise ITU 

grids is required in operating the Add/Drop functions of this ROADM. Moreover, the 

BER performance of the ROADM was measured under different operation conditions. 

Figure 4.5(c) schematically depicts the experimental setup and Figure 4.5(d) plots the 

corresponding BER curves. The dropped (diamond-symbol), added (triangle-symbol) and 

passing (circular-symbol) channels were measured from the “input” port to the “drop” 

port, from the “add” port to the “output” port and from the “input” port to the “output” 

port, respectively. This figure indicates a sensitivity variation of less than 0.3 dB under 

different operation modes in the ROADM. The variations were major due to different 

route paths in the cross-bar switching fabric under different operation conditions. The 

crosstalk-induced penalty was negligible, guaranteeing the strong performance of the 

ROADM device. 

 

4.2.2 Periodic Add/Drop Ring Network System 

In the system experiment, a re-circulating loop was employed to simulate multiple 

adds/drops in an add/drop ring network system and to demonstrate the attainable 

cascadability of the ROADMs. Figure 4.6 shows the experimental configuration of a 

periodic add/drop ring network [49]. The wavelengths of the eight-channel laser sources 

span from 192.4 THz to 193.8 THz with 200 GHz channel spacing. 
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The optical channels were modulated by a LiNbO3 electro-optical (EO) modulator at 

10 Gbps with a pseudo random binary sequence (PRBS) length of 231-1. Two types of 

fiber were used in this experiment. They were 150 km of Corning LEAF and 8 km of 

Corning dispersion compensation fiber (DCF), which was set to compensate accumulated 

chromatic dispersion in LEAF fiber, with -4 dBm launched power per channel into each 

fiber span. A 3R receiver, combined with an optical preamplifier, of –37-dBm receiving 

sensitivity at BER of 10-9 was used to evaluate the performance of signals after 

transmission. At every 150 km of transmission, an ROADM was installed to simulate 

periodic add/drop nodes in this fiber ring network. 

 

4.2.3 Transmission Performances in Ring Network System 

Since the pass bands of the ROADM are in Gaussian shapes, Figure 4.7 plots the 

power penalty variations at BER equals to 10-9, with ± 11GHz frequency detuning, 
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after different numbers of cascaded ROADMs. This figure reveals power penalty 

variations of 1 dB, 3.9 dB and 16 dB, which are normalized to the corresponding 

receiving sensitivities at the ITU grid, following one, four and seven cascaded ROADMs, 

which correspond to 150, 600, and 1050 km of transmission, respectively. Non-flattened 

pass-band of the ROADM is responsible for the high sensitivity penalties at the offset 

frequencies. Optical signals pass through two AWGs at each ROADM, so the cascading 

filter narrowing effect results in a large penalty if the optical channels are not precisely 

aligned to the ITU grids. Therefore, a flat-top AWG passband is desirable in future 

design. Figure 4.8(a) presents the optical spectrum and the receiving sensitivity, 

measured at BER = 5 ╳ 10-9, for each of the eight channels after seven cascaded 

ROADMs and 1050 km of transmission. The sensitivity variations among all channels 

are less than 2 dB. Since the fully compensated channel was at 192.8 THz in the proposed 

re-circulating loop, the 2-dB sensitivity variation is caused mostly by the residual 

chromatic dispersion accumulation after 1050 km of transmission. 

 

Figure 4.7: Power penalty variation at BER = 10-9, with ±11 GHz frequency 
detuning, for cascading the ROADM for one, four and seven times. 
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Figure 4.8(b) plots the BER curves and presents the corresponding eye diagrams at 

channel three (192.8 THz). BER curves obtained when all of the signals passed through 

the ROADM were measured. However, the add/drop function of the ROADM was turned 

off at this time. After seven cascaded ROADMs and 1050 km of transmission, a penalty 

of about 2.5 dB was observed. The chromatic dispersion is fully compensated for at this 

channel, so the accumulation of ASE noise from the EDFAs used in the loop are 
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 35

responsible for most of this penalty. The periodic add/drop function was demonstrated by 

dropping and adding channel three (192.8 THz), while the remaining seven channels just 

passed through, at the ROADM in this re-circulating loop, which is identical to a periodic 

add and drop of channel three at every 150 km in an add/drop ring network. 

Consequently, after seven circulations, channel three had been added and dropped seven 

times, whereas the other seven channels had transmitted about 1050 km. Figure 4.8(c) 

shows the BER measurements and the corresponding eye diagrams at the “drop” port of 

the ROADM at every 150 km for back-to-back, after one circulation and seven 

circulations. The optical signal at channel three was refreshed every 150 km, so a very 

minor penalty, of less than 0.3 dB, between one circulation and seven circulations was 

observed. This minor penalty is attributable to the tiny wavelength deviation from the 

ITU grid due to the temperature effect of the optical thermo switches within the ROADM 

and the accumulation of the residual signals that had been dropped because of imperfect 

switching isolation. Because this ROADM is designed to cover the C band from 192 THz 

to 196 THz with 200 GHz channel spacing, this configuration can accommodate more 

optical channels within C band. The maximum number of channels is 32 with 4 adding 

and dropped functions simultaneously. 

 

4.2.4 Summary 

In this experiment, a periodic add/drop fiber ring network based on a 32-wavelength 

ROADM, which is a system-on-a-chip network subsystem and offers low loss and 

crosstalk performance, with a channel spacing of 200 GHz in a recirculating loop is 

proposed and experimentally demonstrated. The channel narrowing effect, caused by 
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non-flat-top pass bands, is critical as the number of cascaded ROADM nodes increases. 

After seven cascaded nodes and transmission for 1050 km through all passing channels, a 

2.5-dB sensitivity penalty was observed. Furthermore, less than 0.3-dB penalty variation 

was obtained between one and seven circulations when one of the eight channels was 

periodically added and dropped at every 150 km and the remaining seven channels were 

just passed through. Such results indicate the feasibility of add/drop functions in dynamic 

fiber ring networks by using this silica-on silicon ROADM. 

 

4.3 Metro Add–Drop Network Applications of Cascaded Dispersion-Compensated 

Interleaver 

In a metro scheme, a pair of interleavers is utilized in add-drop applications to 

provide up to 50% adding and dropping of the total traffic while simultaneously reducing 

the insertion loss associated with the express channels. In such an application, the two 

factors that restrict the maximum number of cascadable nodes are the passbands’ flatness 

(amplitude response) and group delay (phase response) [14, 50, 51]. As the data rate 

increases, the system becomes more sensitive to the dispersion variations within the 

signal bandwidth. Accordingly, the flattened phase response is a crucial parameter in 

determining the usable bandwidth of the passband in 40-Gb/s systems [39], [52]. 

 

4.3.1 Characteristics of the Interleaver 

The interleaver designed and fabricated in this work is a symmetrical four-port 

interleaver with two input and two output ports. The details of the interleaver 

technologies, including principle of operation, architectures and design rules can be  
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found in Chapter III. Figure 4.9(a) shows two possible connections for such an 

interleaver. For Type I connection, the odd and even channels experience a convex group 

delay characteristic, while channels experience a concave group delay for Type II 

connection. Figure 4.9(b) illustrates the measured corresponding group delay curves for 

both connections in an interleaver’s pass band. These two types of connections with two 

mirrored group delay can be cascaded to generate a linear phase interleaver pair that the 

total dispersion would be near zero. Figure 4.9(c) presents the group delay curves for the 

compensated and uncompensated interleaver pair connections. Clearly, for the 

compensated connection, the induced in-band dispersion is insignificant. However, when 

Figure 4.9: (a) Two operation connections for a four-port interleaver; (b) In-band group 
delays for two types of interleaver connection; (c) group delays of compensated and 
uncompensated interleaver-pair connections, and (d) group delays of two cases after five
cascaded interleaver pairs. 
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the interleaver pair is connected without compensation, the dispersion, induced by each 

individual interleaver, accumulates. If such interleaver pairs are cascaded in a metro add-

drop network, the interleaver-induced dispersion aggregates and limits the maximum 

cascadable nodes. Figure 4.9(d) displays the measured group delay curves accumulated 

after five cascaded interleaver pairs for the connections with and without dispersion 

compensation. The experimental results show that the wavelengths should precisely 

coincide with the ITU grids for the uncompensated case; otherwise significant interleaver 

induced dispersion accumulates. However, no noticeable interleaver induced dispersion 

was built up after five adds/drops for the compensated case. 

 

4.3.2 Experimental Setup and Results 

To demonstrate the feasibility of cascading interleaver pairs for add/drop application 

in metro networks, a re-circulating loop was employed to simulate multiple adds/drops in 

a ring network. Figure 4.10 shows the experimental setup of the re-circulating loop. The 

eight channel laser sources consisted of two groups: one from 193.2 THz to 193.35 THz 

and the other from 192.7 THz to 192.85 THz all with 50-GHz channel spacing. The odd 

and even channels were individually modulated by a LiNbO3 electro-optical modulator at 

10 Gb/s with a PRBS length of 231−1 patterns. A polarization controller was employed to 

set the polarization state of the odd channels to be orthogonal to that of the even channels 

to reduce the deleterious nonlinear effects. Two types of fiber were used in the re-

circulating loop: 100-km of Corning LEAF fiber and 4.8-km of Corning DCF, with 

−86.6231 ps/nm/km dispersion at 193.0 THz, to compensate the accumulated chromatic 

dispersion in LEAF fiber. The fully-compensated wavelength of this fiber loop was 
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located at around 193.15 THz. After 105 km of fiber, the interleaver pair was inserted in 

the fiber loop to simulate optical channel add-drop at every 105 km. A 3R receiver of       

-33 dBm back-to-back sensitivity at BER equals to 10−9 was applied to obtain the signal’s 

performance after transmission. Figure 4.11(a) compares the receiving sensitivity at BER 

level around 10−9 of each channel after five loops, i.e., 525 km of transmission and five 

add-drop nodes, for both compensated and uncompensated cases. Since the two groups of 

channels were deliberately selected to locate at the wavelength regions with opposite sign 

of dispersion: one group with negative dispersion, and the other one with positive 

dispersion, the experimental results for both cases indicate that the receiving sensitivities 

of eight-channels exhibit a parabolic distribution centered at dispersion-zero wavelength. 

The sensitivity difference for each channel is insignificant between the two cases because, 

as the channel wavelengths are set at the center of the interleaver’s pass band precisely, 

very little dispersion is introduced by the interleaver, even for the uncompensated case.  
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Figure 4.10: Experimental setup for metro add/drop applications 
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Thus the parabolic sensitivity distribution of the eight-channels for both cases mainly 

results from the residual dispersion accumulation after 525 km. Figure 4.11(b) compares 

the receiver sensitivity variations, with ±10GHz wavelength detuning, of the 

compensated and uncompensated configurations. This figure indicates that less than 0.4-

dB sensitivity variation is observed within ±10GHz wavelength detuning for the 

compensated connection, while more than 2.5-dB sensitive variation is perceived for the 

uncompensated case at BER = 10-9. Figure 4.12 shows the BER curves and the 

corresponding eye diagrams when the wavelength is either on the ITU grid or detuned 

from the ITU wavelength by ± 8 GHz at channel five. Both the eye diagrams and the 

BER curves indicate that the accumulated dispersion in the uncompensated connection 

will lead to pulse distortion and BER penalty. Figure 4.12 (a) showed that the sensitivity 

was improved more than 2.5 dB when the wavelength detuned ± 8 GHz from the center 

wavelength. It is because the dispersion from transmission fiber and the interleaver pairs 

would be opposite as the ITU wavelength detuned by – 8 GHz. In other words, the total 

dispersion decreased in this case. However, pulse distortion was shown when the 
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Figure 4.11: Receiving sensitivity variation. (a) compensated and uncompensated 
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wavelength detuned +8 GHz. Conversely, if the interleaver pair is in the dispersion 

compensation connection, wavelength detuning up to ± 8 GHz does not introduce much 

sensitivity variation. Consequently, the dispersion compensated connection is less 

sensitive than uncompensated one to the wavelength deviation from ITU grids. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.3.3 Summary 

This investigation presents a cascadability study of a 50-GHz channel spacing 

dispersion-compensated interleaver pair using a re-circulating loop. After five cascaded 

nodes and 525 km of transmission, the interleaver-induced dispersion did not 

significantly degrade the system performance when wavelengths were exactly aligned to 

ITU grids. However, when the wavelength deviated from ITU grids, the sensitivity 

variation of the compensated case was much less than that of the uncompensated pair. 

Experimental results show that, with ± 10 GHz wavelength detuning, the sensitivity 

variations of these two configurations are less than 0.4 dB and more than 2.5 dB, for 

Figure 4.12: BER curves and corresponding eye diagrams at channel five when 
wavelength is detuned for ± 8 GHz (a) without compensation and (b) with 
compensation. 

(a) (b)
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compensated and uncompensated cases, respectively. Such results can lessen the 

precision requirements in selecting DFB lasers for Metro add/drop network applications. 
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CHAPTER 5 

NOVEL BIDIRECTIONAL TRANSMISSION U SING FOUR-PORT 

INTERLEAVER 

 
 

In metro area networks (MAN) that encounter fiber shortages problems, 

bidirectional transmission is an appealing means of increasing the bandwidth utilization 

in a single-optical fiber and, at the same time, reducing the operation and maintenance 

cost. One of the main difficulties associated with a bidirectional transmission system is 

realizing bidirectional amplification, which typically requires high gain, low noise, and 

the elimination of Rayleigh backscattering (RB) [7]. The gains of EDFAs are typically 

limited to prevent RB-induced self-oscillation. In the LOA scheme [9], the characteristics 

of the gain-clamping effect limit the gain of LOA to less than 20 dB and a high NF is 

inevitable. These shortcomings significantly reduce the distance of amplification span 

and the OSNR [23], increasing the operation cost and the degradation in the quality of 

transmission. A four-port interleaver has been proposed before [24] using fiber-based 

configuration. The device is sensitive to temperature variation and exhibiting Gaussian 

passband characteristics. Through minor modification of the original three-port design in 

chapter III, a novel four-port interleaver that enables bidirectional transmission using 

unidirectional amplification was demonstrated. In this chapter, the novel four-port 

interleaver and three bidirectional transmission experiments would be discussed and 

demonstrated.  
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5.1 Characteristics of Four-Port Interleaver 

The interleaver used in this study is a symmetrical four-port interleaver with two 

input and two output ports. The packaged interleaver I used in the lab is displayed in 

Figure 5.1(a). The size of this interleaver is 15 cm ╳ 2 cm. The detail configuration of 

this four-port interleaver illustrates in Figure 5.1(b). It incorporates birefringent crystal 

cells, half-wave plates (HWP), YVO4 walk-off crystal (YWC), and polarization beam 

splitters (PBS). At the input and outputs of interleaver, YWC and an HWP were used to 

ensure that light passed through optical delay cells, including two birefringent crystals, 

was polarized in only one direction. Each delay cell includes two birefringent crystals, 

namely YVO4 and rutile (TiO2), to compensate for any change in temperature. The 

detailed operating principles, architectures, and design rules associated with this 

interleaver are presented in [39, 52, 53].  
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In optical networks, one of important issues is polarization. The polarization dependence 

of the transmission properties of optical components has many sources, such as dichroism, 

fiber bending, angled optical interfaces and oblique reflection. The polarization state 

through one component is generally not the same as other components in the transmission 

link. Sine polarization dependent loss (PDL) effects build up in an uncontrolled manner; 

PDL can lead to a degradation of the transmission quality of the fiber-optic link, or even 

to a failure of the optical system. Therefore, modern fiber-optic communication systems 

require components with low PDL. Figure 5.2 shows the PDL measurement results of the 

four-port interleaver. The PDL at all the ITU channels in C-band can be measured by 

using a JDSU swept wavelength system. The PDL is defined as the maximum PDL 

within the bandwidth of ITU ± 12 GHz. This figure shows that the PDL of this four-port 

interleaver for all channels was less than 0.12 dB. This is a typical number for most of the 

optical devices used in current transmission system. 
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Figure 5.3(a) and (b) illustrates the measured amplitude response of the interleaver 

for even and odd channels. It can bee seen clearly, the transmission spectrum of this 

interleaver covers the whole C-band from 193.8 to 195.4 THz. Figure 5.3(b) shows the 

amplitude response within 2-nm wavelength range. The channel spacing of this 

interleaver was 50 GHz, with insertion loss of 2.2 dB and a 0.5-dB passband of 

approximately 35 GHz, respectively. The interleaver was designed to have 

complementary wavelength dependent routing characteristics. For example, if λ1 (odd 

channel) enters port 1, it is routed to port 4. However, when λ2 (even channel) goes into 

port 2, it is also directed to port 4. By using this interleaver property, when east-even 

channels arrive at port 2 of the interleaver, they are sent to port 4. 
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Figure 5.3: Transmission Spectrum of a four-port interleaver: (a) the whole C-band, (b) 2-nm 
wavelength range, and (c) illustration of working principle of a four-port interleaver. 
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On the other hand, when the west-odd channels enter port 1 of the interleaver, they are 

also routed to port 4. Therefore, a bidirectional transmission is routed into a 

unidirectional transmission and unidirectional amplification is achieved using a single 

EDFA, as shown in Figure 5.3(c).  

 

5.2 Straight Line Bidirectional Transmission System 

A new wavelength-sensitive routing experiment was conducted to confirm 

bidirectional transmission in unidirectional amplification using the proposed four-port 

interleaver. Figure 5.4 presents the experimental setup [54]. A dual-stage EDFA with a 

dispersion compensation module was employed in the midstage to compensate for the 

fiber loss and accumulated dispersion. The eight-channel laser sources are grouped into 

two categories, one with wavelengths between 1550.52 and 1551.72 nm and the other 

with wavelengths between 1554.54 and 1555.75 nm, all on standard ITU 50-GHz channel 

spacing grids. The east-even and west-odd channels were individually modulated by a 

LiNbO3 EO modulator at 10 Gb/s with a 231 -1 pseudorandom bit sequence pattern. 
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A polarization controller was used on the east-to-west traffic to ensure that the power 

between east-even and west-odd channels were maximum to reduce the crosstalk induced 

by the opposite traffics. The transmission fiber was 210 km of standard single-mode 

fibers (SSMF), with 13-dBm total launched power into each 105 km of SSMF. The 

36 km of DCF was inserted in the dual-stage EDFA to compensate for the accumulated 

chromatic dispersion. A 3R receiver with a back-to-back sensitivity of 32 dBm at a BER 

of 10-9 was used to evaluate the system performance. The gains and NF of the dual-stage 

EDFA in all channels were around 23 dB and 5.5 dB, respectively. 

 

5.2.1 System Performances on Straight Line Transmission 

Figure 5.5(a) plots the BER curves and the corresponding eye diagrams at channel 

six. After transmission for 210 km, both the eye diagrams and the BER curves indicate 

that performance degradations caused by the accumulated ASE noise in the bidirectional 

and unidirectional transmission systems. Figure 5.5(b) presents the power penalties of all 

channels and compares them with the back-to-back results. 
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This figure clearly reads that the differences between the power penalty of the 

bidirectional and unidirectional transmissions were less than 0.2 dB in all channels. A 

comparison with back-to-back BER curves shows that the sensitivity penalties are less 

than 1 dB in both cases. The inset figure within Figure 5.5(b) is the received optical 

spectrum of the east-even channels (λ= 1550.92, 1551.72, 1554.94 and 1555.74 nm) after 

210 km of transmission. It has been pointed out previously that the additive noise 

associated with RB limits the maximum gain of a linear amplifier with no isolator to 

around 19 dB [7]. Figure 5.5(b) reveals that RB can be ignored in this new proposed 

configuration. Moreover, an OSNR over 35 dB was achieved after 210 km of 

transmission in all channels due to the unidirectional, instead of bidirectional, 

amplification for the opposite transmission traffics. A residual crosstalk of 17 and 20 dB 

on the even and odd channels, respectively, as shown in Figure 5.3(a), was observed 

when the co-propagating channels were interleaved into bidirectional transmissions after 

amplification. The residual signals on the even/odd channels propagate in the opposite 

direction of the even/odd channels due to the rerouting characteristics of the interleaver, 

which will not interfere with the performance on both east-even and west-odd channels. 

In addition, the residual signals will also be blocked by the isolator, within the dual-stage 

EDFA, in the next amplification stage because of the rerouting nature by the interleaver. 

Therefore, a much longer distance and multiple spans transmission are achievable.  

 

5.3 Long Distance Transmission Using a Bidirectional Re-circulating Loop  

In order to simulate long distance transmission, a re-circulating loop had been set up 

as Figure 5.6 [55]. One of bidirectional loop has been proposed in Ref. [6]. However,  
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they need a dead zone in wavelength channels to prevent crosstalk in blue-red band 

splitting. Based on the new amplification scheme, no dead zone in allocated wavelengths 

is need in our re-circulating loop experiment. The same laser sources, as the setup in 

Figure 5.4, had been used in this configuration. Both eastbound and westbound traffic is 

driven by LiNbO3 modulator with 10 Gb/s per channel and PRBS at 231-1. An interleaver 

was placed at the input of the re-circulating loop to split the east and west channels for 

bidirectional transmission and oppositely directed traffic was combined for unidirectional 

amplification. Two spools of 50-km Corning LEAF fiber were adopted in the re-

circulating loop. A dual-stage EDFA with 5 km of Corning DCF was employed in the 

mid-stage of the loop to compensate for the transmission loss and accumulated dispersion 

in the LEAF fiber. The fully compensated wavelength of this fiber loop was located at 

approximately 1553.2 nm. The two interleavers in the loop were specially arranged to 

reduce chromatic dispersion caused by the flat-top transmission band design of the 

Figure 5.6: The recirculating loop setup for long distance bidirectional transmission 
experiment. 
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interleaver [53]. A 3R receiver with a 32.5-dBm sensitivity at BER of was utilized to 

evaluate the quality of transmission. 

 

5.3.1 System Performances on Loop Transmission 

Figure 5.7(a) displays the received optical spectrum after 500 km with an OSNR of 

over 31 dB for all channels with a 0.02-nm resolution bandwidth on the optical spectrum 

analyzer. The configuration effectively blocks the RB using only one amplification 

section for two traffic directions. Figure 5.7(b) shows that the receiving power penalties 

of BER equals to 10-9 at all channels. All channels had power penalties of less than 

2.5 dB and the penalty differential between them was less than 0.36 dB. Figure 5.7(c) 

plots the BER curves and the corresponding eye diagrams at channel seven, for back-to-

back, 100 km, 300 km and 500 km transmissions. The measured power penalties were 

about 0.3 dB, 1 dB and 2 dB for 100, 300 and 500 km transmissions, respectively, at a 

BER of 10-9 under optimal polarization conditions. The polarization controller was used 

to minimize the polarization effects, such as polarization dependent gain (PDG) and PDL, 

in the recirculating loop. The penalties were attributed to ASE accumulation due to the 

SNR degradation results from high link loss between the amplifier span. Since in a 

recirculating loop experiment, if the optical data pattern length time is longer than the 

sampling window used to take the BER measurement, then pattern-dependent errors arise 

from time to time [56]. An accumulated error measurement can verify the stability and 

ensure that the proper sampling window is utilized in the recirculating loop experiment. 

The error counts accumulate almost continuously when the sampling window in the 

system is kept accurate [11]. Otherwise, the accumulated errors would be missed for long 
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periods, and then would be over-sampled for certain periods. Figure 5.7(d) plots the 

measured accumulated errors as a function of time (ten intervals) at a BER of 2.46 × 10-9 

after 100 km and 500 km. This figure demonstrates the robustness in the transmission 

system for BER measurement. 

 
 
 
 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.4 Comparison between Bidirectional DPSK and OOK Signals 

In the previous work, the OOK modulation has been used in this bidirectional 

transmission system. However, there are lots of different modulation formats such as 

Figure 5.7: (a) Received optical spectrum; (b) received power penalties at BER equals to
10-9 of all channels after 500 km; (c) BER curves and corresponding eye diagrams at 
channel seven after transmission, and (d) accumulated errors measured as a function of 
time. 
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DPSK and differential quaternary phase shift keying (DQPSK). In this section, the 

performance of RZ-DPSK would be compared experimentally with NRZ-DPSK and 

OOK modulation formats. 

 

5.4.1 Bidirectional DPSK Transmission Configuration 

The experimental setup for bi-directional DPSK transmission is shown in Figure 5.8. 

Eight distributed feedback (DFB) lasers producing continuous-wave lightwaves equally 

spaced by 50 GHz from 1556.56 nm to 1559.39 nm, all on standard ITU grid, were 

combined by an a multiplexer (MUX) and simultaneously modulated by a phase 

modulator (PM). The PM was driven by a 10 Gb/s electrical data with a PRBS with a 

sequence length of 231-1 to generate DPSK signals. The polarization controllers (PC) are 

attached to each DFB laser to achieve maximum output power and reduce the deleterious 

nonlinear effects. The transmission fiber was 230-km SSMF, with 3 dBm total launched 

power into each 115-km SSMF. The matched DCF were adopted in the configuration to 

compensate accumulated dispersion in the SSMF. A dual-stage EDFA, with a 24.45-dB  
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Figure 5.8: Bidirectional DPSK transmission experimental setup. 
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gain, was employed as the inline amplifier to compensate the transmission loss. 

 

5.4.2 Results of Bidirectional DPSK Transmission 

Figure 5.9(a) shows the BER curves and corresponding eye diagrams for three of 

eight RZ-DPSK signals as channel 1 (λ=1556.55 nm), 4 (λ=1557.77 nm) and 8 

(λ=1559.39 nm). It can be seen that the penalty at a BER of 10-9 for channel 8 

(λ=1559.39 nm) was less than 1.1 dB and the clear eye indicates the good quality of the 

signals after 230-km fiber. Figure 5.9(b) compares the RZ-DPSK and NRZ-DPSK 

modulation performance after 230 km at channel 4 (λ=1557.77 nm). RZ-DPSK signals 

improve a 2-dB penalty than NRZ-DPSK.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: BER curves and corresponding eye diagrams of (a) RZ-DKSP at channel 1, 4, 
and 8, (b) comparison of RZ and NRZ-DPSK at channel 4, and (c) received power 
penalties for all channels for bi- and unidirectional transmission at BER = 10-9 and output 
optical spectrum of bidirectional RZ-DPSK transmission after 230 km for even channels.
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It results from RZ-DPSK has a data-independent intensity profile and completely 

removes the pattern effects in the nonlinear fiber. Figure 5.9 (c) presents the power 

penalties for all channels and compares them with back to back results at BER = 10-9. 

The inserted figure in Figure 5.9 (c) is the received optical spectrum of 230 km 

bidirectional RZ-DPSK transmission for even channels with a 0.2-nm resolution 

bandwidth on the optical spectrum analyzer. This figure clearly indicates that the power 

penalties for all channels are less than 1.1 dB and the differential between bidirection and 

unidirection are less than 0.2 dB. These power penalties are attributed to residual 

dispersion and ASE accumulation due to SNR degradation results from high link loss. 

These experimental results establish the feasibility of the bi-directional DPSK 

transmission using this four port interleaver to enable unidirectional amplification. 

In order to compare the performance of different inline amplifiers in this 

bidirectional configuration, a SOA was employed to supersede the dual-stage EDFA. In 

contrast with [26], only one common SOA has been exercised to realize bi-directional 

transmission. Due to the gain limitation of SOA, an 80-km SSMF and the matching DCF 

were used in the transmission system. The SOA has a saturated power of 11 dBm, and it 

provides a gain of 14.3 dB to each wavelength channel. For comparison, an intensity 

modulator had replaced the phase modulator in our system in order to obtain OOK 

modulated signals, DPSK demodulator was removed at the receiver, and all other 

conditions were maintained. The measured BER curves and typical eye diagrams of 

channel 4 (λ=1557.77 nm) with RZ-DPSK, NRZ-DPSK and OOK modulation formats 

are depicted in Fig. 5.10. The power penalties of RZ-DPSK and OOK signals were about 

0.2 dB and 1.6 dB, respectively. In this figure, the eye diagram of OOK signals was  
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distorted. It is probably resulted from the pattern-dependent effect caused by the gain 

saturation and the cross-talk induced by XGM between WDM channels in the SOA. 

 

5.5 Bidirectional Transmission 8×40 Gbit/s WDM Signals 

Based on the experimental configuration of Figure 5.8, a 40-Gb/s transmission has 

been tested. A Mach-Zehnder intensity modulator was employed to supersede the phase 

modulator and driven by 40-Gb/s electrical signals. The 40-Gb/s electrical signals were 

generated by using a 4:1 electrical multiplexer with multiplexing four 10-Gb/s channels. 

The PRBS electrical signals at 10 Gb/s was 27-1. Two spoons of 103-km SSMF was used 

with total launched power into each spoon is 1.5 dBm. The SSMF has a dispersion of 

17 ps/nm/km and a loss of 0.2 dB/km. The matched DCF was adopted in the 

configuration to compensate the accumulated dispersion in the transmission SSMF. After 

206-km transmission, the 40-Gb/s electrical signals were demultiplexed into four-

channels at 10 Gb/s before the BER measurement. Figure 5.11 exhibits the experimental 

results after 40-Gb/s WDM signals bidirectional transmission over 206 km. 
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Figure 5.11(a) is the BER curves and some typical eye diagrams of channel 1 at 

1535.04 nm, 4 at 1538.58 nm and 8 at 1543.32 nm with and without transmission fiber 

and DCF (Back-to-Back). After bidirectional transmission over 206 km SSMF, the eye 

diagrams and the BER curves for all bidirectional transmission signals at different 

wavelength are identical. The power penalties at a BER of 10-9 for channel 1 

(λ=1535.04 nm), 4 (λ=1538.58 nm) and 8 (λ=1543.32 nm) are 1, 0.8 and 0.8 dB, 

respectively. The clear eye indicates the good quality of the signals after transmission. 

Figure 5.11(b) presents the power penalties for all channels at a BER of 10-9. The power 

penalty and penalty differentials of all channels are less than 1.1 dB and 0.4 dB, 

respectively. These power penalties are mainly caused by the OSNR degradation 

resulting in the large insertion loss of the transmission fiber. The experimental results 

establish the feasibility of bidirectional transmission high bit rate signals in this scheme.  

 

 

Figure 5.11: Experimental results. (a) BER curves and corresponding eye diagrams
of Back-to-Back, ch1, ch4 and ch8 without transmission fiber and DCF; (b) received 
penalties at a BER of 10-9 of all channels. 
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5.6 Summary 

This novel amplification scheme had been experimentally demonstrated in both 

straight line and recirculating loop transmission over 210 and 500 km with sensitivity 

penalty less than 0.8 and 2.5 dB, respectively. For comparison, 10-Gb/s DPSK signals 

were also transmitted over 230 km. In this bidirectional configuration, RZ-DPSK signals, 

with 1.1-dB sensitivity penalty, improved a 2-dB penalty than NRZ-DPSK. Furthermore, 

it has advantageous to use RZ-DPSK with dual-stage EDFA over SOA and other 

modulation formats in fiber-optics transmission. Not only 10-Gb/s signals, but 40-Gb/s 

data over 206-km SSMF had been demonstrated in this scheme. These experimental 

results establish the feasibility of the bidirectional transmission using the new four-port 

interleaver. Because the interleaver is designed to cover the whole C-band (i.e., 1525–

1565 nm), the configurations we proposed can accommodate more optical channels 

within C-band, e.g., 16 or 32 channels. Nonetheless, due to the material dispersion of the 

birefringent crystal, the current design cannot cover both C-band and L-band at the same 

time. Therefore, it will need two types of interleavers, each with different lengths of the 

birefringent crystal cell, to achieve the task under the same configuration. In analyzing 

device performance, we also validated that the proposed interleaver design is capable of 

achieving DWDM spectral-efficient and crosstalk-tolerant signal transport for high 

capacity, bidirectional transmission systems. 
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CHAPTER 6 

WAVELENGTH-DIVISION MULTIPLEXING PASSIVE OPTICAL 

NETWORKS  

 

 

The current bottleneck for high data rate services from the service providers (or 

core network) to end users is believed to be in the access network. Fiber-to-the-home 

(FTTH) using passive optical networks (PONs) technology is considered an ultimate 

solution to meet ever increasing bandwidth requirements as well as provide Quadruple 

Play Services (QPS) in future access networks [57]. Network carriers have begun to 

deploy time-division-multiplexing passive optical networks (TDM-PONs) such as 

broadband PON (BPON), Ethernet PON (EPON) and Gigabit PON (GPON) in response 

to the current trend of data- and image-based services resulting from the rapid growth of 

all kinds of multimedia Internet applications [58] as shown in Figure 6.1. However, 

guaranteed bandwidth and quality of service (QoS) provided by these PONs might not be 

enough to satisfy the extensive bandwidth requirements of future video-centric services  

 

 

 

 

 

 

 

 

 

Figure 6.1: Ideal for broadband access network. 
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with high-definition TV (HDTV) quality, and thus present wavelength-division 

multiplexing passive optical networks (WDM-PON) should be upgraded in the near 

future. In this chapter, general architecture for WDM-PON system and three experiments 

would be discussed and demonstrated. 

 

6.1 General Architecture for WDM-PON 

Next generation optical access networks will need to provide broadband service to 

cater different customer needs, e.g. voice, video and internet access. PON have evolved 

to provide much higher bandwidth in the access network. However, there exists the need 

for further increasing the bandwidth of PON by employing WDM so that multiple 

wavelengths can be used in either upstream or downstream direction. Such a PON is 

known as WDM-PON, promising approach for gigabit optical access network [16, 59]. 

WDM-PON is a general purpose and extremely efficient future-proof optical transport 

technology for use in Access and Metro transport networks. It enables highly efficient use 

of the outside fiber plant by providing point-to-point optical connectivity to multiple 

remote locations through a single feeder fiber. Figure 6.2 illustrates the general 

architecture for a WDM-PON. As can be seen in the figure, this general-purpose 

architecture can serve multiple applications for both the business and residential customer 

such as fiber-to-the-home (FTTH) and fiber-to-the-building (FTTB). This functionality is 

possible since each end point is connected to the central office (CO) through a dedicated 

optical channel. This virtual point-to-point PON architecture enables large guaranteed 

bandwidths, bit rate independency, graceful upgradeability, high QoS and excellent 

security and privacy. The WDM-PON technique has the following advantages: 
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1) Large guaranteed bandwidth to support multiples services. 

2) Point-to-point dedicated connectivity. 

3) High security and privacy. 

4) No need for dynamic range and signal equalization. 

5) No need for high bit rate, expensive burst mode receiver in CO/OLT. 

6) Compatible with DWDM Metro optical network for high bandwidth, symmetric, and 

end-to-end services. 

 

 

 

 

 

 

 

 

 

 

 

6.2 Cost-Effective Bidirectional WDM-PON Architecture 

Many architectures incorporate WDM into access network have been proposed 

[16, 59, 60]. However, an amplification scheme of WDM-PON is required in a cost-

effective manner to cover wider bandwidth and provide more power margin, especially in 

the form of single amplifier to support gain for bi-directional traffic at the same time. 

LOA had been proposed as a candidate for bidirectional amplifier [61]. However, LOA 

suffers smaller gain and larger cross-talk caused by cross gain modulation compared with 

Figure 6.2: General architecture for a WDM-PON. 
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conventional EDFAs. Here a cost-effective bidirectional WDM-PON system using the 

four-port interleaver has been proposed.   

 

6.2.1 Bidirectional WDM-PON Configuration Using Unidirectional Amplification 

Scheme 

With our innovative interleaving configuration, only one unidirectional EDFA can 

be used to realize bidirectional signal amplification. The proposed bi-directional 

amplification WDM-PON scheme is shown in Figure 6.3 [62]. Our optical line terminal 

(OLT) design consists of N DFB laser sources. The downstream signals are generated in 

the C band with one DFB laser per user at the CO. They are multiplexed at CO and 

demultiplexed at the remote node to be distributed to the corresponding optical network 

unit (ONU). The novel bidirectional amplifier is located at the CO side to amplify both 

upstream data and downstream traffic simultaneously. The experimental setup for 

bidirectional WDM-PON is shown in Figure 6.4. Sixteen DFB lasers equally ITU 50-

GHz channel spacing grids, were combined by an optical multiplexer (MUX). Due to the  
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limitation of the experimental components, sixteen channels were modulated by the same 

intensity modulator (IM) by 10 Gbit/s electrical signals with a PRBS length of 231-1 and 

used a 50/100-GHz spaced interleaver to split even and odd channels as downstream and 

upstream traffic. This novel bidirectional amplifier located in CO to boost the 

downstream signals as a booster-amplifier and amplify the upstream signals as a pre-

amplifier before receiver. The fiber length of the transmission SSMF is 100 km, and the 

total launched power into 100-km SSMF for downstream and upstream signals are 2 and 

1.6 dBm, respectively. The SSMF has a dispersion of 17ps/nm/km and a loss of 

0.2 dB/km. The matched DCF was adopted in the configuration within dual-stage EDFA 

to compensate the accumulated dispersion in the transmission SSMF. A dual-stage EDFA 

with a 24.5-dB gain per channel was employed as the inline amplifier to provide gain for 

all channels, partially compensating the transmission loss. A single channel was selected 
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by using a 0.5-nm optical tunable filter before the chosen channel was detected after a 

pre-amplifier. 

 

6.2.2 Experimental Results 

Figure 6.5(a) and (b) shows the received optical spectra of eight-upstream and 

eight-downstream signals after 100-km SSMF with 0.05-nm resolution bandwidth, 

respectively. Figure 6.6(a) is the BER curves and some typical eye diagrams of the 

upstream 1, 6 (channel 1 and 11) and the downstream 3, 8 (channel 6 and 16) with and 

without transmission fiber and DCF. After bi-directional transmission over 100-km 

SSMF, the eye diagrams and the BER curves for all bidirectional transmission signals at 

different wavelength are identical. The power penalties at a BER of 10-9 for upstream 1 

(λ=1554.54 nm), upstream 6 (λ=1558.58 nm), downstream 3 (λ=1556.55 nm) and 

downstream 8 (λ=1560.61 nm) are 0.5 dB, 0.7 dB, 0.6 dB and 0.6 dB, respectively. The 

circle symbol is bidirectional transmission results when both upstream and downstream 

signals are turned on. The square and triangle symbol are upstream and downstream 

transmission results while downstream are turned off and upstream turned off,  

 

 

 

 

 

 

 

 

 Figure 6.5: Received optical spectrum of (a) 8-upstream, and (b) 8-downstream signals 
after 100-km SSMF. 
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respectively. The power penalty and penalty differentials between bidirection and 

unidirection of all channels are less than 0.8 dB and 0.2 dB, respectively. These power 

penalties are mainly caused by the OSNR degradation resulting in the large insertion loss 

of the transmission fiber.  

 

 

 

 

 

 

 

 

 

 

 

 

 

6.2.3 Summary 

It is the first time, in our best knowledge, a bidirectional WDM-PON that used a 

novel four-port interleaver to enable unidirectional EDFA amplification. Given the 

creative complementary wavelength sensitive routing scheme, only one in-line 

unidirectional EDFA is needed to achieve bidirectional amplification. After bidirectional 

transmission over 100-km SSMF, the power penalties for all channels at a BER of 10-9 

are less than 0.8 dB; this result indicates good amplification performance of the proposed 

innovative configuration. We believed that this bidirectional WDM-PON could be 

employed to transmit more channels because this four-port interleaver is designed to 

cover the whole C band. 
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Figure 6.6: (a) BER curves at upstream 1, 6 and downstream 3, 8. Inset: Received eye 
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transmission, upstream data only and downstream traffic only. 
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6.3 Select-Cast Services in WDM-PON System 

In WDM-PON system, one of the most critical issue is how to reduce the cost 

while to provide new services that require higher bandwidth. The best way to achieve this 

goal is to adopt wavelength reuse scheme and maintain source-free or colorless ONUs 

[63, 64]. Sub-carriers multiplexing (SCM) modulation techniques to deliver the 

downstream data by optical sub-carriers and wavelength reused have been reported in [60, 

65]. In this scheme, non-modulated signal carriers were delivered to ONU directly. In this 

way, the optical power will be effectively utilized and highly efficient and low-cost 

operation can be realized if these non-modulated carriers can be accomplished. For 

wavelength reuse schemes, Fabry-Perot laser diodes (FP-LDs), SOAs and reflective 

SOAs (RSOAs) had been used to re-modulate downstream signals for upstream 

transmission. In a recent report, RSOA has been proposed as a low-cost optical network 

terminal [66] results from no need for extra optical amplifier within the system. In this 

section, a new colorless WDM-PON architecture for providing multi-services using 

centralized lightwave source to reduce the cost of the system with carrier suppression and 

separation (OCSS) technique had been proposed. 

 

6.3.1 Principle of Optical Carrier Suppression and Separation 

Figure 6.7 shows the principle of the proposed OCSS technique [67]. A sinusoid 

RF clock and its inverse (clock bar) are used to drive a dual-arm LiNbO3 modulator 

(DAM) that biased at the minimum-intensity output point, as shown in Figure 6.7(a) and 

6.7(b). The original carrier of the injected CW laser (ω0) is suppressed and two 

symmetrical beat longitudinal sub-modes are generated (ω0- fo, ω0+ fo) [68]. The spacing  
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between two sub-carriers is always equal to twice the frequency of the sinusoidal 

modulation clock (2fo). The output optical pulses are shown in Figure 6.7(d). In theory, 

the phase-encoding is alternate, as exhibited in Figure 6.7(c). As an example, the output 

optical spectrum shown in Figure 6.7(d) is for the case of a 5-GHz modulation frequency. 

From this optical spectrum, it can be seen that the wavelength spacing between two sub-

carriers is 10 GHz, and the carrier is also suppressed. After DAM, an optical filter can be 

used to separate two sub-carriers. This result in two separate CW light with fixed 

wavelength spacing, and two of the CW light can be assigned to different applications. 

The OCSS technique has the following advantages: 

1) OCSS suffers no extinction-ratio limitation for generation sub-carries; this is the main 

Figure 6.7: Principle of optical carrier suppression scheme. (a) experimental 
setup to generate OCSS technique; (b) the biased point of the modulator; (c) 
output optical pulse ; (d) optical spectrum after OCS with 5 GHz RF.  
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drawback of orthogonal modulation technique [69].  

2) The two sub-carries can be used in label swapping technology as payload and label. 

These two sub-carries can generate at different bit rate. For example, the payload can 

be chosen to operate at any bit rate, much higher than the bit rate of the label. The 

only requirement is that bit rate of the payload has to be less than or equal to twice the 

sinusoidal frequency that is used to generate the carrier suppression [70]. Therefore, 

two sub-carries are not overlapped in the frequency domain. 

3) The OCSS technique can be easily used for high-speed generation. Due to the wide 

spacing between two modes, it is relatively easy to separate the two sub-carriers using 

optical filter [71].  

4) Two sub-carriers can be separately generated and then combined by optical 

multiplexing, there is no crosstalk between two modes.  

5) Narrow bandwidth for transporting two sub-carries is realized and thereby allowing 

better spectral efficiency [72].  

 

6.3.2 Proposed WDM-PON with DPSK and OOK Centralized Lightwaves 

Figure 6.8 shows the proposed novel colorless WDM-PON architecture to realize 

the centralized lightwaves for the upstream signals. Our CO consists of N DFB laser 

sources. Using a dual-arm modulator, two wavelengths (a total of 2N wavelengths) from 

each DFB laser source can be generated by using OCS technique as carriers and sub-

cariers. An optical interleaver (IL) is employed to separate the generated 2N wavelengths 

into N odd channels for OOK and N even channels for DPSK modulation. The 

downstream OOK data and DPSK signals are delivered to the ONU by optical fiber. At 

the remote node, an interleaver is used to separate the intensity and phase modulated 
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data. By using two DeMuxs, intensity and phase modulated signals are routed to each 

ONU. Here, a multi-service environment has been realized. In the ONU, a 3R receiver 

will detect OOK data directly. The phase modulated downstream signals are sent to two 

different paths after demultiplexing: one was converted into the intensity signals by using 

a Mach-Zehnder delay-lined (MZ-DI) interferometer and the other was re-modulated by 

an RSOA and sent back to the CO. Therefore, the centralized lightwaves in the OLT can 

be realized. 

 

6.3.3 Experimental Setup and Results 

The experimental configuration is illustrated in Figure 6.9 [73]. It includes four 

DFB lasers as the transmitter from 1556.55 nm to 1558.98 nm with 100-GHz channel 

spacing and they were combined by a coupler. The combined output was fed into a dual-

arm Lithium Niobate modulator to realized optical carrier suppression. The clock 

modulation frequency for the DAM was set to 25 GHz. Therefore, the spacing between 

two new signals is equal to twice the frequency of the clock.  

Figure 6.8: Proposed novel WDM-PON architecture with DPSK and OOK centralized
lightwaves. 
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Thus, using OCS, eight wavelengths with 50-GHz spacing were generated at the output 

of the DAM as shown in Figure 6.10(a). It can be seen that good optical carrier 

suppression had been attained with the optical carrier more than 20 dB below the two 

generated the first sideband modes. A 100-GHz spaced IL was used to separate 8 

channels into intensity modulator (IM) to generate OOK signals and phase modulator 

(PM) to obtain DPSK data. Figure 6.10(b) presents the combined OOK and DPSK 

signals as inset (ii) in Figure 6.9, respectively. After an optical coupler in OLT, the 

combined OOK and DPSK signals had been sent to the ONU over 20-km SMF-28 fiber. 

Both IM and PM were driven by a 10 Gb/s electrical data with a PRBS with a sequence 

length of 231-1. The downstream signals were separated by using an IL to support OOK 

and DPSK services. The separated DPSK downstream traffic was divided into two parts 

by a 3 dB coupler. The measured BER result for one of four OOK and DPSK signals for 

downstream is shown in Figure 6.11(a). The DPSK signals were detected by using a 

balance receiver; therefore, there is 2-dB margin in receiver sensitivity compared to OOK  
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signals [11]. All channels for OOK and DPSK signals were measured; the BER 

performance is almost identical. Therefore, in Figure 6.11(a), only show BER 

performance of one channel has been sown. The power penalty caused by downstream 

transmission fiber is negligible for both OOK and DPSK. The other part from 

downstream DPSK was sent to an RSOA and re-modulated at 1.25 Gb/s with a PRBS 

length of 231-1 as an upstream where the modulation condition of RSOA was set to 

maximize the extinction ration (ER) of modulated upstream signals.  
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Figure 6.10: Received optical spectra (RB = 0.01 nm). (a) After DAM showing 8 
channels as inset (i) in Fig. 6.9; (b) After IM and PM as inset (ii) in Figure 6.9 
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Figure 6.11: Measured BER curves and the corresponding eye diagrams. 
(a) Downstream B-T-B and after 20-km transmission for OOK and DPSK; 
(b) Upstream B-T-B and after 20 km SMF. 
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The operation bias current of the RSOA is 80 mA with 17-dB gain and the polarization 

dependent gain (PDG) is smaller than 1dB. The re-modulated at ONU provides upstream 

service over 20-km SMF-28 fiber and detected in OLT as shown in Figure 6.11(b). The 

power penalty caused by upstream transmission fiber is less than 0.5 dB at a BER of 10-9. 

 

6.3.4 Summary 

Novel WDM-PON architecture with simultaneously generated DPSK and OOK 

centralized lightwaves in the OLT to provide downstream multi-services have been 

proposed and experimentally demonstrated. These two downstream signals were 

modulated as OOK and DPSK at 10 Gb/s. The phase modulated signals were re-

modulated by a colorless transmitter using an RSOA in ONU with 1.25 Gb/s for 

upstream traffic. The receiver power penalty is very small, less than 0.5 dB, for both 

10 Gb/s downstream and 1.25 Gb/s upstream signals after transmission over 20-km SMF-

28.  In the future, these two downstream signals can provide a dedicated select-cast 

service on OOK and a data channel at 10 Gb/s DPSK modulation format. 

 

6.4 WDM-PON to Provide Triple Play Services 

The capacity and speed requirements for Internet have been evolving in recent 

years to adapt emerging bandwidth-hungry, multi media applications. Therefore, next 

generation optical access network is desirable to support new broadband services for 

triple play services (TPS). It presents a great challenge in the ever-increasing demand of 

large capacity, low latency, and high security for triple-play service delivery and real 

time applications. Several proposed schemes used an additional set of wavelengths 
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separated by the arrayed waveguide grating (AWG) or time-multiplexing method to share 

the same wavelength and provided independent services in WDM-PON [74]. 

Nevertheless, these techniques can be complex and costly to implement. Consequently, 

the most critical issues to provide TPS in WDM-PON networks are to reduce the cost, 

increase transmission power margin, and improve system reliability.  

 

6.4.1 Proposed TPS Scheme in WDM-PON System 

In previous proposed schemes, source-free ONU, sub-carriers multiplexing (SCM) 

modulation technique and wavelength reuse have been demonstrated [60, 63, 73, 75]. 

However, in these schemes, more than two modulators are required to provide TPS. 

Compared to some proposed schemes, this proposed scheme does not require extra 

optical components such as interleavers and modulators to separate carrier and sub-

carrier for realizing cascaded modulation, which improves system power budget and 

enhances network reliability. The principle of the proposed WDM-PON to provide TPS 

is illustrated in Figure 6.12. The OLT designed consists of N distributed DFB lasers.  

 

 

 

 

 

 

 

 

 

 

 

…
..

CH1

CHN

Mux

EDFA

SMF
IL

N

…
…

1

1

N

DeMux

…

SMF 1

NMux

IM

RSOA

Rx
(Video)

ONUi

Rx

…Upstream
Rx

…

CHi

Central Office (CO)

RN
Baseband

signal
LO

IF(Video) ONU1

ONUN

…
..

CH1

CHN

Mux

EDFA

SMF
IL

N

…
…

1

1

N

DeMux

…

SMF 1

NMux

IM

RSOA

Rx
(Video)

ONUi

Rx

…Upstream
Rx

…

CHi

Central Office (CO)

RN
Baseband

signal
LO

IF(Video) ONU1

ONUN

Figure 6.12: Proposed simple WDM-PON architecture simultaneously provides 
triple-play service. 



 74

By using one intensity modulator, three sub-channels can be generated from each DFB 

laser, as total 3N sub-channels. In the CO, video signals are up-converted in a mixer by 

local oscillator (LO) and carried by using sub-carrier multiplexing while baseband data 

are imposed on the original optical carrier. Therefore, the repetitive frequency of the 

SCM signals is double of the LO. The converted signals and baseband data are combined 

by an electrical power coupler before they are launched to drive one single-arm intensity 

modulator. At the remote node (RN), and optical interleaver (IL) is used to separate the 

baseband data and SCM signals. By using two DEMUX, baseband and SCM data are 

routed to each ONU. In the ONU, 3R receivers will detect SCM signals directly. The 

baseband downstream signals are sent to two paths after demultiplexing. One part is fed 

to a standard baseband receiver and the other part is re-modulated by an RSOA and sent 

back to the CO. Consequently, in this architecture, not only the numbers of lasers and 

external modulators have been reduced, but centralized lightwave has been realized in the 

OLT.  

 

6.4.2 Experimental Setup and Results 

The experimental configuration is depicted in Figure 6.13. In CO, the continuous 

wave (CW) lightwaves were generated by four DFB lasers from 1557.4 nm to 1559.8 nm 

with 100 GHz channel spacing and they were combined by an optical coupler. The 

combined output was fed into a single-arm LiNbO3 intensity modulator to realize optical 

carrier suppression. The bansband signals are set to 10 Gb/s data with a pseudorandom 

binary (PRBS) word length of 231 -1. 2.5 Gb/s signals with the same pattern format are 

mixed with a 20 GHz sinusoidal wave by a mixer to accomplish SCM for digital video  
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data. 10 Gb/s baseband and 2.5 Gb/s SCM signals are combined by an electrical coupler 

and used to drive the electrode of LiNbO3 IM. The electrical eye diagram of the mixed 

signals is shown in Fig. 6.13. The driving amplitude of mixed signals is 6.5 V and the 

modulator is biased at 8.18 V, in the linear region but close to null point. In this bias 

point, the baseband carried 2.5-Gb/s signals would be suppressed. Another DC bias at 

4.1 V is used for 10 Gb/s baseband data to generate another working point of the IM. 

Therefore, 10 Gb/s baseband data and 2.5 Gb/s SCM signals are realized by one single-

arm IM. The optical spectrum of the four modulated signals is shown in Figure 6.14(a) as 

inset (i) in Figure 6.13. Figure 6.14(b) depicts the single modulated signal. It is clearly to 

see that the spacing between two SCM signals is 40 GHz, double of the 20-GHz LO 

frequency. One 25/50-GHz spaced interleaver with 30 dB channel isolation and two 

outputs was set to separate optical carriers and sub-carriers to support TPS after over 20- 

km SMF-28 fiber downstream transmission with 10.5-dBm total launched power. The 

optical spectra of the separated carriers and sub-carriers with resolution equals to 0.01 nm 
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are shown in Figure 6.14(b) and (c) as inset (ii) and (iii) in Figure 6.13, respectively. A 

3R receiver is set to detect 2.5 Gb/s sub-carriers directly. The separated 10 Gb/s 

downstream traffic was divided into two parts by a 3 dB coupler. The measured BER 

results for one of four 10 Gb/s data and 2.5 Gb/s digital video downstream transmission 

as shown in Figure 6.15(a). All channels of downstream and upstream were measured, 

the BER performance is identical. Therefore, in Figure 6.15, only BER performance and 

the corresponding eye diagrams of one channel with back-to-back and after over 20 km 

transmission has been displayed. The power penalty for both 10 Gb/s baseband and 

2.5 Gb/s sub-carriers are less than 0.5 dB at BER equals 10-9. This power penalty results 

Figure 6.14: Received optical spectrum (RB = 0.01nm). (a) after intensity 
modulator showing 4 channels as inset (i) in Figure 6.13; (b) one of the four 
modulated signal; (c) separated optical carrier and (d) separated SCM signals as 
inset (ii) and (iii) in Figure 6.13 
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from residual part of the baseband or SCM signals due to imperfect separation of the 

interleaver and the imperfect carrier suppression within IM. We believed that the power 

penalty could be reduced if the modulator was biased at the minimum operation point. 

The other part from 10 Gb/s downstream data with 6.3 dB extinction ratio (ER) and a DC 

value was sent to an RSOA and re-modulated at 2.5 Gb/s with a PRBS length of 231 -1 as 

upstream signals where the modulation condition of RSOA was set to maximize the ER 

of 7.2 dB of modulated upstream signals. The operation current of the RSOA is 80 mA 

with 14-dB gain and the PDG is smaller than 1 dB. The upstream re-modulated at ONU 

passed another 20-km SMF-28 fiber and detected in OLT as shown in Figure 6.15(b). 

The power penalty caused by upstream transmission fiber is less than 0.2 dB at a BER of 

10-9. Compared to reference [76], no delay interferometer (DI) is needed and the bit rate 

is also upgraded as 10 Gb/s data and 2.5 Gb/s digital video downstream and 2.5 Gb/s data 

upstream transmission.  

 

 

Figure 6.15: Measured BER curves and the corresponding eye diagrams. (a) Downstream 
B-T-B and after 20 km transmission for 10 Gb/s baseband data and 2.5 Gb/s sub-carrier 
signals, and (b) 2.5 Gb/s upstream data B-T-B and transmission over 20km SMF-28 fiber.
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6.4.3 Summary 

A WDM-PON configuration with centralized lightwaves in the OLT by using 

only one single-arm LiNbO3 intensity modulator had been experimentally demonstrated. 

Compared to the previously published schemes, it is a simple way to realize triple-play 

service without requiring DI, extra interleavers and modulators for cascaded modulation. 

Because this WDM-PON system employs less number of optical components, it can 

provide significant improvement on both power budget and system reliability. Using this 

scheme, 10 Gb/s baseband signals and 2.5 Gb/s sub-carriers downstream transmission 

over 20-km SMF-28 fiber have been demonstrated. The baseband signals were re-

modulated by an RSOA at 2.5 Gb/s for upstream traffic. The power penalties are less 

than 0.5 dB and 0.2 dB for all downstream and upstream channels after transmission, 

respectively. 
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CHAPTER 7 

 FUTURE DIRECTIONS 

 

 

The possibility of future networks to meet ever increasing bandwidth requirement is 

PON technology. WDM-PON system is adapted to next generation optical access 

network. However, lots of industries, such as Huawei Technologies Co., Ltd., AT&T etc 

al., are interested in TDM-PON for near future, because of its unsophisticated building. 

In order to shorten the distance between two destinations, high speed trains had been built 

up in Europe, Japan and Taiwan. Therefore, delivering super broadband internet access to 

the fast moving users is another interesting and unsolved issue in the world. In this 

chapter, 10G/1G hybrid PON and WiMax/ROF transmission in high speed train would be 

discussed. 

 

7.1 General Architecture for TDM-PON 

There are three standardized versions of the PON: Ethernet PON (EPON), 

Broadband PON (BPON) and Gigabit PON (GPON). All three PONs use a passive  
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Figure 7.1: General architecture for TDM-PON. 
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optical 1 ╳ N splitter placed at the remote node (RN) to send signals to subscribers. 

Therefore, EPON, BPON, and GPON are all TDM-PONs, as presented in Figure 7.1. A 

signal wavelength containing downstream information is shared by N users. Typically, 

the upstream transmission from the ONUs to OLT uses a time division multiplexing 

access, the OLT has a burst mode receiver and each ONU has a burst mode transmitter 

[77]. Since the optical power is split among the subscribers, the customers have to access 

the information in a given time slot. To avoid crosstalk between upstream and 

downstream transmissions, downstream data is operated in the 1550 nm window while 

upstream traffic is set in 1300 nm window. One important distinction between the three 

flavors of PON is operational speed. BPON is relatively low speed with 155 Mbps 

upstream and 622 Mbps downstream operation; EPON supports 1.0 Gbps symmetrical 

manipulation; and GPON promises 2.5/1.25 Gbps asymmetrical execution. The major 

merit of the TDM-PON includes: 

1) All ONUs can operate on the same wavelength and be absolutely identical 

component-wise.  

2) Allows for a single upstream and a single transceiver in the OLT, resulting in a cost-

effective solution. 

3) Adequate for broadcasting application services because of its intrinsic attribute. 

4) Effectively uses its bandwidth by statistical multiplexing. 

  

7.2 Novel Hybrid 10G/1G Coexisted TDM-PON 

In the near future, TDM-PON is good solution for increasing data requirements. 

Recently, both IEEE 802.3 and FSAN view 10G PON as a next generation access option. 
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In 10G PON, technical challenges are locating in high speed burst mode receiver of OLT. 

Currently the commercial maximum burst receiving speed is 1.25 Gbps. There are two 

ways to deal with this challenge: one way is to achieve technical breakthrough in 10G 

burst mode clock and data recovery (CDR); another way is to trunk several lower speed 

channels as upstream channel by imitating 10G Ethernet configuration. Unlike other 

access networks, high speed TDM-PONs are point-to-multipoint networks capable of 

delivering services over 20 to 40 kilometers of single-mode fiber and have been 

intensively discussed to meet the upcoming enormous bandwidth requirement. A simple 

and cost-effective evolution path from current TDM-PONs to next-generation high speed 

TDM PONs is highly required without changing the legacies of the current PON 

infrastructure. 

In this section, a novel and efficient 10G bidirectional TDM-PON structure using 

reflective colorless ONUs to increase bandwidth while reducing system cost, all-optical 

signal preprocessors for mitigating system impairments and providing intelligent control 

for data transmitting and receiving management. The carrier-suppressed centralized 

lightwaves to provide a global clock information and enable instantaneous clock recovery 

and enforced synchronization for the upstream bursty packets without using traditionally 

required clock and data recovery (CDR) circuits. The reflective colorless ONU is cost-

effective since it contains both amplification and modulation capabilities, and optical 

carrier is simply provided by the centralized light source at CO, which makes network 

management and maintenance easier. Such reflective ONU can contain four piped sub-

units, and each of them carries 2.5 Gb/s data to realize 10 Gb/s upstream. On the other 

hand, the burst-mode receiver at CO can be technically challenging since they should 
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have a wide dynamic range for the different incoming bursty signals from different 

ONUs, and should also retrieve precise and sufficient clock information to synchronize 

these upstream packets with extremely short guard times. Such requirements will be even 

more severe when 10G TDM-PON is considered. Therefore, all-optical signal 

preprocessors and carrier-suppressed centralized lightwaves are proposed to achieve data 

rate transparent power equalization in front of the electrical receiving stage, and provide 

simple detection of continuous and low-jitter clock information, respectively. 

 

7.2.1 Network Architecture and Wavelength Plan 

Figure 7.2 shows the proposed hybrid 10G/1G coexisted TDM-PON architecture. In 

the CO, centralized lightwaves are employed to provide optical carriers for both 

downstream and upstream simultaneously, which are combined by a WDM coupler and 

sent to RN with a feeder fiber span. In the RN, a 1 × N optical splitter is used for 

distributing the whole traffic to each ONU. The 10G/1G transmitter (TX) module 

contains both 10G and 1G downstream signal at different wavelength bands. In the 

meantime, 10G upstream traffic is realized by delivering four continuous wave channels 

at wavelengths λ1~λ4 from CO, and modulating them using reflective ONUs. Each 10G 

ONU contains four reflective transmitters connected with a 1 × 4 add/drop filter, and can 

be viewed as a pipe-line upstream module. Thus, 10G upstream can be retrieved by 

directly modulating the optical carriers of four piped reflective transmitters at λ1~λ4 with 

electrically demultiplexed 2.5 Gb/s patterns. Moreover, using a reflective semiconductor 

optical amplifier (RSOA) is one of cost-effective solutions to achieve both amplification 

and modulation functionalities in the ONU. 
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In addition, traditional 1G ONU modules at wavelength λx can be seamlessly plugged in 

this system. As for upstream receiver at CO, four 2.5G (λ1~λ4) and one 1G (λx) upstream 

channels are demultiplexed and individually fed into burst-mode receivers. Since the 

optical carrier for 10G upstream traffic is solely provided by the centralized lightwaves, 

their wavelength and power level can be easily supervised and adjusted at the CO. 

Furthermore, a media access controller (MAC) with dynamic bandwidth allocation (DBA) 

can be equipped at the CO to allow efficient bandwidth sharing of the single-feeder fiber. 

A forward error correction (FEC) coding can be applied for upstream data modulation to 

obtain more coding gain and mitigated power budget. Figure 7.3 displays the wavelength 

plans for (a) the traditional EPON/GPON and (b) the proposed 10G/1G coexisted TDM-

PON. In the proposed TDM-PON, only four wavelengths ranging from 1305 to 1315 nm 

is required for 10G upstream (US), which are entirely and precisely governed by the CO, 

while a portion of the enhancement band in EPON/GPON from 1540 to 1545 nm is 

utilized for 10 G downstream (DS). Note that the remained upstream and downstream 

Figure 7.2: Proposed hybrid 10G/1G coexisted TDM-PON architecture using reflective 
ONUs. 
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wavelength ranges (dash line) are available for existing 1G ONUs in EPON/GPON, 

which makes coexistence of 10G/1G TDM-PON systems a nature combination. 

 

 

 

 

 

 

 

 

 

 

 

7.2.2 Experimental Setup and Results 

Figure 7.4 illustrates the configuration of the 10G TDM-PON access system 

considered in our experiment. For simplicity, C-band components had been used such as 

RSOA for feasibility demonstration, and employed a single RSOA with four input signals 

to simulate four piped upstream. In the CO, a single DFB laser (LDd) at 1557 nm served 

as the transmitter for downstream, and four laser sources (LDu1~u4) were used to realize 

centralized lightwaves for colorless ONU to reduce system cost. These four CW lasers 

were set to be upstream wavelengths from 1550.00 nm to 1552.4 nm with 100 GHz 

spacing. The LDd was fed to a Lithium Niobate intensity modulator to obtain a 10 Gb/s 

OOK signal for downstream traffic with PRBS of 231-1 word length. The combined 

downstream data and four CW sources using a coupler were fed into 15-km SSMF and 

used a 1 × 4 splitter to share the traffic for more than four ONUs. Another 5-km SSMF 

was set between RN and ONU to simulate the distribution fiber spans in real market 

Figure 7.3: Wavelength plans for (a) traditional EPON/GPON and (b) proposed 
hybrid 10G/1G coexisted TDM-PON reflective ONUs. 
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system. A thin-film filter has been used to divide downstream signal and four CW 

sources. These four CW sources were simultaneously injected into an RSOA and then 

modulated at 2.5 Gb/s with a PRBS length of 231-1 as four upstream channels with an 

aggregate capacity of 10 Gb/s. 

Figure 7.5(a) illustrates the optical spectrum of the combined downstream signal and 

four CW sources after optical coupler as inset (i) in Figure 7.4. Figure 7.5(b) presents the 

received optical spectrum for upstream over 20 km transmission as inset (ii) in Figure 7.4. 

Both of spectra were obtained by an optical spectral analyzer (OSA) with a RB = 0.01. It 

can be seen that good optical signal to noise ratio more than 35 dB for upstream over 

20 km transmission has been attained. 
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Figure 7.5: Received optical spectra: (a) combined downstream signal and four CW sources
as inset (i) in Figure 7.4; (b) upstream signal over 20-km SSMF as inset (ii) in Figure 7.4 
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Figure 7.4: Experimental setup for TDM-PON. 

(i) 

(ii) 
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The BER curves and the corresponding eye diagrams for downstream and upstream with 

back-to-back and over 20-km SSMF are shown in Figure 7.6(a) and (b), respectively. The 

power penalty caused by downstream and upstream transmission was less than 0.2 dB. 

The large OSNR, clear eye and negligible receiving power penalty demonstrated the 

feasibility for this proposed novel TDM-PON architecture. In the future, wavelengths 

will be switched to S-band and O-band for downstream and upstream channels in 

adherence to the EPON/GPON standards. 

 

 

 

 

 

 

 

 

 

 

 

7.2.3 10G TDM-PON using Optical Carrier Suppression and Separation Scheme 

Based on previous results, a novel and cost-efficient 10G TDM-PON employing 

clock embedded centralized lightwaves has been proposed to realize instantaneous 10G 

burst-mode clock recovery while reducing the system cost and enabling easy network 

management, as shown in Figure 7.7. Downstream traffic is easily achieved by externally 

modulating the laser diode (LDd) with 10 Gb/s data sequence, while the upstream traffic 

is realized by delivering clock embedded wave using OCSS technique. In the CO, a 

single DFB laser (LDd) is used as the designated transmitter for downstream service and 
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four DFB lasers (LDu1~u4) are fed into a DAM to realized OCS and source-free ONUs, 

the optical spectrum is displayed in Figure 7.8(a). Meanwhile, each wavelength (LDu1~u4) 

with internal clock will deliver to ONU and send back to CO as upstream traffic. 

Therefore, the expensive bust-mode receivers will no longer be required in CO. Figure 

7.8(b) presents the received optical spectrum for combined downstream and four CW 

sources after OCS over 20 km transmission with a RB = 0.01 on an optical spectral 

analyzer as set inset (ii) in Figure 7.7. The received corresponding eye diagrams for back 

to back and over 20 km transmission of downstream and upstream are shown from Figure 

7.8(c) to 7.8(f), respectively. It can be seen that eye diagrams are clear and good OSNR 

more than 40 dB for downstream and upstream over 20 km SSMF are obtained. By using 

centralized clock source originated from the OLT or the CO in the proposed architecture, 

the complex and expensive CDR circuits are not required by conventional burst-mode 

receivers. Therefore, the simplicity in transmission design has been achieved while 

reduce the system cost in the TDM-PON. These preliminary test results showed the 

feasibility for this proposed 10G TDM-PON configuration. 

 

 

 

 

 

 

 

 
Figure 7.7: Experimental setup for TDM-PON using OCSS scheme. 

(i) 

(ii) 
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7.2.4 Summary 

This investigation presents and experimentally demonstrates a novel TDM-PON 

using central office controlled reflective ONUs for reducing system cost, increasing the 

bandwidth, and making coexistence of 10G/1G PON feasible. 10 Gb/s upstream is 

achieved by 4 piped 2.5 Gb/s sub-units with negligible power penalty less than 0.2 dB. 

We believe that this proposed hybrid 10G/1G coexisted scheme is a promising low-cost 

Figure 7.8: Received optical spectra: (a) one of four CW sources after OCS, as inset (i) in 
Figure 7.7. (b) Combined downstream signal and four CW sources over 20 km SSMF, 
the inset (ii) in Figure 7.7. 
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solution for the future upgrade of current TDM-PON system. In the future, OCSS 

technique will be used within the TDM-PON; therefore, no complex and expensive burst-

mode receiver would be required. Furthermore, one wavelength with 10 Gb/s upstream 

would be replaced four wavelengths with 2.5 Gb/s per channel to realize cost-effective 

10G TDM-PON system.  

 

7.3 Worldwide Interoperability for Microwave Access (WiMAX) 

WiMAX is a new broadband wireless technology which is designed to deliver 

wireless fidelity (WiFi) connectivity over a wider coverage area. WiMAX is based on the 

IEEE 802.16 standard, and operates in the 3.5 GHz frequency of the RF spectrum. 

WiMAX can provide a bandwidth of 70 Mbps over a distance of 50 km. Since WiMAX 

is a shared technology, the bandwidth supplied to a subscriber may be lower than the 

channel capacity and will depend on the customer per channel contention ratio [78].  

 

7.4 Mobile WiMAX /Radio over Fiber for Broadband Internet Access in High-Speed 

Railway System 

Delivering super broadband internet access with sufficient level of quality of service 

to the fast moving users such as high-speed train (~300 km/hr) passengers is an 

interesting and unresolved issue. Although, the current cellular and satellite technologies 

can provide limited services to the mobile users, these technologies can not be considered 

for fast moving train passengers due to their inherent limitations. A direct connection 

between a train passenger and the ground base station of the cellular network is not 

possible due to high penetration losses because of the Faraday cage characteristics of the 
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train. Also, there are tradeoffs among the speed of the train, available bandwidth, and 

handover issues. On the other hand, the satellite technology is not suitable for real time 

applications because of its inherent delay, limited bandwidth, and poor coverage in urban 

and hilly areas and tunnels. In this regards, WiMAX/Radio over fiber (ROF), an 

integration of wireless and optical systems, could be the powerful solutions for providing 

high bandwidth internet to fast moving train passengers. Recently, cellular trackside 

solutions based on RoF have been proposed in [79, 80], which discussed only the 

architectural aspects and networking perspective of distributing broadband services to the 

train. Here, three-layer architecture has been proposed to provide both external 

broadband internet services and internal on-demand entertainment services to the high-

speed train passengers using WiMAX/Radio over fiber system. 

 

7.4.1 Proposed Three-Layer ROF Based Transmission System 

Figure 7.9 shows the system architecture of the proposed three-layer 

WiMAX/Radio over fiber based transmission system providing high quality broadband 

services to the high-speed train.  In the first layer, the WiMAX/Radio signal carrying 

baseband data is distributed to various proxy base stations (PBS) from a central Railway 

WiMAX/RoF Distribution and Control Center (RDCC). The PBSs are located along the 

rail tracks and are connected to the RDCC using a ring-based fiber distribution network. 

The RDCC performs all the expensive signal generation and processing for up-

conversion of WiMAX/Radio signal, selection of wavelengths (λi) and corresponding 

intermediate/radio frequency (IFi/RFi) using dynamic optical layer handover policy 

before sending the downstream (DS) signal to the appropriate PBS. The upstream (US)  
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signal from the train is down-converted and optically modulated at the PBS before 

sending it to the RDCC, where the baseband data is retrieved. The intermediate layer is 

the IF/RF wireless communication between the Proxy BS and the moving Train Access 

Point (TAP). The TAP is considered as the gateway to the train. It performs up-

conversion and down-conversion of the IF/RF signals to and from the Proxy BS. Finally, 

the Intra-train RoF network provides both external broadband internet services and 

internal on-demand select services (such as Movie/Video on demand, interactive gaming, 

on-train conferences etc.) to the individual passenger using both wire line and wireless 

(WiFi) access to each carriage.  

 

7.4.2 Experimental Configuration and Results for WiMAX/radio Over Fiber in High-

Speed Train 

 

InternetInternet

IFi / RFi

WiFi

Wire line
port

Intra-train 
ROF Master
Head-end

Internet service Carriage 1 Carriage N

WiFi

Proxy 
BS1

Proxy 
BS2

Proxy 
BSn

Fiber

DS

US

CW Laser (centrally supplied)

Duplexer

λ1 λ2 λn

Train-access point
(TAP)

MOD

Lasers IFi / RFi

Wavelength
Selection

Data 

Data 

DS 

USO/E

Railway 
WiMAX/ROF
Distribution
and Control

Center

O/E

MOD
InternetInternetInternetInternet

IFi / RFi

WiFi

Wire line
port

Intra-train 
ROF Master
Head-end

Internet service Carriage 1 Carriage N

WiFi

Proxy 
BS1

Proxy 
BS1

Proxy 
BS2

Proxy 
BS2

Proxy 
BSn

Proxy 
BSn

Fiber

DS

US

CW Laser (centrally supplied)

Duplexer

λ1λ1 λ2λ2 λnλn

Train-access point
(TAP)

MOD

Lasers IFi / RFi

Wavelength
Selection

Data 

Data 

DS 

USO/E

MOD

Lasers IFi / RFi

Wavelength
Selection

Data 

Data 

DS 

USO/E

Railway 
WiMAX/ROF
Distribution
and Control

Center

O/E

MOD
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The experimental setup of the proposed WiMAX/RoF based broadband services for high-

speed train is shown in Figure 7.11. At the WiMAX/RoF distribution center, two 

100 GHz spaced CW lightwaves at wavelength 1550.2 nm (λ1) and 1551.0 nm (λ2) are 

modulated using two LiNbO3 Mach-Zehnder modulator driven by two separate sinusoidal 

RF clock frequency of 5.5 GHz and 5.8 GHz, respectively. Figure 7.12(a) and 7.12(b) 

show the corresponding optical spectra as inset (i) and (ii) in Figure 7.11. After 

modulation, the generated optical mm-waves are combined, amplified (EDFA) and 

modulated by an intensity modulator (IM) driven at 100 Mb/s baseband data with 

pseudorandom bit sequence word length of 231-1. The output power of the EDFA is set to 

6 dBm. Figure 7.11(c) shows the optical spectra of the combined signals after IM as inset 

(iii) in Figure 7.10. The optical mm-wave channel at wavelength λ1 and λ2 are 

transmitted over 20-km standard single-mode fiber (SMF-28) and separated by a 100-

GHz optical interleaver and fed into the respective proxy base station (PBS1 and PBS2). 

Figure 7.10: Experimental setup of the proposed WiMAX/radio over fiber for high-speed 
train. 
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The optical spectrum after interleaver and route to PBS2 is shown in Figure 7.11(d) as 

inset (iv) in Figure 7.9. At PBS2, a commercial PIN receiver (O/E) is used to recover the 

5.8 GHz mm-wave signal with 100-Mb/s baseband data, and boosted by using an 

electrical amplifier (EA) before broadcast by a commercial dish antenna. The 5.8 GHz 

ISM/UNII band solid parabolic dish wireless antenna has 32.5dBi of maximum gain and 

50 of both horizontal and vertical beam width. At the intra-train master head-end, a  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.11: Optical spectrum. (a) λ1 with 5.5 GHz RF clock as inset (i), (b) λ2 with 5.8 GHz 
RF clock as inset (ii), (c) combined signals after IM as inset (iii), (d) after interleaver as inset 
(iv), (e) re-modulated signal after 400m SSMF as inset (v) in Figure 7.10. 
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commercial omni-directional antenna is used to receive the broadcasted 5.8 GHz mm-

wave signal. The HyperGain HG2458RD-TM is a triBand rubber duck wireless antenna 

with only 3-dBi gain. Inset figure of Figure 7.9 shows the received 5.8 GHz mm-wave 

with 100 Mb/s baseband data after the EA. A CW laser (λ3) at 1558.15 nm wavelength is 

directly modulated by the received 5.8 GHz mm-wave signal. Fig. 7.11(d) as inset (v) in 

Figure 7.10 shows the optical spectrum of the re-modulated signal. The re-modulated 

optical mm-wave signal is transmitted over 400 m of SMF-28 in side the train before 

received by another commercial receiver (O/E), perform down-conversion to recover 

100 Mb/s baseband data. Figure 7.12(a) and (b) show the optical mm-wave before and 

after 20 km transmission at the railway distribution system as point (A) and (B) in Figure 

7.10. Both the 5.8 GHz mm-wave and 100 Mb/s baseband data exhibit high extinction 

ratio. Again, Figure 7.12(c) and (d) show the corresponding optical eye before and after 

400 m Intra-train RoF system as point (C) and (D) in Figure 7.10. The re-modulated 

5.8 GHz mm-wave and 100 Mb/s baseband exhibit good extinction ratio. The BER 

2ns/div2ns/div 2ns/div2ns/div

(a) (point (A)) (b) (point (B)) 

2ns/div2ns/div
(c) (point (D)) 

2ns/div2ns/div

(d) (point (C)) 
Figure 7.12: Optical eye diagrams at different locations labeled in Figure 7.10. 
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performances of the 100 Mb/s baseband data is shown in Figure 7.13 for both in the 

railway distribution system (20-km SMF-28) and in the train (400-m SMF-28). Inset of 

Figure 7.13 also shows the eye diagrams after transmissions. The error free transmission 

of 100 Mb/s baseband data over 5.8 GHz microwave is observed both in 20-km 

distribution line and 400-m Intra-train RoF system. However, there are around 2.0 dB of 

power penalty between the Proxy BS and the Intra-train master head-end. The power 

penalty could be due to signal quality degradation in the wireless transmission between 

the narrow beam width dish antenna and the omni-antenna. 

 

 

 

 

 

 

 

 

 

 

7.4.3 Summary 

Three-layer architecture to provide super broadband internet services in high-speed 

train systems using WiMAX/Radio signal over fiber is proposed and experimentally 

demonstrated. The experimental results show the error free transmission of 100 Mb/s 

baseband data carried by 5.8 GHz microwave WiMAX signal over 20 km distribution 
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SMF) and intra-train RoF (400-m SMF) 
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fiber and 400 m Intra-train fiber can be achieved with less than 2 dB power penalty. In 

the near future, upstream transmission in this proposed architecture will be demonstrated 

and also the whole configuration will be moved from immobile table to movable train to 

simulate the real system.  
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CHAPTER 8 

CONCLUSIONS 

 

  

In this research, the main focus has been on the implementation and applications of 

novel architectures for reconfigurable broadband optical networks. To achieve this goal, 

in the first step, a re-circulating loop has been designed and set up to simulate long-

distance transmission. Afterward, the research work further moved to metro network to 

solve the problem of fiber shortage and passive optical network to supply triple-play 

services. 

The first study is long-distance transmission using a re-circulating loop in the 

networks with 32 ╳ 4 channels ROADM and dispersion-compensated interleaver pairs. 

After that, the characteristics of the four-port interleaver had been explored and fully 

studied the bidirectional transmission by using unidirectional amplification scheme. Not 

only experimental demonstrated the straight-line, re-circulating loop and high bit rate 

transmission, but compared with the characteristics in different modulation formats and 

amplification techniques. Since the bit rate demand is much higher than in the past, PON 

technique is the effective solution for extensive bandwidth requirements of future 

services. The cost-effective bidirectional WDM-PON, select-cast WDM-PON and 

WDM-PON to provide triple-play services had been proposed and investigated.  
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8.1 Contributions 

Primary contributions and experimental results of this dissertation are summarized 

here: 

 Novel three-port and four-port dispersion-free interleavers with temperature-

compensated flat-top passband for bidirectional DWDM transmission systems had 

been successfully demonstrated. 

 In order to simulate long-distance transmission, one re-circulating loop has been 

setup. 

1) Add/Drop applications in fiber ring networks based on a ROADM: 

 After 1100 km transmission 

(a) Power penalty for 8 channels are less than 2.25 dB. 

(b) Less than 2 dB sensitivity variations in cascaded transmission 

traffic. 

(c) Accumulated chromatic dispersion becomes obvious while 

wavelength detuned ±11 GHz. 

 One of the channels was refreshed every 158 km: less than 0.3-dB power 

penalty between one and seven circulations 

 This technology can accommodate 32 channels simultaneously. 

 

2) Metro add–drop network applications of cascaded dispersion-compensated 

interleaver 

 As the channel wavelengths are set at the center of the interleaver’s pass 

band precisely, there is negligible dispersion introduced by the interleaver, 
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even for the uncompensated case.  

 After 525 km transmission 

(a) Little dispersion induced when wavelengths are at ITU grids.  

(b) A 2.5-dB receiving sensitivity differential was observed when 

wavelength was detuned by ± 0.07-nm for the uncompensated 

pairs. 

 

 A three-port interelaver was modified to demonstrate a novel four-port interleaver 

with a 50-GHz channel spacing that enables bidirectional transmission using 

unidirectional amplification. By rerouting bidirectional transmission to 

unidirectional amplification, RB is blocked and high OSNR is achieved. 

1) Straight-line bidirectional transmission 

 After 210 km transmission 

(a) Power penalty for eight channels were less than 0.8 dB. 

(b) Less than 0.2 dB penalty differentials for all channels between 

bidirectional and unidirectional transmission. 

(c) Less than 0.6 dB sensitivity variation in bidirectional data traffic. 

2) Bidirectional recirculating loop transmission 

 No dead zone is need in this proposed transmission scheme.  

 After 500 km transmission 

(a) Received OSNR exceeds 30 dB.  

(b) Power penalties for eight channels were less than 2 dB. 

3) Comparison between bidirectional DPSK and OOK signals  



 100

 Over 230 km transmission 

(a) RZ-DPSK: power penalty for all channels is less than 1.1 dB. 

(b) NRZ-DPSK: power penalty for all channels is about 3 dB. 

(c) RZ-DPSK has a data-independent intensity profile and completely 

removes the pattern effects in the fiber.   

 It is advantageous to use RZ-DPSK with a dual-stage EDFA in fiber-optic 

transmission.  

Bidirectional transmission by using four-port interleaver has been fully studied in 

this dissertation. This novel unidirectional amplification technology can 

accommodate all optical channels, 32 channels, within the C-band with 50 GHz 

channel spacing, resulted from this four-port interleaver is designed to cover the 

whole C-band. 

 

 Wavelength-division Multiplexing Passive Optical Networks demonstration 

1) Cost-effective bidirectional WDM-PON architecture 

 To solve the RB problem and reduce the cost in bidirectional WDM-PON 

system. 

 To provide symmetric 10 Gb/s upstream data and 10 Gb/s downstream 

traffic simultaneously in this bidirectional WDM-PON. 

 After 100 km transmission 

(a) Power penalties for all channels were less than 0.7 dB. 

(b) Penalty differential between bidirection and unidirection was less 

than 0.2 dB.  
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2) Select-cast services in WDM-PON system  

 Using different modulation formats to provide different services in WDM-

PON system. 

 Novel WDM-PON configuration with centralized lightwave in the OLT to 

provide multi-services with 10Gb/s OOK and DPSK downstream data and 

the upstream signals at 1.25 Gb/s. 

 After over 20 km transmission 

(a) Power penalty for 10 Gb/s OOK and DPSK downstream was   

negligible. 

(b) Power penalty for 1.25 Gb/s upstream was less than 0.5 dB at BER 

equals to 10-9.  

3) WDM-PON to provide triple play services 

 Using a simple way, no more complex configurations, expensive DI or 

extra modulators and optical filters are needed, to realize TPS in WDM-

PON.  

 A WDM-PON configuration with centralized lightwaves in the OLT by 

using only one single-arm modulator. 10 Gb/s data and 2.5 Gb/s digital 

video downstream and 2.5 Gb/s data upstream had been demonstrated. 

 After over 20 km transmission 

(a) Power penalty for all downstream data was less than 0.5 dB. 

(b) Power penalty for all upstream signals was less than 0.2 dB. 

 



 102

These experimental results show that the proposed schemes are desirable solutions 

for future WDM-PON access networks with low power penalty, cost-effective and 

power margin improvement. 
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APPENDIX I 

To estimate the influence of the dispersion of refractive index on interleaver design, 

the dispersion must be included in the simulation model. From:   

1 0 1 2 0 2
0

[ ( ) ( ) ] cn f L n f L m
f

∆ − ∆ =         (A1)                                              

Given 1 0 10( )n f n∆ ≡ ∆  and 2 0 20( )n f n∆ ≡ ∆ as the difference in the refractive index 

between the slow and fast axes of the birefringent crystals, m denotes the order of the 

wave plate, c represents the speed of light and f0 represents the center frequency. 

10 1 20 2 0( )n L n L f m
c

∆ − ∆
=              (A2)                                                           

1 1 1 2 1 2 1[ ( ) ( ) ] 1n f L n f L f m
c

∆ − ∆
= +       (A3)                                                

Subtracting (A2) from (A3) yields 

( ) ( )1 1 1 1 10 0 2 1 2 1 210 0
1 ( ) ( ) 1L f n f n f L f n f n f
c

∆ − ∆ − ∆ − ∆ =⎡ ⎤⎣ ⎦       (A4)             

Using Taylor expansion of ∆n(f1) around the center frequency f0,  

10 20
1 1 10 1 0 10 0 2 1 20 1 0 20 0

1 ( ) ( ) 1, d n d nL f n f f n f L f n f f n f
c df df

⎧ ⎫⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞∆ ∆⎪ ⎪∆ + − −∆ − ∆ + − −∆ ≅⎨ ⎬⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦ ⎣ ⎦⎩ ⎭

(A5) 

Define 01 ffFSR −≡ , (A5) can be written as 

1 2
1 10 1 2 20 2

1 2

1FSR d n d nL n f L n f
c df df

⎧ ⎫⎡ ⎤ ⎡ ⎤∆ ∆⎪ ⎪∆ + − ∆ + ≅⎨ ⎬⎢ ⎥ ⎢ ⎥
⎪ ⎪⎣ ⎦ ⎣ ⎦⎩ ⎭

         (A6)           

With the group indices ∆ng10 and ∆ng20 as: 

0
0 0 ; 1,2i

g i i i
i

d nn n f i
df
∆

∆ = ∆ + =                            (A7)                                                  

1 10 2 20g g

cFSR
L n L n

=
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                              (A8)                                  
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The crystal length can then be selected using group indices for eliminating the first 

order error. For typical c-band application, the frequency range of interest is around 

4 THz (i.e. from 191.5 THz to 195.5 THz), with center frequency at 193.5 THz. The 

frequency range corresponds to about 2% of the center frequency. Owing to the small 

frequency range, the first order approximation is justified and should provide sufficient 

accuracy. 

For a typical Mach-Zehnder interferometer, the transfer function can be written as:   

2

2 10 20
1 10 0 2 20 0

( ) sin
2

sin ( ) ( )

eff effk L
T f

d n d nf L n f f L n f f
c df df
π

⎡ ⎤
= ⎢ ⎥

⎣ ⎦
⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞∆ ∆⎪ ⎪≅ ∆ + − − ∆ + −⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭

  (A9) 

Inserting (A2) into (A9) yields 

2 10 20
1 10 0 2 20 0

2 10 20
1 10 0 0 2 20 0 0
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sin ( ) ( ) ( ) ( )

d n d nT f f L n f f L n f f m
c df df
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(A10) 

After some calculations, we have 

2
2 0 10 20

0 1 2
1 10 2 20

( )sin ( )
g g

f f d n d nf f L L
FSR FSR L n L n df df
π π⎧ ⎫⎡ ⎤− ∆ ∆⎪ ⎪= − + −⎨ ⎬⎢ ⎥∆ − ∆ ⎣ ⎦⎪ ⎪⎩ ⎭

   (A11) 

The following observations can be drawn based on the above equation. 

1): A minimum occurs approximately every FSRkff ⋅=− )( 0 , and is used as a 

basis for defining the FSR to the first order.  

2): there is no first order deviation if group index ng is selected, i.e. the error term 

)( 0fferror −∝  disappeared.  
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3): the offset obtained is the second order term, that is 

2
0 10 20

1 2
1 10 2 20

( )

g g

f f d n d nL L
L n L n df df

⎡ ⎤− ∆ ∆
−⎢ ⎥− ⎣ ⎦

 

The Sellmeier equation of YVO4 and Rutile can be used to calculate the slope of 

refractive indices. Moreover, the typical values of the slope of the group index of YVO4 

and Rutile are calculated as 41005.1 −×  and 41072.1 −× , respectively. Table A1 listed 

some key parameters for 100 GHz interleavers. Table A1 can be used to estimate the 

deviation of FSR at the edge of frequency band. Figure A1.1 shows the simulation and 

measurement results of the center wavelength offset, and reveal that agreement between 

the measured results and the simulated prediction.  

Materials 

Group Index 

Difference @ 

193.5THz 

Crystal 

Length (mm) 
β (1/°C) 

Slope of Group 

Index 

Difference 

(1/THz) 

YVO4 0.2139 9.5697 61054.26 −×−  41005.1 −×  

Rutile 0.2652 2.0685 61006.99 −×−  41072.1 −×  

 

 

For C-band application with total bandwidth 4 THz, the frequency offset at 2 THz off the 

center is about 2.5 GHz. Figure A1.2 shows the simulated results of the center frequency 

offset with different selected center frequencies. Because the frequency offset increases 

hyperbolically with frequency range, the effective bandwidth decreases faster at the band 

edge. The center frequency offset caused by the refractive index dispersion is one 

inherited design issue due to the material refractive index dispersion. Therefore, different 

Table A1: Summary of key parameters for the 100 GHz interleaver.  
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sets of crystal length are required for C-band and L-band applications to mitigate the 

center frequency offset. 
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