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An unsupervised joint prosody labeling and modeling method for Mandarin speech is proposed, a
new scheme intended to construct statistical prosodic models and to label prosodic tags consistently
for Mandarin speech. Two types of prosodic tags are determined by four prosodic models designed
to illustrate the hierarchy of Mandarin prosody: the break of a syllable juncture to demarcate
prosodic constituents and the prosodic state to represent any prosodic domain’s pitch-level variation
resulting from its upper-layered prosodic constituents’ influences. The performance of the proposed
method was evaluated using an unlabeled read-speech corpus articulated by an experienced female
announcer. Experimental results showed that the estimated parameters of the four prosodic models
were able to explore and describe the structures and patterns of Mandarin prosody. Besides, certain
corresponding relationships between the break indices labeled and the associated words were found,
and manifested the connections between prosodic and linguistic parameters, a finding further
verifying the capability of the method presented. Finally, a quantitative comparison in labeling
results between the proposed method and human labelers indicated that the former was more
consistent and discriminative than the latter in prosodic feature distributions, a merit of the method

developed here on the applications of prosody modeling.
© 2009 Acoustical Society of America. [DOI: 10.1121/1.3056559]

PACS number(s): 43.72.Ar [DOS]

I. INTRODUCTION

The term prosody refers to certain inherent supraseg-
mental properties that carry melodic, timing, and pragmatic
information of continuous speech, encompassing accentua-
tion, intonation, rhythm, speaking rate, prominences, pauses,
and attitudes or emotions intended to express. Prosodic fea-
tures are physically encoded in the variations in pitch con-
tour, energy level, duration, and silence of spoken utterances.
Prosodic studies have indicated that these prosodic features
are not produced arbitrarily, but rather realized after a hier-
archically organized structure which demarcates speech
flows into domains of varying lengths by boundary or break
cues such as pre- and postboundary lengthening, pitch and
energy change, pauses, etc. Therefore, prosodic structure in
English, for example, functions to set up syntagmatic con-
trasts to mark a prosodic word (PW), an intermediate phrase,
or an intonational boundary.l_3 On the other hand, the pro-
sodic structure of Mandarin Chinese also parses continuous

YElectronic mail: gene.cm91g@nctu.edu.tw
®Electronic mail: schen@mail.nctu.edu.tw
®Electronic mail: kuo@chu.edu.tw
9Electronic mail: yrwang @cc.nctu.edu.tw

1164 J. Acoust. Soc. Am. 125 (2), February 2009

0001-4966/2009/125(2)/1164/20/$25.00

Pages: 1164-1183

speech into different prosodic constituents by breaks that re-
flect different levels of Chinese linguistic processing: pho-
netic, lexical, syntactic, and pragmatic. As a result, succes-
sive words with related prosodic feature variations are
aggregated to form prosodic phrases (PPhs), and contiguous
PPhs are, in turn, integrated to form PPhs of a higher level.
Consequently, deep exploration and an appropriate descrip-
tion of speech prosody are essential to the study of the
speech processing of any language given. To provide a pos-
sible specification of prosodic features of utterances, a three-
layer structure comprising PWs, intermediate phrases (or
PPhs) and intonational phrases are commonly used, espe-
cially at the sentential level.*® Some recent studies’ pro-
posed to integrate PPhs into PPh groups to interpret the con-
tributions of higher-level discourse information to the wider-
range and larger variations in the prosodic features of
utterances of long texts. In the science of speech processing,
to model prosody is to exploit a framework or a computa-
tional model to represent a hierarchy of PPhs of speech and
to describe its relationship with the syntactic structure of the
associated text.

In the past many prosody modeling methods have been
proposed for various applications, including generation of
prosodic information for text to speech (TTS),gf10 segmenta-
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. . . 1113
tion of untranscribed speech into sentences or topics,

generation of punctuations from speech,m_16 detection of in-
terrupt points in spontaneous speech,“’”_19 automatic speech
recognition (ASR),>%® and so forth. It can be found from
those prosody modeling studies that four main issues have
been intensively addressed. The first one is concerning rep-
resenting a hierarchical PPh structure indirectly by tags
marking important prosodic events. Among various prosodic
events explored in the relevant literature,”’ > break type and
tone pattern are the most important ones: the break types of
all word boundaries can determine the hierarchical PPh
structure of an utterance, and the tonal patterns of all
syllables/words can indicate the accented syllables/words of
an utterance and may specify the pitch contour patterns of
the prosodic constituents. Several prosody representation
systems have been proposed in the past. They include tones
and breaks indices (ToBI) (a standard prosody transcription
system for American English uttelrances),27 PROSPA,29
INTSINT,30 and TILT! Among them, ToBI and its modifi-
cations to other languages, such as Pan-Mandarin ToBI (Ref.
32) and C-ToBL™> are most popular conventions for Manda-
rin Chinese prosodic tagging. The second main issue is about
realizing the constituents of a hierarchical PPh structure by
using prosodic feature patterns. This is mainly used in TTS
for the generation of prosodic information from prosodic
tags. A common approach is to use a multicomponent repre-
sentation model to superimpose several prototypical contours
of multilevel PPhs for each prosodic feature.*° In Ref. 34,
three components of sentence-specific contours, word-
specific contours, and tone-specific contours are superim-
posed to form the synthesized contours of pitch and syllable
duration for Mandarin TTS. The third main issue is related to
exploring the relationship between prosodic tags (or bound-
ary types) and the acoustic features surrounding the associ-
ated word juncture. Patterns of pause duration, pitch, and
energy around word junctures are modeled for each prosodic
tag or boundary type to help speech segmentation,”f13 topic
identification, " punctuation generation,m_16 interrupt point
detection,”"'"""” and ASR (Refs. 20-26) based on word-
based features. The last issue is upon modeling the relation-
ship between prosodic structure and syntactic structure. It is
known that prosodic structure is closely related to syntactic
structure although they are not identical. Usually, only the
relationship between a prosodic tag, such as break or promi-
nence, and contextual linguistic features of syntactic struc-
ture is built. A good break-syntax model should be very use-
ful in predicting breaks of various levels from input text for
TTS. Main methods of building a break-syntax model for
TTS are hierarchical stochastic model,37’3 8 N-gram model,39
classification and regressive tree (CART),**** Markov
model,”® artificial neural networks,* maximum entropy
model,” ™ etc. In the popular Markov model-based ap-
proach, emission probabilities can be generated by CART
(Ref. 42) or maximum entropy model.*®

In all those studies, prosody modeling has been proved
to be useful in above-mentioned applications, and the most
commonly adopted approach by the previous studies is a
supervised one to construct prosodic model from an anno-
tated speech database with tags marking prosodic events be-
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ing prelabeled manually. However, the supervised prosody
modeling based on human labeling unavoidably arises such
problems as diseconomy due to labeler training and manual
labeling labor, and interlabelers’ and intralabeler’s inconsis-
tency caused by individual subjectivity and fatigue during
long time labeling, respectively. This inconsistency may mis-
lead prosody modeling to obtain erroneous results, and hence
lead to unwanted degradation of modeling performance.
Even in the studies where prosody labeling can be automati-
cally done by machine, their model is still trained with a
manually annotated speech 001rpus,26’28’49754 so the perfor-
mance of machine labeling is still subject to the quality of
human prosody labeling.

To tackle the problems arising from the supervised
prosody modeling with manual labeling, this work proposes
a new unsupervised approach of prosody modeling to jointly
perform prosody modeling and labeling for Mandarin speech
based on an unlabeled speech database. The basic idea is to
properly model data and then let the modeled data determine
prosodic tags by themselves. The task is to automatically
determine two types of prosodic tags for all utterances of a
corpus and to build four prosodic models simultaneously.
The two types of prosodic tags are (1) the break types of
intersyllable locations (or syllable junctures) which can be
used to demarcate the constituents of a hierarchy of Manda-
rin speech prosody and (2) the prosodic states of syllables
which can be used to construct the pitch contour patterns of
prosodic constituents. As will be discussed later, the prosodic
state of a syllable is defined as a quantized and normalized
pitch level affected by the current tone and the coarticula-
tions from the two nearest neighboring syllables being prop-
erly eliminated. Since it mainly carries the information of
PPhs, we therefore name it to refer to the state in a PPh. In
Sec. IV, we will demonstrate its capability on realizing the
pitch contour patterns of multilevel PPhs. It should be men-
tioned that in this study only pitch information is considered
in the prosodic-state tag labeling. We will extend the study to
consider the other two features of syllable duration and en-
ergy level in the future. The four prosodic models are intro-
duced to describe the various relationships between the two
types of prosodic tags and all available information sources
including acoustic prosodic features and syntactic structure
features. The first model, referred to as the syllable pitch
contour model, describes the variations in syllable pitch con-
tours controlled by several major affecting factors. The next
one, referred to as the break-acoustics model, describes the
relationship between the break type of a syllable juncture and
nearby acoustic features. The third one describes the rela-
tionship between the break type of a syllable juncture and
contextual linguistic features. It is referred to as the break-
syntax model. Finally, the last model describes the relation-
ship between the prosodic states of syllables and the break
types of neighboring syllable junctures and is referred to as
the prosodic-state model. A sequential optimization training
algorithm is designed to iteratively estimate parameters of
the four prosodic models and find all prosodic tags using an
unlabeled speech corpus. Three advantages of the proposed
method can be found. First, prosody modeling and labeling
are accomplished jointly and automatically without using
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human-labeled training corpus. Second, all information
sources, including acoustic and linguistic features, are sys-
tematically used (via introducing the four prosodic models)
in the prosody labeling. We therefore expect that the result of
the prosodic labeling is more consistent than that done by
human, which will in turn make the four prosodic models
more accurate. Third, the four prosodic models constructed
address all the four main issues of prosody modeling dis-
cussed above. So they are useful models and may be directly
used or extended to be used in those applications mentioned
above.

The remainder of this paper is organized as follows.
Section II briefly describes the prosodic structure of Manda-
rin speech. Section III presents the proposed method. In Sec.
IV experimental results are discussed, and in Sec. V some
conclusions are drawn.

Il. THE HIERARCHY OF MANDARIN SPEECH
PROSODY

Much literature on Chinese prosody has shown that the
prosody of Mandarin speech can be organized into hierarchi-
cal structures. A commonly agreed and used structure con-
sists of four layers, including, from the lowest layer to the
highest one, syllable layer, PW layer, PPh layer (or interme-
diate phrase), and intonation phrase.38’41’42’44’45’48 As far as
the major prosodic information relevant to each of the layers
is concerned, given that Mandarin is a monosyllabic and
tonal language, where each syllable with its inherent tone
contains a lexical meaning, and each tone carries a lexically
contrastive role, the features of every syllabic tone of an
utterance are the most important prosodic information for the
lowest layer; besides, tone along with syllable constituents
affects syllable duration and energy level as well. As for the
second prosodic layer, a PW refers to disyllabic and multi-
syllabic words or phrases composed of words syntactically
and semantically closely related or most frequently collo-
cated, so the words or phrases are uttered as a single unit as
in hen “very” +bu ‘not’ +zhuan-ye “professional” (not very
professional). As for the third prosodic layer, PPh is com-
posed of one or several PWs and it usually ends with a per-
ceptible but unobvious break. Finally, intonation phrase is at
the top layer of the Mandarin prosodic structure. It deter-
mines the pitch contour of the intonation of a sentence con-
taining one or several PPhs and it ends with an obvious
break. Basically, the four-layer prosodic structure interprets
the pitch and duration variations in syllable well for senten-
tial utterances.

Recently, Tseng et al” proposed to integrate contiguous
PPhs into PPh groups to interpret the contributions of higher-
level discourse information to the wider-range and larger
variations in syllable pitch and duration of long utterances in
paragraphs. Figure 1 displays the hierarchical prosodic
phrase grouping (HPG) model of Mandarin speech proposed
by Tseng et al. It is a five-layer structure. The first three
layers in the hierarchy proposed by Tseng et al. are the same
as those of the four-layer prosodic structure discussed above,
which are referred to as syllable (SYL), PW, and PPh in the
system of Tseng et al., respectively. The fourth layer, breath
group (BG), is formed by combining a sequence of PPhs,
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FIG. 1. A conceptual prosody hierarchy of Mandarin speech proposed by
Tseng et al. in Ref. [7].

and a sequence of BGs, in turn, constitutes the fifth layer,
prosodic phrase group (PG). The above five prosodic units
are delimited by different types of the six breaks proposed by
Tseng et al. First, BO and B1 are defined for SYL boundaries
within PW. Here, BO represents reduced syllabic boundary
and Bl represents normal syllabic boundary. Usually no
identifiable pauses exist for both B0 and B1. Second, B4 and
BS5 are defined for BG and PG boundaries, respectively. B4 is
a breathing pause and BS is a complete speech paragraph end
characterized by final lengthening coupled with weakening
of speech sounds. Third, B2 and B3 are perceivable bound-
aries defined for PW and PPh boundaries, respectively.

In this study, we adopt the prosodic structure of Tseng
et al. because our speech database also consists of long Man-
darin utterances of paragraphs. However, we modify the
break-type labeling scheme of HPG model by dividing B2
into two types, B2-1 and B2-2., and combining B4 and BS5
into one denoted simply by B4. Here, B2-2 represents syl-
labic boundary of B2 perceived by pause, while B2-1 is B2
with FO movement. The reason of dividing B2 into B2-1 and
B2-2 is due to the difference of their acoustic cues to be
modeled. On the contrary, the combination of B4 and BS5
owes to the similarity of their acoustic characteristics. So, the
break-type tags used is in A={B0,B1,B2-1,B2-2,B3,B4}.
These six break-type tags can be used to delimit four types of
prosodic units: SYL, PW, PPh, and BG/PG. These four units
are the constituents of our hierarchical prosodic structure.

To further specify the four-layer prosodic structure, a
representation of its constituents using prosodic features is
needed. Two main approaches of representation can be con-
sidered. One is direct representation approach to represent
each individual prosodic constituent by multiple prototypical
patterns for each prosodic feature of syllable pitch contour,
duration, or energy level.”3*7%® The other is indirect repre-
sentation approachSS‘56 by using some tags which carry the
information of prosodic constituents and are treated as hid-
den. Due to the following two reasons, we do not adopt
direct representation approach in the prosody modeling and
labeling study. First, the technique of direct representation
approach is still not mature enough to produce a good direct
representation for the hierarchy of Mandarin speech prosody.
The modeling errors, defined as the ratio of root mean square
errors of direct representations to the standard deviations of
the raw data, are still as high as about 30% for the multilayer
representations of syllable duration, and energy using the
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HPG model.” Second, a good direct representation is not
easy to be realized for the case of joint prosody modeling
and labeling using an unlabeled speech corpus in which the
prosodic structures of all utterances are not well determined
in advance. Degeneration may occur because break labeling
errors may produce inaccurate representation patterns of pro-
sodic constituents, which in turn may cause more break la-
beling errors to occur. Instead, we adopt an indirect repre-
sentation approach to employ a new prosodic tag to represent
the aggregative contributions of the constituents of the upper
three layers on syllable pitch level. This tag is defined as a
quantized and normalized syllable pitch level with the affec-
tions from the current tone and the two nearest neighboring
tones being properly eliminated. So it carries mainly the
pitch-level information of the upper three layers of the pro-
sodic structure, i.e., PW, PPh, and BG/PG. We call it pro-
sodic state to roughly mean the state in the pitch contour of
a PPh (PW, PPh, or BG/PG). Two advantages of using the
prosodic-state tag can be found. First, the tag is defined for
each individual syllable so that the affection of a labeling
error is limited to the current syllable only. No degeneration
in the joint prosody modeling and labeling process will oc-
cur. Second, the tag carries the full information of pitch-level
variation in the upper three layers of the prosodic structure.
In Sec. IV, we will show the capability of the prosodic-state
tag on constructing the pitch contour patterns of PW, PPh,
and BG/PG. It is worthy to note that prosodic states of syl-
lable duration and energy level can be similarly defined and
added to the joint prosody labeling and modeling study. But
for simplicity we only consider the prosodic state of syllable
pitch level in this study.

lll. THE PROPOSED METHOD

The proposed method first treats the problem as a
model-based prosody labeling problem to define the four
prosodic models to describe various relationships between
the prosodic tags to be labeled and the available information
sources of acoustic and syntactic features. It then extends the
formulation for the joint prosody labeling and modeling
problem and applies a sequential optimization procedure to
jointly label prosodic tags and estimate the model parameters
using an unlabeled speech corpus. We discuss these two parts
in detail as follows.

A. The design of the four prosodic models

The prosody labeling problem can be generally formu-
lated as a parametric optimization problem to find the best
prosodic tag sequence T* given with the acoustic feature
sequence A of the input speech utterance and the linguistic
feature sequence L of the associated text:

T* = arg max P(T|A,L) = arg max P(T,A|L). (1)
T T

Two types of prosodic tags which carry the information
of prosodic structure of Mandarin speech are considered in
this study. One is the break type of syllable juncture. A set of
six break types, defined in Sec. II, is used. It is denoted as
{B0,B1,B2-1,B2-2,B3,B4}. These six break types are used
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to define a hierarchy of speech prosody comprising four con-
stituents of SYL, PW, PPh, and BG/PG. Another is the pro-
sodic state of syllable defined as a quantized and normalized
syllable pitch level with the affections of the current tone and
the two nearest neighboring tones being properly eliminated.
As discussed in Sec. II, it is an indirect representation of the
prosodic constituents to carry the pitch-level information of
PW, PPh, and BG/PG. So, T can be refined to comprise a
break-type sequence B and a prosodic-state sequence p.

Two types of acoustic features can be considered. One is
the prosodic features which carry the information of prosodic
constituents. Acoustic features of this type are assumed to be
closely related to the prosodic-state tags and loosely related
to or independent of the break-type tags. Primary features of
this type include syllable pitch contour, syllable duration,
and syllable energy level. For simplicity we only consider
syllable pitch contour in this study and will extend the study
to include the other two in the future. Another is the acoustic
features used to specify the break type of syllable juncture.
Acoustic features of this type are assumed to be closely re-
lated to the break-type tags and loosely related to or inde-
pendent of the prosodic-state tags. Primary features of this
type include pause duration and energy-dip level of syllable
juncture, energy, and pitch jumps across syllable juncture,
lengthening factor of syllable duration, etc. Among them,
pitch jump has been implicitly considered via the use of
prosodic-state tag, energy jump is somewhat a redundant fea-
ture as energy-dip level is used, and lengthening factor will
be considered together with the syllable duration modeling in
the future. We therefore only consider the two features of
pause duration and energy-dip level in this study. From
above discussions, A can be refined to comprise a syllable
pitch contour sequence sp, a pause duration sequence pd,
and an energy-dip level sequence ed.

The linguistic features used span a wide range from syl-
lable level, such as syllable tone and initial type; word level,
such as syllable juncture type (intraword and interword),
word length, part of speech (POS), and type of punctuation
mark (PM); to syntactic tree level, such as size of syntactic
phrase and syntactic juncture type (intraphrase and inter-
phrase). Since syllable tone is an important linguistic feature
and mainly used in the modeling of syllable pitch contour,
we separate it from other linguistic features. So, L is refined
to include a syllable tone sequence t and a reduced linguistic
feature set 1.

Based on above discussions, we rewrite P(T,A|L) by

P(T,A|L) = P(B,p,sp,pd,ed|Lt)
= P(sp,pd.ed|B,p,Lt)P(B,p|Lt), (2)

where P(sp,pd,ed|B,p,1,t) is a general prosodic feature
model describing the variations in acoustic prosodic features
(sp,pd,ed) controlled by the prosodic tags (B,p) represent-
ing the prosodic structure and the linguistic features (1,t)
representing the syntactic structure, and P(B,p|l,t) is a gen-
eral prosody-syntax model which describes the relationship
between (B,p) and (1,t).

Since the break-type tag sequence, B, has already car-
ried the prosodic cues related to syllable junctures, we there-
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fore assume that the observed syllable-based acoustic fea-
ture, sp, and the juncture-based acoustic features, (pd,ed),
are independent as B is given. So we split
P(sp,pd,edB,p,1,t) into two terms:

P(sp,pd,ed|B,p,1,t) = P(sp

B,p.1,t)P(pd,ed

B,p.L,t).
(3)

Here P(sp|B,p.l.t) is a syllable pitch contour model de-
scribing the variation in syllable pitch contour controlled by
(B,p,1,t) and P(pd,ed|B,p,l,t) is a break-acoustics model
describing the acoustic cues of syllable junctures for differ-
ent break types. In this study, the syllable pitch contour
model is realized using a modified version of the syllable
pitch contour model proposed previously.55 It models the
pitch contour of each syllable separately and considers four
main affecting factors, including the current prosodic state
Pn, the current tone ¢, and the coarticulations from the two
nearest neighboring tones, #,_; and t,,,, conditioned, respec-
tively, on the break types, B,_; and B,, of the syllable junc-
tures on both sides. Specifically, the model is expressed by

N
P(sp|B.p,Lt) = P(spB.p.t) = [ | P(sp,|p,..B_.0i7)).
n=1
4)
where
Sp” = Sp; + Btn + ﬁpn + ﬁlfgn—l””n—l + ﬁgn’[pn + L
forl=n=N (5)

is the observed pitch contour of nth syllable (referred to as
syllable n hereafter) represented by the first four orthogo-
nally transformed parameters of syllable log FO contour;’
B" =(B,_1,B,), "7 1=(t,_1,ty,t,s1), SP. is the normalized
(or residual) version of sp,, and B, represents the affecting
pattern (AP) of affecting factor x. Here AP means the effect
of a factor on increase or decrease in the observed syllable
pitch contour vector sp,,. ﬁ,n and Bpn are the APs of affecting
factors ¢, and p,, respectively; tp, is the tone pair t”n”
=(t,,t,41); ﬁg P and BZ ., are the APs of forward and
backward coarticulations contributed from syllable n—1 and
syllable n+1, respectively; and u is the AP of global mean.
For taking care of utterance boundaries, two special break
types, B, and B,, are assigned to the two ending locations of
all utterances, i.e., By=B,, and By=B,, and two special APs
of coarticulation, ﬁfBb,tf ﬂfBO’,po and [)’ge’tN= B}I;N*tpN’ are ac-
cordingly adopted to represent the effects of utterance onset
and offset, respectively. In this study, ﬂl’n is set to have non-
zero value only in its first dimension in order to restrict the
influence of prosodic state merely on the log FO level of the
current syllable. By assuming that sp), is zero mean and nor-
mally distributed, i.e., N(sp,;0,R), we have

P(Spn|pn’BZ—l’t2t%
= N(Spn;ﬁtn + ﬂpn + ﬁlf?n—l’tpn—l + ﬁgn’tpn + M’R)
forl=n=N. (6)

It is noted that the affection from 1 is assumed to be implic-
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itly included in the affection of p and hence is neglected. We
also note that the coarticulation effect is elegantly treated to
consider different degrees of coupling between two neigh-
boring syllables via letting it depend on the break type of the
syllable juncture.

The break-acoustics model P(pd,ed|B,p.1,t) is further
elaborated via assuming that (pd,ed) is independent of (p,t)
which mainly carries information of prosodic constituents
rather than that of syllable juncture. So we have

P(pd,ed|B,p,1,t) = P(pd,ed|B,l)
N-1

~ [] P(pd,.ed,|B,.1,), (7)

n=1

where pd, and ed, are the pause duration and energy-dip
level of the juncture following syllable n (referred to as junc-
ture n hereafter) and 1, is the contextual linguistic feature
vector around juncture n. For mathematically tractable,
P(pd,.ed,|B,,1,) is further simplified and realized by the
product of a gamma distribution for pause duration and a
normal distribution for energy-dip level:

P(pdn’edn|Bn’ ln)
=g(pd,; a’Bn,lns,BBn,l”)N (ed,; B, O'ZBn,l ). (8)

In this study, g(pd,; @ ; .Bp ;) and N(ed,; MBn’ln’O% 1) are

concurrently generated by the decision tree method,”® for
each break type.

Similarly, we simplify the general prosody-syntax model
P(B,p|l,t) via assuming the independency of (B,p) and t,
and decomposing it into two models, i.e.,

P(B,p|L,t) = P(B,p[l) = P(p|B.1) P(B|I)
~ P(p/B)P(B1), )

where P(p|B) is a prosodic-state model describing the dy-
namics of p given with B and P(B,|1,) is a break-syntax
model describing the relationship between B and the contex-
tual linguistic feature sequence 1. In this study, we realize
P(p|B) by a Markov model:

N
P(p|B)zP(p1)|:HP(pnlpn—lan—l)]’ (10)
n=2
where P(p;) is the initial prosodic-state probability for syl-
lable 1 and P(p,|p,_i,B,_,) is the prosodic-state transition
probability from syllable n—1 to syllable n given B,_;. We
also simplify P(B|1) by separately modeling it for each syl-
lable juncture:
N-1
PN =1 P@,J1,). (11)

n=1

Here P(B,|1,) is implemented by the decision tree method.™®

B. Joint prosody labeling and modeling

A sequential optimization procedure based on the maxi-
mum likelihood (ML) criterion is proposed to jointly label
the prosodic tags for all utterances of the training corpus and
to estimate the parameters of the four prosodic models. It is

Chiang et al.: Unsupervised joint prosody labeling and modeling



O pd, =Th3 N

ed, >Th6 and
O Pitch pause <Th4

FIG. 2. The decision tree for initial break-type labeling.

divided into two main parts: initialization and iteration. The
initialization part determines initial prosodic tags of all utter-
ances and estimates initial parameters of the four prosodic
models by a specially designed procedure. The iteration part
first defines an objective likelihood function for each utter-
ance by

N
= (H P(sp,|p,. By 13" )

n=1

N
X (P(pl)l_[ P(pn|pn—l’Bn—l))

n=2

N-1

n=1

It then applies a multistep iterative procedure to update the
labels of prosodic tags and the parameters of the four pro-
sodic models sequentially and iteratively. In Secs. III B 1 and
I B 2, we discuss the sequential optimization procedure in
detail.

1. Initialization

The initialization part is further divided into two sub-
parts: (a) a specially designed procedure to determine initial
break labels of all syllable junctures and (b) a ML estimation
process to estimate initial parameters of the four prosodic
models and to determine the initial prosodic-state labels of
all syllables using the information of initial break labels de-
termined in the first subpart.

a. Initial labeling of break indices The initial break
index of each syllable juncture is determined by a deci-
sion tree (see Fig. 2) designed based on a prior knowledge
about break labelmg/modehng gained in prev10us
studies.”203849733:3960 145 known that pause duration is the
most important acoustic cue to specify breaks. Most word
junctures with PM have long pauses so that they are most
likely labeled as major break, or in our case B3 and B4. On
the other hand, most intraword syllable junctures have very
short pause duration so that they are generally labeled as
nonbreak, or in our case BO and B1. Moreover, B0 represents
tightly coupled syllable juncture so that it is distinguished
from B1 by having very short pitch pause duration and high
energy-dip level. In-between these extreme situations,
non-PM interword junctures with medium pause duration
and with medium pitch jump are likely labeled as B2-2 and
B2-1, respectively. By using the prior knowledge, we de-
velop the algorithms to determine all thresholds of the deci-
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sion tree (Th1-Th6) in a systematic way to avoid doing it
manually or by trial and error. Detail of the algorithm is
given in the Appendix.

b. Estimation of the initial parameters of the four pro-
sodic models and prosodic-state indices The initializations
of the break-acoustics model and the break-syntax model can
be done independently with initial break indices of all syl-
lable Junctures being given. We realize them by the CART
algorithm. % For the initialization of the break-acoustics
model, the CART algorithm with the node splitting criterion
of maximum likelihood gain is adopted to classify pause
duration pd, and energy-dip level ed, for each break type B
according to a question set @, derived from the contextual
linguistic features 1,,. Each leave node represents the product
of a gamma distribution g(pdn;aB,ln, 'BBJn) and a normal dis-
tribution N(ed,; Mp) s 0'%3»1")' For the initialization of the
break-syntax model P(B,|1,), a decision tree is built by using
another question set ®, derived also from 1, to classify break
types.

The initializations of the syllable pitch contour
model and prosodic-state indices are integrated together and
performed by a progressive estimation procedure. Since the
syllable pitch contour model is a multiparametric representa-
tion model to superimpose several APs of major affecting
factors to form the surface syllable pitch contour, the estima-
tion of an AP may be interfered by the existence of the APs
of other types. It is therefore improper to estimate all initial
parameters independently. We hence adopt a progressive es-
timation strategy to first determine the initial APs which can
be estimated most reliably and then eliminate their affections
from the surface pitch contours for the estimations of the
remaining APs. In this study, the order of initial AP estima-
tion is listed as follows: global mean u, five tones B,, coar-
ticulation {8} . B}, ﬂfBle’ and ﬂge,ZN}, and prosodic states
B, Notice that the initial prosodic-state indices are assigned
by vector quantization (VQ) of the pitch-level components of
the residue pitch contours, and the APs are set to be the
codewords obtained by VQ. Lastly, the initialization of the
prosodic-state model P(p|B) is done using the labeled
prosodic-state indices and break indices.

2. Iteration

The iteration is a multistep iterative procedure listed be-
low.

Step 1. Update the APs of five tones B, with all other
APs being fixed.

Step 2. Update the APs of coarticulation {8}, i ﬁg,p,
ﬁBb ;> and ﬁB iy } with all other APs being fixed, and then
update R.

Step 3. Relabel the prosodic-state sequence of each ut-
terance by using the Viterbi algorithm so as to maximize Q
defined in Eq. (12). Then, update the APs of prosodic-state
B, the prosodic-state model P(p|B), and R.

Step 4. Relabel the break-type sequence of each utter-
ance by using the Viterbi algorithm so as to maximize Q.
Then, update the prosodic-state model P(p|B) and R.

Step 5. Reconstruct the decision trees to update
P(pd,,ed,|B,,1,) and P(B,|1,) by the CART algorithm using
the question sets @, and ©,, respectively.

Step 6. Repeat Steps 1-5 until a convergence is reached.
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IV. EXPERIMENTAL RESULTS

The proposed method was evaluated using an unlabeled
Mandarin speech database. The database contained read
speech of a female professional announcer. Its texts were all
short paragraphs composed of several sentences selected
from the Sinica Treebank corpus.61 The database consisted of
380 utterances which contained in total 52 192 syllables. In
this experiment, the number of prosodic states was properly
set to be 16 because the root mean squared error (RMSE) of
VQ saturated when the number of prosodic states was greater
than 16. The sequential optimization procedure took 69 itera-
tions to reach a convergence. Following is the presentation of
the analyses, discussion, and findings of our experiment,
which is arranged in the order that an examination and inter-
pretation of the parameters of the four prosodic models was
introduced in Secs. IV A-IV D, then, to evaluate the perfor-
mance of the models proposed, explorations in the relation-
ships between prosodic breaks and linguistic features of
texts, the length of prosodic constituents, and the general
pitch patterns of prosodic constituents obtained in our
method were described in Secs. IV E-IV G, and, finally, to
further verify the labeling outcomes generated by our mod-
els, a comparison conducted between human labeling and
our labeling was given in Secs. IVH and IV L.

A. The syllable pitch contour model

We first examined the parameters of the syllable pitch
contour model P(sp, |p,,B"_,,¢"*1). The covariance matrices
of the original and normalized syllable log FO contour fea-

ture vectors are shown below:

883.7 239 -256 —05
239 905 9.7 -82 \
R,, = X 1074 = Ry,
-256 97 178 -09
| -05 -82 -09 50
35 02 -02 00
02 319 26 -15 ,
= X 107,
02 26 111 06
| 00 -15 06 37

Obviously, all elements of Ry, were much smaller than
those of Rg,. This showed that the influences of the affecting
factors considered were indeed essential to the variation in
sp.

Figure 3 displays the APs of five tones. We find from the
figure that the APs of the first four tones conformed well to
the standard tone patterns found by Chao.®* As for tone 5, its
low dipping pattern resembles the pattern of tone 3 to some
degree. This also matched the finding in the previous study
about tone 5.

Table I displays the APs (log FO levels) and the distri-
bution of the 16 prosodic states. It can be seen from Table I
that these log FO levels spanned widely to cover the whole
dynamic range of log FO variation with lower indices of pro-
sodic state corresponding to lower log FO levels, and the
prosodic states distributed normally with relatively few lo-
cated at the two extremes of high and low prosodic states.
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FIG. 3. The APs of five tones.

Figures 4(a) and 4(c) display the APs of forward and
backward coarticulations, ﬂg’tp and ﬁg,tp’ for the three break
types of B0, Bl, and B4. These three break types were cho-
sen on purpose to show extreme cases of intersyllable coar-
ticulation: BO for tightly coupling, B1 for normal coupling,
and B4 for no coupling. Some interesting phenomena can be
observed from the figure. First, it can be seen from Fig. 4(a)
that most APs of forward coarticulation for B0 and B1, ﬁgogm
and ﬁfB]Jp, were bended in their beginning parts. These bend-
ings were to compensate the level mismatch between the
beginning and ending parts of the log F0O contours of the tone
pairs for highly coarticulated preceding and current syllables,
so as to make their log FO contours be concatenated more
smoothly. For example, the upward bending at the beginning
parts of {8}, |tp=(1,2).(1,3),(2,2),(2,3).(1,5)} were due
to H-L mismatches, while the downward bending at the be-
ginning parts of [B},/ip=(3.1).(3.4).(5.1).(5.4).(4.1)
(4,4)] corresponded to L-H mismatches. Similarly, it can be
observed from Fig. 4(c) that the ending parts of the APs of
backward coarticulation for BO and B1, Bl;s'o,zp and Blbﬂ!,p,
were bended. But the degrees of their upward and downward
bendings were generally smaller. This conformed to the ob-
servation reported in Ref. 64 that the carry-over effect on the
syllable FO contour influenced by the preceding syllable is
much larger than the anticipation effect caused by the fol-
lowing syllable. Second, it can be found from Figs. 4(a) and
4(c) that most APs of forward and backward coarticulations
for B4 with the same current tone looked similar and hence
were nearly independent of their respective preceding and
succeeding tones. This showed that the intersyllable coarticu-
lation across a B4 break was relatively low as compared with
those of BO and B1. Moreover, many APs of forward and
backward coarticulations for B4 were downward bended in
their beginning and ending parts, respectively. They exhib-
ited the onset and offset phenomena at the beginning and
ending syllables of BG/PG. Furthermore, we find from Figs.
4(b) and 4(d) that most utterance initial and final patterns,
BthJ and ﬁgﬂ’,, looked very similar to those of 324,;1, and
BZMP, respectively, to show the same onset and offset phe-
nomena at the two types of utterance boundaries. We also
find that ﬁgej and ﬁgegs were two exceptional patterns which
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TABLE L. The APs [log FO levels, B,(1)] and the distribution [P(p)] of the 16 prosodic states.

State index p 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
B,(1) -0.77 -050 -037 -028 -022 -0.16 -0.10 -0.05 001 006 0.12 017 024 031 038 049
P(p) 0.00 0.01 0.02 0.04 0.07 0.10 0.11 0.12 0.12 0.10 0.09 008 006 0.05 0.03 0.01

had lower levels. These probably resulted from the total re-
laxation of pronunciation at the utterance ending for these
two tones. Third, it can be found from Fig. 4(c) that the APs
of ﬂgo,(3,3) and %1,(3,3) were upward bended drastically in
their ending parts. As combining with the AP of tone 3
shown in Fig. 3, these bendings would make the integrated
log FO patterns of the first syllable in a (3,3) tone pair change
from middle-falling tone-3 shape to middle-rising tone-2
shape to fulfill the well-known 3-3 tone sandhi rule which
says that the first tone 3 of a 3-3 tone pair will change to a
tone 2. On the contrary, we find that the pattern [)'124’(3’3) did
not bend upward. This showed that the 3-3 tone sandhi rule
did not apply when the syllable juncture was a B4. Lastly, we
made some comments to the APs of forward and backward
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FIG. 4. The APs of (a) forward and (c) backward coarticulations, ﬁé’,p and
ﬂgvm, for BO (point line), B1 (solid line), and B4 (dashed line); and the APs
of (b) utterance onset and (d) utterance offset, B{Bb_, and ﬂge’,, for B, and B,.
Here tp=(i,j) and t=j or i.
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coarticulations for B2-1, B2-2, and B3. Basically, the APs of
B2-1 and B3 resembled to those of B4 but with smaller up-
ward and downward bendings, and B2-2 had similar patterns
to those of B1 but with smaller upward and downward bend-
ings.

From above analyses, we find that the inferred syllable
pitch contour model provides a meaningful interpretation to
the variation in syllable pitch contour controlled by several
major affecting factors. With this capability, the model can
be used in Mandarin TTS to generate pitch contour if all tags
of prosodic-state and break type can be properly predicted
from the input text. It can also be used in Mandarin ASR to
manipulate pitch information for tone discrimination.

B. The break-acoustics model

The two break-acoustics models, g(pdn;anln, 'BBan)
and N(ed,; ,U/BWIH,O'I% 1), were built by the decision tree
method using the qlilegtion set ®,. One decision tree was
constructed for each break type. Figure 5 displays the distri-
butions of pause duration and energy-dip level for the root
nodes of these six break types. It can be found from the
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FIG. 5. The pdfs of (a) pause duration and (b) energy-dip level for the root
nodes of these six break types. Numbers in () denote the mean values.
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FIG. 6. The decision trees of the break-acoustics model for (a) B4, (b) B3,
(c) B2-2, (d) B2-1, and (e) B1. The numbers in a bracket denote average
pause duration in milliseconds (left), energy-dip level in decibels (middle),
and sample count (right) of the associated node. Solid line indicates positive
answer to the question and dashed line indicates negative answer.

figure that the break types of higher level were generally
associated with longer pause duration and lower energy-dip
level. BO had very short pause duration and widespread
energy-dip level with very high mean value. B1 and B2-1
had similar distributions of short pause durations and wide-
spread high energy-dip level. B2-2 had medium long pause
duration and medium high energy-dip level. Both B3 and B4
had widespread long pause duration and low energy-dip
level. These conformed to the prior knowledge about break
types.477

To further examine the model, we show its decision
trees for the five break types of B4, B3, B2-2, B2-1 and B1
in Fig. 6. It is noted here that no tree split for BO due to the
relative uniformity on the acoustic prosodic features of its
samples. Generally, the questions used to split trees of
higher-level break types (B4 and B3) tended to be related to
higher-level syntactic features, such as PM (Q,2.4) and syn-
tactic phrase size (Q,3.1.3, 0,3.3.2, 0,3.3.11, and
0,3.3.18). On the contrary, the questions of lower-level pho-
netic features (Q;1.1, 0;1.3, and Q,1.4) tended to split trees
of lower-level break types (B1 and B2-1).

From above discussions, we find that the inferred break-
acoustics model describes the relationship of the break type
of syllable juncture with the two intersyllable acoustic fea-
tures and some contextual linguistic features very well. So it
seems that the model can be used to predict major and minor
breaks from acoustic and linguistic cues for some applica-
tions, such as segmenting speech into sentences and genera-
tion of punctuations from speech.

C. The prosodic-state model

We then examined the prosodic-state model. Figure 7
displays some most significant transitions of P(p,|p,_,B,_1)
for six break types. For BO and B1, the general high-to-low,
nearby-state transitions showed that the syllable log FO level
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FIG. 7. The most significant prosodic-state transitions for (a) BO, B1, and
B2-1, and (b) B2-2, B3, and B4. Here, the number in each node represents
the index of the prosodic state. Note that bold and thin lines denote the
primary and secondary state transitions, respectively.

declined slowly within PWs. We also find that some low-to-
high, nearby-state transitions occurred within PWs of low
pitch level. This demonstrated the sustaining phenomenon of
the log FO trajectory at the ending part of some PPhs. For
B2-2, it had both high-to-low and low-to-high state transi-
tions. For B2-1, B3, and B4, their low-to-high state transi-
tions showed clearly the phenomena of syllable log FO level
resets across PWs, PPhs, and BG/PGs. Compared with these
clear log FO level resets, the resets of B2-2 were insignifi-
cant. Combining the results shown in Figs. 5 and 7, we find
that B2-1 and B2-2 had different acoustic characteristics:
B2-1 had significant log FO reset with very short pause du-
ration, while B2-2 had longer pause duration with low or no
log FO reset.

From above findings, since the prosodic states defined in
our study mainly carry the full information of pitch-level
variation in the upper three layers of prosodic structure (PW,
PPh, or BG/PG), the prosodic-state model can roughly rep-
resent dynamic patterns of PW, PPh, and BG/PG and may be
applied to pitch contour generation in Mandarin TTS.

D. The break-syntax model

The break-syntax model P(B,|1,) was built by the deci-
sion tree method using the question set 0,. Figure 8 displays
the decision tree of the break-syntax model. The tree was
divided into four subtrees, 73—T6, by the three questions of
0,2.1.1 (PM?), 0,2.1.3 (minor PM?), and Q,1.3 (intra-
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FIG. 8. The decision tree of the break-syntax model. The bar plot associated
with a node denotes the distributions of these six break types (B0, B1, B2-1,
B2-2, B3, and B4, from left to right) and the number is the total sample
count of the node.

word?). It can be seen from the figure that the root node of
subtree 73, which corresponded to syllable juncture with mi-
nor PM, was mainly composed of B3 and B4. Similarly, the
root nodes of subtrees 74 and T5, corresponding to major
PM and intraword syllable juncture, were mainly composed
of B4 and BO0/BI, respectively. Due to the fact that the
break-type constituents of both 74 and 75 were pure, they
had very simple tree structures. On the contrary, subtree 76
was a miscellaneous collection of all other types of syllable
juncture without PM. So, it had the most complex tree struc-
ture.

Figure 9 displays the more detailed structures of these
four subtrees up to the fourth layer. From Figs. 9(a) and 9(b),
we find that nodes in 73 and 74 were mainly split by ques-
tions related to high-level linguistic features such as
0,3.3.19 (Is the length of the following syntactic phrase/
sentence greater than 6?) and 0,3.3.29 (Is the length of the
preceding syntactic phrase/sentence greater than 77?). As
shown in Fig. 9(c), T5 had two leaf nodes split by Q,1.1
(Does the following syllable have a null initial or initial in
{m,n,l1,r}?). The set associated with positive answer was
mainly composed of BO, while another set was mainly com-
posed of Bl. As shown in Fig. 9(d), 76 was constructed by
questions related to features of various levels, including
0,1.1, 0,2.4.18 (Is the preceding word “DE”?), 0,2.3.2
(Ts the preceding word a function word?), 0,3.3.24 (Is the
length of the preceding syntactic phrase greater than 2?), and
so on. We also find from Fig. 9 that the purities of the break-
type constituents were high for leaf nodes of 74 and 75,

< 876

FIG. 9. The more detailed structures of subtrees of (a) 73, (b) 74, (c) 75,
and (d) 76. Solid line indicates positive answer to the question and dashed
line indicates negative answer.

medium high for nodes of 73, and relatively low for most
nodes of 76. This implies that it is difficult to correctly label
(or predict) the break types of syllable junctures other than
intraword and those with major PM by the break-syntax
model using only linguistic features without the help of
acoustic cues.

E. Analyses of the labeled break types

Since the purpose of announcers’ broadcasting is to
propagate information accurately to the audience relying ex-
clusively on their audio perception, our well-trained infor-
mant skillfully manipulated as many segmental and prosodic
cues as possible, such as clear and precise articulation, stra-
tegic variations in the fundamental frequency, volume, syl-
lable length, and types of breaks. These prosodic information
carried in the utterance speech, in turn, reflects the infor-

TABLE II. Statistics of break types labeled for 121 prefixes and 195 suffixes.

Labeled break type BO Bl B2-1 B2-2 B3 B4 Total count
Prefix Preboundary 94 1289 460 545 193 5 2586
Postboundary 584 1475 344 178 5 0 2586
Suffix Preboundary 1046 2466 31 20 3 0 3566
Postboundary 307 1479 272 482 568 458 3566
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TABLE III. Statistics of break types labeled for the DE words.

Labeled break type BO B1 B2-1 B2-2 B3 B4 Total count
Preboundary 168 1600 146 1 0 0 1915
Postboundary 210 1035 331 294 41 4 1915

mant’s mental grammar, her Mandarin linguistic competence
that determines when to form a semantically appropriate
word chunk, a PPh, or a larger unit, and hence where and
how long a break in an utterance should be so that the infor-
mant’s speech would sound natural, informative, and atten-
tion attracting to the audience.

As a research based on our informant’s speech data rich
in the Mandarin prosodic cues, our break-type-labeling
model also can generate appropriate break types consistent
with native speakers’ psychological reality. To verify this
point, we examined the relationship between some special
groups of words/morphemes and their concurring break
types that both our break-type-labeling model and the ordi-
nary Mandarin native speakers would consistently produce.
These special groups of words/morphemes include (1) affix
morpheme; (2) DE; (3) Ng, Di, and T; (4) VE; (5) Caa and
Cb; and (6) P.*° The results are discussed in more detail as
follows.

1. Set of affix morpheme

It is well known that prefixes and suffixes are bound
morphemes that attach to their preceding or following heads
to form units of complex words. Since the resultant form
after combining the head and the affix is a unit, it is reason-
able to predict that the breaks at the boundaries between the
head and the affix tend to fall in BO or Bl types. These
phenomena were observed in our corpus. We found that
some Mandarin Chinese monosyllabic prefixes, such as bu-
un-, dis-, in-,” ke- ‘“-able,” wu- “un-, -less, without,”
etc.,"% tend to join the following heads to form legitimate
words as in bu-li “unfavorable,” bu-fang-bian “‘inconve-
nient,” ke-wu “detestable,” ke-sing “feasible,” wu-sian “lim-
itless,” and wu-shuang “unparalleled.” Similarly, by attach-
ing monosyllabic suffixes, such as -bian ‘“side,” -zhe “-er,
-or,” -hua “-ize,” etc., to the preceding roots, we can derive
complex words as in [u-bian “roadside, curb,” he-bian “riv-
erside,” zuo-zhe “author, writer,” sing-zhe “religious prac-
ticer,” gung-yie-hua ‘“‘industrialize,” and min-zhu-hua “de-
mocratize.”

113

Table II lists the statistics of the break types labeled for
the syllable boundaries of 121 prefixes and 195 suffixes. It
can be seen from the table that 79.6% of the postsyllable
boundaries of these 121 prefixes and 98.5% of the presyl-
lable boundaries of these 195 suffixes were labeled as BO or
B1. These prosodic findings reflect the fact that morphologi-
cally the combination of head and affix generates a lexical
unit, and thus the break between them is determined to be the
break type of intra-PW category by our method. The results
were also consistent with some rules found in Refs. 59, 60,
and 63.

2. Word set of DE

The words in the DE set particularly refer to de, zhe, and
di, which serve multifunctions including a possessive
marker, an adjective marker, and an adverbial marker.%’ They
are characterized by the fact that a DE word can combine
with a wide range of preceding syntactic constituents to form
a possessive adjective as in a noun phrase (NP)-de structure:
xue-sheng-de quan-li “students’ right” to derive an adjective
phrase as in a verb phrase (VP)-de structure: se-siang-zhe gin
“nostalgia” or to function as an adverbial phrase as in a
DM-de structure: ke-ren yi-bo-bo-di yong-jin-dien-lai “guest
were flocking to the shop.” Despite the variety of the preced-
ing constituent, a DE word, similar to a suffix, builds closer
connection with its preceding constituent to form a larger
syntactic unit; consequently, it is predictable that the break at
the DE words’ preboundary position tends to fall into BO and
B1, which means a pause is hardly to be perceived at this
juncture. It is also reasonable to infer that due to a looser
connection between the DE words and the following con-
stituent, less BO and B1 would occur at the postboundary
position.

The statistics in Table III indicates that the distribution
of the break types labeled by our model just conformed with
our anticipation; while 92.3% preboundary breaks of the DE
words were B0 and B1, only 65% postsyllable boundaries of
the DE words fell into the same types, which suggests that
for the DE words, the majority of the neighboring breaks are
unperceivable, and in most cases only at the postboundary

TABLE IV. Statistics of break types labeled for the word sets of Ng, Di, and T.

Labeled break type BO B1 B2-1 B2-2 B3 B4 Total count
Ng Preboundary 97 420 19 12 0 2 550
Postboundary 26 81 17 58 245 123 550
Di Preboundary 107 83 12 1 0 2 205
Postboundary 30 68 36 41 11 19 205
T Preboundary 89 84 14 11 0 0 198
Postboundary 0 5 1 2 22 168 198
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TABLE V. Statistics of break types labeled for word set of VE.

Labeled break type BO B1

B2-1

B2-2 B3 B4 Total count

Postboundary 63 177

99

108 159 234 840

position can perceivable breaks be sensed. This result also
matched the findings in Refs. 59, 60, and 63.

3. Word sets of Ng, Di, and T

Ng, Di, and T represent the word sets of Mandarin Chi-
nese localizers, aspectual adverbs, and palrticles,65 respec-
tively. The distinctive shared feature of these sets of words is
that almost all the words are no longer than two syllables in
length and that when combining with other syntactic con-
stituent to form a larger phrase, they are all positioned at the
end of the derived phrase, such as san-tian hoy, “three days
latter,” kai-hui dang-zhungp; “while the meeting is being
held,” and bu-qu le-mat “not going?.” Due to the character-
istic of being postpositioned in a phrase, these words are
inclined to be incorporated with their preceding constituents,
and predictably barely any pauses can be perceived at the
preboundary position. The statistic results listed in Table IV
indicate that our model’s break-labeling performance just ex-
actly met our expectation. As high as 94%, 93%, and 87% of
the presyllable boundaries of the words in this category were
labeled as BO or B1.

On the other hand, it is also interesting to find that for
the breaks at the postsyllable boundaries, 67% and 96% of
them were labeled as B3/B4 especially for the Ng-set and
T-set words, respectively. Further investigation reveals that
most of the longer breaks were caused by a following PM, an
index representing the occurrence of a detectable pause. Be-
sides, because the T-set words are phrasal or sentential final
particles and hence are highly likely to be followed by a PM,
a much higher ratio of B3/B4 could be found.

4. Word set of VE

VE represents a class of transitive verbs that take a sen-
tence as the object, such as ren-wei “to suppose/think/believe
(that),” gan-dao “to feel (that),” biao-she “to show/indicate/
mean/suggest (that),” etc.” It is evident that since the mes-
sage carried in a sentential object, compared to a NP object
for example, demands longer time to process mentally before
being accurately expressed, a longer pause is reasonably an-
ticipated to occur after a VE verb for information operation.
Based on the statistic results listed in Table V, on the whole
72% postword boundaries of the VE verbs were labeled as
breaks with distinctly audible pauses, namely, B2-1, B2-2,

B3, or even B4, another quite favorable evidence that the
break types labeled by our model were consistent with the
pause duration people usually take in their utterances.

However, it cannot be neglected that no less than 28%
postword boundaries of the VE verbs were labeled as B0 or
B1, implying that seemingly our model still generated quite a
few unexpected break types for the VE verbs. Further obser-
vation of the data, nevertheless, found two main reasons to
account for this discrepancy of labeling. First, besides a sen-
tential object, part of the VE verbs could also take a NP
object, so the breaks occurring before a NP object were pre-
dictably shorter than before a sentential object. The other
reason for the occurrence of BO/B1 after a VE verb is that to
express attitudinal, temporal, spatial, or manner information
about a VE verb, a small word from the DE, Di, Ng, or T sets
(such as de, zhe, le, guo, etc.) was attached to the verb, and
this attachment and the close connection between the small
word and the VE verb caused no need to pause at the junc-
ture. However, the originally expected long pause (B3/B4)
after the VE verb did not actually disappear; it was retained
and only lagged behind to occur after the VE verb.

5. Word sets of Caa and Cb

Caa and Cb are two subcategories of Mandarin conjunc-
tions, representing conjunctive conjunctions and correlative
conjunctions,65 respectively. In the case of Caa, the argu-
ments linked by the Caa conjunctions are words or phrases
of identical syntactic categories and are usually associated in
their meaning as in fengy hec,, yuy “wind and rain,” reyy
hia-shic,, lengyy “hot or cold,” sine, Zhicag Shiney Stins “from
four to ten years old,” and the like. Upon observation, we
found that people usually tend to take a longer pause at pre-
word boundary than at the postword context, forming a sen-
sible rhythmic variation and hence facilitating message de-
livery. The statistics of the labeling results in Table VI
informs us that 90% of the Caa preboundary breaks were not
shorter than B2-2, while, on the contrary, 98% of the post-
word breaks were not longer than B2-2, a labeling outcome
verifying our observation of the Caa words’ neighboring
breaks; that is, longer pauses tended to occur at the boundary
between the preceding argument and the conjunction. The
results matched some findings in Ref. 38.

On the other hand, the Cb conjunctions function to join

TABLE VI. Statistics of break types labeled for word sets of Caa and Cb.

Labeled break type BO B1 B2-1 B2-2 B3 B4 Total count
Caa Preboundary 5 32 1 127 214 26 405
Postboundary 52 104 157 85 7 0 405
Cb Preboundary 61 46 23 39 168 512 849
Postboundary 135 284 166 95 150 19 849
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TABLE VII. Statistics of break types labeled for word sets of P07 and P21.

Labeled break type BO B1 B2-1 B2-2 B3 B4 Total count
P07 Preboundary 0 39 0 9 32 9 89
Postboundary 8 38 34 9 0 0 89
P21 Preboundary 1 168 12 24 88 53 346
Postboundary 27 79 208 28 4 0 346

two clauses—a syntactic unit much larger than Caa’s
arguments—into a compound sentence, and therefore have
higher potential to be preceded or followed by a PM in writ-
ten texts to delimit the domain of a clause or a sentence; in
read speech the occurrence of a PM elicits the announcer to
take a longer pause to index a message transition or a piece
of new message is coming. Our statistic results show that in
the case of Cb conjunctions 80% of the preword boundaries
and 20% of the postword boundaries were labeled as B3/ B4,
which means much more PMs occurred before Cb conjunc-
tions than afterward.

6. Word set of P

P represents the class of Chinese prepositions, which
precede a required argument and together play several se-
mantic roles and indicate various relationships such as time,
location, tool, purpose, etc. Although Chinese Knowledge
and information Processing (CKIP) categorizes prepositions
into 65 types,65 only 13 types are active in the Sinica Tree-
bank corpus. As for the adjacent pause of a preposition, it is
reasonable to expect that due to the close connection of a
preposition and its following argument, the pause at the post-
word boundary tends to be short. For convenience of illus-
tration, only ba/jiang (labeled as P07) and zai (labeled as
P21), two typical and most frequently used prepositions, are
selected out as the representative examples for discussion.

The statistic results in Table VII show that on the whole
for both ba/jiang and zai about 90% of the postword bound-
aries were labeled as breaks no longer than B2-1 (a break
type caused by a pitch jump instead of lengthened pause
duration), which indicates that the pauses at this juncture
were either unperceivable or tending to be very short, again
another confirmation of our model’s sound labeling job. Be-
sides, a closer look at the distribution of break-type percent-
ages reveals that as high as 49% and 69% of the postword
breaks were B2-1 for ba/jiang and zai, respectively. This
statistics reflected our informant’s idiosyncratic style of ar-
ticulating prepositional phrase; namely, besides leaving no
pauses, she often made a pitch jump between a preposition
and the following argument to cause a sensible short pause.

On the other hand, as far as the labeling at the preword
boundary is concerned, most labels were either Bl or B3/B4;
that is, 46% and 41% of the labels were B3/B4 and 44% and
49% of them were Bl for ba/jiang and zai, respectively,
which suggests that our informant either took quite a long
pause or just no pause at the preword position. To explain
this phenomenon, further examination on the data containing
these two prepositions revealed that the informant’s long
breaks (B3/B4) before a preposition were contributed by a
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left PM, and in the remained cases she usually took no pause
at this position.

F. Analyses of prosodic constituents

Based on the break-type labeling, we can divide the syl-
lable sequence of each utterance into three types of prosodic
constituents (i.e., PW, PPh, and BG/PG) to form a four-layer
prosodic structure. Statistics in Table VIII shows that the
average lengths for these three types of prosodic constituents
are, respectively, 3.17 syllables or 1.85 lexical words (LWs)
for PWs; 6.98 syllables, 4.02 LWs, or 1.69 PWs for PPhs;
and 16.69 syllables, 9.62 LWs, 4.07 PWs, or 1.94 PPhs for
BG/PGs.

According to the histograms displayed in Fig. 10, the
length of each of these three prosodic constituents spans,
respectively, from 1 to 12 syllables for PWs, from 1 to 33
syllables for PPhs, and from 1 to 99 syllables for BG/PGs.
Besides, the histograms also reveal that quite a few PPhs and
BG/PGs, whose average lengths are supposed to be about
6.98 and 16.69 syllables, respectively, are nevertheless no
longer than three syllables in length. Further investigation
into these oddly short PPhs and BG/PGs indicates that the
main reason lies in several special structure patterns of these
constituents that require a long pause to highlight their
prominence for successful information processing. First of
all, in the case of short BG/PGs, defined as a sequence of
syllables bounded by a B4 on both sides, many of the par-
ticularly short BG/PGs, actually consisted of a monosyllabic
subject and VE verb, which, as discussed in Sec. IV E 4, due
to its sentential object was tending to be followed by a long
break up to B4; accordingly, bounded by a B4 on both sides,
the structure pattern of a subject plus a VE verb, both mono-
syllabic in length, could generate as many short BG/PGs, as
possible.

As for the cases of short PPhs, defined as a sequence of
syllables delimited by (1) a B3 at both sides or (2) a B3 and
a B4 at each side, respectively, most of the B3s or B4s
bounding the very short PPhs were actually caused by the

TABLE VIII. Statistics of three types of prosodic constituents. Value in
parentheses denotes standard deviation.

Prosodic constituent

Average length

in PW PPh BG/PG
Syllable 3.17(1.74) 6.98(3.48) 16.69(9.49)
Lexical word 1.85(1.03) 4.01(2.17) 9.62(5.43)
PW 1.00 1.69(1.55) 4.07(2.90)

PPh X 1.00 1.94(1.75)
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FIG. 10. Histograms of lengths for BG/PG, PPh, and PW.

existence of PMs that cued long pause duration. Table IX
shows the statistic results of the short PPh instances with
respect to the existence of PMs at their two endings. As
shown in the table, 66% of one-syllable PPhs were bounded
by PMs on both sides, and most of them were numbers that
were used to enumerate events. On the other hand, in the
case of two- or three-syllable PPhs, on the whole about 84%
of them were delimited at least by a left-sided PM, which
means that the majority of these PPhs occurred at the begin-
ning of a sentence. In terms of the internal structure of the
two-syllable PPhs, 91% of them were bisyllabic LWs func-
tioned to express transitional relationships like contrast,
comparison, reinforcement, or addition. As for the three-
syllable PPhs, their structures were either a topicalized tri-
syllabic noun or any phrasal structure composed of two
smaller syntactic elements as in a subject-VE structure (wo
ren-wui “I suppose”), a preposition-noun structure (you
Chung-qing “from Chung-qing”), a noun-localizer structure
(hun-zhan zhong “in the scuffle”), etc., and the long pauses
adjacent to these PPhs were, on the informant’s part, strate-
gies to cause prominent stress on these short phrases, and on
the audience’s part, offered the listeners longer time to pro-
cess and catch the information with least distortion.

G. Pitch patterns of prosodic constituents

We then explored the log FO patterns of the three pro-
sodic constituents of PW, PPh, and BG/PGs,. First, we ex-
tracted the prosodic-state patterns from the observed pitch
contour, sp,,, by eliminating the influence of the current tone,
the coarticulations from the two nearest neighboring tones,
and the global mean, i.e.,

TABLE IX. Count of short PPh instances with respect to the existence of
PM at their two endings.

PPh length in syllable

pm, = Spn(l) - Brn(l) - Bgn_],ll)n_l(l) - B]Z?n,tpn(l)

—p(l) for1<sn<N, (13)

where x(1) denotes the first dimension of vector x. A se-
quence of pm,, delimited by B2-1/B2-2/B3/B4 at both sides
is regarded as a prosodic-state pattern formed by integrating
the log FO mean patterns of the three prosodic constituents
we considered. A model of prosodic-state pattern is therefore
defined by

pm, =pm, + Bew + Bepn, + BrareG, - (14)

where pm), is the residual of log FO mean at syllable n and
,BPWn, Bpphn, and BBG/pGn are the log FO patterns of PW, PPh,
and BG/PGs, with PW,=(i,j), PPh,=(i,j), and BG/PG,
=(i,j) denoting that syllable n is located at the jth place of
an i-syllable PW, PPh, and BG/PGs, respectively. The model
was trained by a sequential optimization procedure. After
well training, the variances of sp,(1), pm,, and pm/, were
883.7X 107%, 359.1 X 107, and 191.2X 1074, respectively.
Hence, the total residual error (TRE), which is the percent-
age of sum-squared residue over the observed sum-squared

Count of PPh instances 1 2 3 of B
005 * .
No PMs on both sides 5 38 56
PM on right side only 1 8 28 T R S T S R S T S SR S
PM on left side only 6 254 178 L P e P
PMs on both sides 23 159 121
Total 35 459 383 FIG. 11. The log FO patterns of (a) BG/PG, (b) PPh, and (c) PW. The special
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TABLE X. Correlations between unsupervised and human-labeled breaks.

Human

unsupervised bl b2 b3 b4 Total
BO 836 207 9 0 1052
B1 1970 726 70 0 2766
B2-1 81 313 53 1 448
B2-2 20 93 227 12 352

B3 0 0 137 260 397

B4 0 0 4 265 269

B, 0 0 0 42 42
Total 2907 1339 500 580 5326

log FO mean, is about 21.6% by the current representation.

Figure 11 displays the patterns of Bpw, > Bpen» and
,BB(;,PGn with different lengths. It is noted that only the pat-
terns calculated using more than 20 instances of prosodic-
state patterns are displayed because we want to know their
general log FO patterns. It can be found from Fig. 11(a) that
all Bggpg had declining patterns with dynamic range span-
ning approximately from —0.1 to 0.1. Moreover, most of
them had short ending resets. From Fig. 11(b), we find that
short Bpp, had rising-falling patterns, while long Bpp, had
rising-falling-sustaining-falling patterns. Moreover, they had
smaller dynamic range spanning approximately in
[-0.07,007]. Lastly, we find from Fig. 11(c) that short Bpy
showed high-falling patterns, while long Bpw showed
falling-sustaining-falling patterns. Their dynamic range
spanned approximately from —0.1 to 0.1.

From above analyses, we find that the prosodic-state
tags possess rich information to represent the high-level pro-
sodic constituents of the four-layer prosodic structure defined
in this study. All these three types of log FO patterns gener-
ally agree with the findings of previous studies on intonation
patterns of Mandarin spf:ech.55’63’67’68 The superposition pat-
terns Bppn+ Beapg. and all these three patterns (Bpw. Bpphs
and Bpgpg), resembled the intonation patterns reported in
the studies Tseng and co-workers®~"? and the study of Chen
et al.* respectively. Furthermore, with this prosodically
meaningful finding, these quantitative prosodic constituent
patterns combining with the APs of tone and coarticulation
(i.e., B, and ﬁg’lp/ ﬁg,lp) can be used in Mandarin TTS to
generate pitch contour if all break type can be properly pre-
dicted from the input text. However, due to the fact that the
errors of the current representation are still high, a further
study to explore a more efficient representation is worth-
while doing in the future.

H. A comparison with human labeling

To further evaluate the performance of break labeling of
the proposed method, a part of the Sinica Treebank corpus
used in this study was labeled cooperatively by two experi-
enced labelers working in the Phonetics Laboratory, Depart-
ment of Foreign Languages and Literatures of National
Chiao Tung University. The annotated dataset consisted of
42 utterances with 5326 syllables. The labeling system used
was a ToBI-like one developed by the laboratory, which rep-
resents the Mandarin speech prosody by a four-layer struc-
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ture containing syllable, PW, intermediate phrase, and into-
nation phrase. These four prosodic constituents are delimited
by four break types of b1, b2, b3, and b4, respectively. Here
b1 represents an implicit nonbreak index, b2 is a perceivable
break index for PW boundary, b3 is a minor-break index, and
b4 is a major-break index.

Table X displays the correlation matrix of the break in-
dices labeled by the two methods. It can be found from Table
X that 97.8% of human-labeled b4s, i.e., major breaks, were
labeled as break indices of phrase or utterance boundaries
(i.e., B3, B4, or B,) in our method, and 96.5% of bls, i.e.,
nonbreaks, were labeled as indices of SYL boundaries within
PW (i.e., BO or Bl). This indicates that the two labeling
methods were consistent for the two extreme cases of non-
break and major break. It is also observed from the table that
b3s mainly (73.6%) corresponded to break indices =B2-2,
suggesting that the intermediate phrase boundaries in manual
labeling, defined and perceived by the labelers as a minor
break, were, to quite a certain extent, consistently judged as
a clearly perceived short pause (B2-2) or medium pause (B3)
in our labeling. However, in the cases of b2, 69.7% of them,
defined as perceivable breaks, inconsistently corresponded to
nonbreaks (BO or B1) in our scheme. To account for such
inconsistency, a statistics on the internal morphological and
syntactic structures of the PWs delimited by B2 and b2
shows that (1) while as high as nearly 69.3% of PW-LW
correspondence occurred in the human labeling, 40.0% of
such correspondence was found in our method, and (2) while
41.2% of the PWs labeled by our method was cases of com-
pound words or long phrases composed of at least four syl-
lables, only 2.2% of the PWs in the similar types was judged
by the labelers. This significant discrepancy in the demarca-
tion of PWs between these two methods suggests that label-
ers, though trained to listen to the prosodic cues with visual
aids of graphic user interface to label the breaks, tended to
subjectively treat LWs as PWs or as pronunciation units
rather than objectively and exclusively relied on the actual
prosodic features in prosodic labeling. This inclination obvi-
ously resulted in shorter average lengths of prosodic con-
stituents in human labeling. Figure 12 displays the histo-
grams of length of the prosodic constituents formed by the
two labeling methods. It can be found from the figure that
the average lengths of PWs, PPhs, and BG/PGs labeled by
our method were indeed longer than human-labeled PWs,
intermediate phrases, and intonational phrases, respectively.

From the perspective of prosodic features, it can be
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FIG. 12. The histograms of length of the prosodic constituents formed by
(a) the human labelers and (b) the proposed methods. The numbers in ()
represent the average length of prosodic constituents.

found from Figs. 13(a) and 13(b) that the similar histograms
of pause duration and normalized pitch jump in the same
rows represented labeling consistency in our method, while
the distinguishable histograms in the same columns ex-
pressed labeling inconsistency in human labeling. Further-
more, Table XI displays symmetric Kullback-Leibler”?
(KL2) distances for the two break labeling methods to mea-
sure the difference between two acoustic feature distributions
that belong to different break indices labeled by the same
method. It can be found from Table XI that the KL2 dis-
tances for the proposed unsupervised method were generally
greater than those of human labeling. Moreover, we find
from Table XI(a) that the KL2 distances of pause duration
were relatively large for all break index pairs of the proposed
method except (B1,B2-1); nevertheless the KL2 distances of
normalized pitch jump for (B1,B2-1) were large. On the
contrary, we find from Table XI(b) that the KL2 distances of
both acoustic features were low for (b1,52) of human label-
ing. This confirms that the six break types BO—B4 in our
labeling have distinct characteristics of acoustic features but
the break types in human labeling have less discriminated
ones. Specifically, B4 has very large pause duration and sig-
nificant pitch reset, B3 has large pause duration and pitch
reset, B2-2 has medium pause duration, B2-1 and Bl have
small pause duration but B2-1 has significant pitch reset and
B0 has almost no pause duration. This property will be ad-
vantageous to our labeling method on those prosody model-
ing applications using acoustic features.

I. A labeling example

A typical example displaying the labeling results of the
beginning part of a long utterance by the two methods is
given in Fig. 14. We first examined the labeling results of our
method. From Fig. 14(a), we find that the three PMs were
labeled as two B3 and B4. One other B3 without PM ap-
peared at the right boundary of a nine-syllable NP. Besides,
there existed five B2-1 and four B2-2. They all appeared at
interword junctures. We also find from Fig. 14(b) that all
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FIG. 13. The histograms of (a) pause duration (in seconds) and (b) normal-
ized pitch jump (in log FO) for syllable-juncture instances belonging to sub-
groups with different break-index pairs labeled by the two methods.

three B3 and five B2-1 had clear normalized log FO reset.
Moreover, the curve of integrating APs of prosodic state and
the global mean of pitch level showed smoother PW patterns
derived via removing the tone and coarticulation effects from
the observed zigzag curve of log FO mean. We then com-
pared the results of the two labeling methods. It can be found
from Fig. 14(a) that aside from giving indices of breaks to all
the above-mentioned breaks labeled by our method, human
labelers gave four additional breaks to divide the nine-
syllable-NP (xing-zheng-yuan zhu-ji-chu de tong-ji) PW into
three PWs, and the two four-syllable compound-word PWs,
“jin-kou (import) jin-e (the amount of money)” and “qu-nian
(last year) fong-gi (the same period),” into four two-syllable
words. To justify whether the deletions of these four human-
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TABLE XI. KL2 distances measuring the difference between two acoustic feature distributions that belong to
different break indices labeled by the same method: (a) the proposed method and (b) human labeling. Upper and
lower triangular matrices represent KL2 distances for pause duration and normalized pitch jump, respectively.

BO B1 B2-1 B2-2 B3 B4
(a) BO 2.63 3.39 23.59 2342 22.77
B1 0.19 0.16 14.21 23.28 22.66
B2-1 4.59 4.87 11.92 21.17 20.62
B2-2 0.52 0.72 2.79 13.84 18.85
B3 1.66 2.12 1.25 1.43 12.71
B4 3.69 4.18 0.36 2.50 0.88
bl b2 b3 b4
(b) bl 0.12 6.83 23.16
b2 0.24 6.07 22.10
b3 0.60 0.36 10.56
b4 2.05 1.20 0.82

labeled breaks were reasonable, we examined the pause du-
rations of these four word junctures and the normalized pitch
patterns of the three integrated PWs. The pause durations
were 12, 40, 22, and 1 ms. Obviously, they were all not
significant. Besides, as seen in Fig. 14(b) all the three nor-
malized pitch patterns of nine-syllable-NP PW and two four-

PP "
P43 kIR yiju B2-1/b2 )
NP Nch: FE] wo-guo  B2-1/h2
NP - DE Kl
NP Ny HE O] chukou B2-2/b3
Nea:{T EZfT wingzheng-yuan b2 Caa: B i B2-1/2
NCb:FFHEE zhuji-chu Nv1: S jin-kou 0
DE:#Y de b2 Nad: 58 jin-e B3/b3
Nad: #{51 tong-ji B3/b4 Lpp
' P49: EER bigi B2-1/b2
NP P
tNdahc:-f-ﬁfﬁ shi-yue-fen B2-2/b2 Ndaba: Z£4E qunien 62
N ) Nac: [B]HH tong-gqi B2-2/63
Ndabd: — w1 I-Dab: 1 jun
Ecaa’ | deo B2-1/b2 L phah: %5 you B2-2/2
Ndabel: =+~ er-shiri B LVHIGHETN zengia B4/b4

(@)

55 | xin . i : oo
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FIG. 14. An example of the automatic prosody labeling. (a) Syntactic trees
with prosodic tags: uppercase B and lowercase b for break index labeled by
our method and the human labeler, respectively, and (b) syllable log FO
means: observed (open circle) and prosodic state+global mean (close
circle). Solid/dashed/dotted lines represent B3/B2-1/B2-2, respectively.
The utterance is “yi-ju (according to) xing-zheng-yuan (the Executive Yuan)
zhu-ji-chu (Directorate-General of Budget, Accounting and Statistics) de
(DE) tong-ji (statistics), shi-yue-fen (October) yi (1st) dao (to) er-shi-ri
(20th), wo-guo (our country) chu-kou (export) ji (and) jin-kou (import) jin-e
(the amount of money) bi-gi (in comparison with) qu-nian (last year) tong-qi
(the same period) jun (both) you (to have some) zeng-jia (increase).
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syllable compound-word PWs were smooth. So the deletions
of these four breaks by our method seemed reasonable.

V. CONCLUSIONS

In this paper, a new approach of joint prosody labeling
and modeling for Mandarin speech has been proposed. It first
employed four prosodic models to describe the relationship
of two types of prosodic tags to be labeled with the input
acoustic prosodic features and linguistic features, and then
used a sequential optimization procedure to determine all
prosodic tags and estimate the parameters of the four pro-
sodic models jointly using the Sinica Treebank speech cor-
pus. Experimental results showed that the estimated param-
eters of the four prosodic models were able to penetratingly
explore and appropriately describe the hierarchy of Mandarin
prosody. First, the syllable pitch contour model was able to
interpret the variation in syllable pitch contour controlled by
such affecting factors as lexical tones, adjacent breaks, and
prosodic state. Next, the prosodic-state model was developed
to clearly describe the declination effect of log FO level
within PW and the resets across PW, PPh, and BG/PG, and
hence to extract the pitch patterns of each prosodic constitu-
ent. Then, the break-acoustics model could demonstrate the
distinct acoustic characteristics for each of the six break
types. The last model, the break-syntax model, was built to
express the general relationship between the break type and
the linguistic features of various levels. Besides, the perfor-
mance of our models was further confirmed by the corre-
sponding relationships found between the break indices la-
beled and their associated words which served as evidences
to manifest the connections between prosodic and linguistic
parameters, and it was also verified by our more consistent
and discriminative prosodic feature distributions than those
in human labeling by a quantitative comparison. In conclu-
sion, the method we proposed to develop the joint prosody
labeling and modeling for Mandarin speech was able to con-
struct interpretive prosodic models and generate prosodic
tags that were automatically and consistently labeled.

Some future works are worth doing. First, the syllable
pitch contour model can be extended to jointly model syl-
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lable pitch contour, syllable duration, and syllable energy
level simultaneously. Second, the database with prosodic
tags being properly labeled can be used to exploit the hier-
archical structure of Mandarin prosody in more detail. Third,
the break-syntax model can be extended to consider more
linguistic features and applied to the problem of break-type
prediction from linguistic features. Fourth, the break-
acoustics model can be extended to include more acoustic
and linguistic features and applied to the problems of speech
segmentation and punctuation generation. Lastly, the four
prosodic models can be used to provide useful prosodic in-
formation to assist in ASR.

ACKNOWLEDGMENTS

This work was supported by the NSC of Taiwan under
Contract Nos. NSC95-2218-E-002-027 and NSC95-2752-
E009-014-PAE. The authors would like to thank Academia
Sinica, Taiwan for providing the Tree-Bank text corpus, and
Dr. Ho-Hsien Pan of Phonetics Laboratory, Department of
Foreign Languages and Literatures of National Chiao Tung
University, Taiwan for her generous and helpful assistance in
manually labeling our experimental database.

APPENDIX: THE ALGORITHM TO DETERMINE ALL
THRESHOLDS OF THE DECISION TREE FOR
INITIAL BREAK LABELING

1. Determinations of Th1, Th2, and Th3

Thl, Th2, and Th3 are pause-duration thresholds set to
sequentially distinguish B4, B3, and B2-2/B1 with signifi-
cant pause duration from other break types. First, the two
gamma distributions for B3 and B4 are estimated using two
clusters of pause duration samples of syllable juncture with
PM clustered by VQ. The one with larger mean is regarded
as the distribution for B4, and another is for B3. We then
construct an empirical gamma distribution of pause duration
Ssoz1(pd) for BO/B1 by using all samples of intraword junc-
ture. An empirical distribution of pause duration f,.,(pd) for
B2-2 is then constructed by using all samples of interword
juncture without PM but with apparent pause. Here, the con-
dition of apparent pause is evaluated based on the criterion
of fgs(pd,) > fsoz1(pd,) which can exclude non-PM inter-
word samples with pause duration similar to those of BO/B]1.
Lastly, the thresholds Th3, Th2, and Th1 are set as the equal-
probability intersections of fp51(pd), f52.2(pd), fz3(pd), and

fpa(pd).

2. Determination of Th5

The pitch jump threshold ThS is set to distinguish be-
tween B2-1 and B0O/Bl. We first define the normalized
log FO level jump by

&= (sPui(D) = B, (1) = (sp,(1) = B, (),

where x(1) denotes the first dimension of vector x. It is noted
that the APs of five tones, ,, can be estimated in advance
before break-type labeling by simply averaging all samples
of each tone. Then two empirical Gaussian distributions of
normalized log FO level jump, fi (&) and fpp(€), for intra-

(A1)
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word and PM junctures are constructed using all samples of
intraword syllable junctures and all PM junctures, respec-
tively. We then construct an empirical Gaussian distribution
of normalized log FO level jump fz,.,(€) for B2-1 by using
all samples of interword junctures without PM but with ap-
parent normalized log FO level jump. The condition of ap-
parent normalized log FO level jump is evaluated based on
the criterion of fpym(&,) > finwa(§,) Wwhich can  exclude
non-PM interword junctures with normalized log FO level
jump similar to intraword juncture. Lastly, the threshold Th5
is set as the equal-probability intersection of fi,.(€) and

I821(8).

3. Determinations of Th4 and Thé

The FO pause duration threshold Th4 and the energy-dip
level threshold Th6 are set to distinguish between B0 and B1.
Basically, B1 should have very short FO pause duration and
large energy-dip level because it represents tightly coupling
syllable juncture. So, we simply set Th4 to be 1 frame
(=10 ms). For Th6, the two Gaussian distributions for B0
and B1 are estimated using two clusters of energy-dip level
samples of intraword juncture clustered by VQ. Then, the
threshold Thé6 is set as the equal-probability intersection of
the two Gaussian distributions.
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