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Abstract

Image processing and computer vision are the studies of how computers can perceive
and understand the interesting information abouf the world surrounding human beings by
automatically extracting and analyzing: observed images, image sets, or video sequences
using theoretical and algorithmic computations. Object extraction and analysis is one of the
important applications of image processing and computer vision. Among the applications of
object extraction and analysis, document image analysis (DIA) is the one that provides many
valuable applications in document analysis and understanding, such as optical character
recognition, document retrieval, and compression. Vision-based techniques of driver
assistance and autonomous vehicle navigation systems are emerging practical applications as
well. It aims at detecting and recognition the vehicular objects in the road environment for
driver assistance and autonomous vehicle guidance. As well as the security issues in modern
life, digital video monitoring is also a promising application. In this dissertation, we will
present several algorithmic, practical, and integrated methods and systems for the

above-mentioned applications based on image processing and computer vision techniques.
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Firstly, Chapter 2 presents an efficient automatic multilevel thresholding method for
image segmentation. An effective criterion for measuring the separability of the homogenous
objects in the image, based on discriminant analysis, has been introduced to automatically
determine the number of thresholding levels to be performed. Then, by applying this
discriminant criterion, the object regions with homogeneous illuminations in the image can
be recursively and automatically thresholded into separate segmented images. This proposed
method is fast and effective in analyzing and thresholding the histogram of the image. In
order to conduct an equitable comparative performance evaluation of the proposed method
with other thresholding methods, a combinatorial scheme is also introduced to properly

reduce the computational complexity of performing multilevel thresholding.

In Chapter 3, we propose a new method, namely the multi-plane segmentation approach,
for segmenting and extracting textual objects from various real-life complex document
images. The proposed multi-plane segmentation approach first decomposes the document
image into distinct object planes .to extract and separate homogeneous objects including
textual regions of interest, non-text objects“such as graphics and pictures, and background
textures. This proposed approach processes document images regionally and adaptively
according to their respective local features. Hence detailed characteristics of the extracted
textual objects, particularly small characters with thin strokes, as well as gradational
illuminations of characters, can be well-preserved. Moreover, this way also allows
background objects with uneven, gradational, and sharp variations in contrast, illumination,

and texture to be handled easily and well.

Next, an effective method for detecting vehicles in front of the camera-assisted car
during nighttime driving is presented in Chapter 4. This proposed method detects vehicles
based on detecting and locating vehicle headlights and taillights by using techniques of image
segmentation and pattern analysis. First, to effectively extract bright objects of interest, a fast
bright object segmentation process based on automatic multilevel histogram thresholding is
applied on the grabbed nighttime road-scene images. This automatic multilevel thresholding

approach can provide robustness and adaptability for the detection system to be operated well

v



on various illuminated conditions at night. Then the extracted bright objects are processed by
a rule-based connected-component analysis procedure, to identify the vehicles by locating
and analyzing their vehicle light patterns, and estimate the distance between the detected

vehicles and the camera-assisted car.

In Chapter 5, we present a wavelet-based approach to compressing video, with high
speed, high image quality and high compression ratio. Using the sequential characteristics of
surveillance images, this method applies the low-complexity zero-tree coding, which costs
low memory, to develop an algorithm for encoding and decoding video, which significantly
improves the speeds of compression and decompression and maintains images of high quality.
Based on this low-complexity and low-memory-cost wavelet-based coding scheme and
motion compression strategy, the proposed video codec achieves high vision quality, high
compression speed and high compression ratio. Then the ActiveX COM component
technique is also implemented and dintegrated with-the proposed video codec to realize
multimedia, internet applications and many other video-intensive applications. Furthermore,
an intelligent surveillance system, which integrates the proposed wavelet-based video codec,
computer peripherals and mobile communication, is-also presented in this chapter. Finally, we

give a brief conclusion and future works in Chapter 6.
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Chapter 1. INTRODUCTION

Image processing and computer vision are the studies of how computers can perceive
and understand the interesting information about the world surrounding human beings by
automatically extracting and analyzing observed images, image sets, or video sequences
using theoretical and algorithmic computations [1]-[3]. Object extraction and analysis is one
of the important applications of image processing and computer vision. Among the
applications of object extraction and analysis, document image analysis (DIA) is the one that
provides many valuable applications in document analysis and understanding, such as optical
character recognition, document retrieval, and compression [4][5]. Vision-based techniques
of driver assistance and autonomous .vehicle navigation systems are emerging practical
applications as well. It aims at detecting and recognition the vehicular objects in the road
environment for driver assistance and autonomous vehicle guidance [6]-[9]. As well as the
security issues in modern life, digital'video monitoring:is also a promising application. In this
dissertation, we will present several algorithmic, practical, and integrated methods and
systems for the above-mentioned applications based on image processing and computer

vision techniques.

1.1 Motivation

Extraction of objects from observed images using image thresholding techniques is
useful for in the early processing stages of a vision system [10][11]. To-date, many
researchers have developed valuable thresholding techniques [12]-[26] for applications that
include image segmentation, pattern recognition and document analysis, among others. The

conventional concept of most of these methods is that the thresholding is carried out as a

1



simple classification procedure that the pixels of the image are assigned to two classes,
foreground object pixels and background pixels. Hence most of them were developed for
effectively adoption on bi-level thresholding process. The surveys and comparative
performance testing studies of these methods was presented in the remarkable works of
Sahoo et al. [10] and Lee et al [11]. Besides, in Trier and Jain’s work [27][28], a
goal-directed evaluation methodology has been proposed for performance testing on the
thresholding methods based on judgment of the recognition performance of conducting OCR
process on the binarization results obtained by these methods. The conventional thresholding
techniques are all based on finding the threshold value which achieves the optimal condition
of the criterion functions. Indeed, they are effective in bi-level thresholding. However, when
the number of desired thresholds increases, the computation needed to obtain the optimal
threshold values is substantially increased and the search to achieve the optimal value of the
criterion functions is particularly .exhaustive.  Another problem associated with the
conventional methods is that the mumber.of-segments, into which the image should be
segmented, cannot be suitably and autematically-determined. Thus, we intend to develop a
computationally fast and effective automatic multilevel thresholding approach to overcome

the above-mentioned image segmentation issues associated with the conventional methods.

For document image analysis, the interesting objects in a document image are textual
objects. Extracting textual objects from document images provides many useful applications
in document analysis and understanding, such as optical character recognition, document
retrieval, and compression [4][5]. To-date, many techniques were presented for extracting
textual objects from monochromatic document images [29]-[32]. In recent years, owing to
advances in multimedia publishing and printing technology have led to an increasing number
of real-life documents in which stylistic character strings are printed with pictorial, textured,

and decorated objects and colorful, varied background components. However, most of



conventional approaches cannot work well for extracting textual objects from real-life
complex document images. Compared to monochromatic document images, text extraction in
complex document images brings many difficulties associated with the complexity of
background images, variety and shading of character illuminations, superimposing characters
with illustrations and pictures, as well as other decorated background components. As a result,
there is an increasing demand for a system that is able to read and extract the textual
information printed on pictorial and textured regions in both colored images as well as

monochromatic main text regions.

Since most textual objects show sharp and distinctive edge features, methods based on
edge information [33]-[36] have been developed. Such methods utilize an edge detection
operator to extract the edge features of textual objects, and then use these features to extract
characters from document images. Such edgeé=based methods are capable of extracting textual
objects in different homogeneous illuminations from graphic backgrounds. However, when
the characters are adjoined or touched with- graphical objects, texture patterns, or
backgrounds with sharply varying contours, ‘edge-feature vectors of non-text objects with
similar characteristics may also be identified as text, and thus the characters in extracted
textual regions are blurred by those non-text objects. Several conventional
color-segmentation-based methods for text extraction from color document images have been
proposed [37]-[41]. These methods utilize color clustering or quantization approaches for
determining the prototype colors of documents so as to facilitate the detection of textual
objects in these separated color planes. However, most of these methods have difficulties in
extracting characters which are embedded in complex backgrounds or that touch other
graphical objects. This is because the prototype colors are determined in a global view, so that
appropriate prototype colors cannot be easily selected for distinguishing textual objects from

those touched graphical objects and complex backgrounds without sufficient contrast.



For vision-based systems for driver assistance and autonomous vehicle guidance, many
researchers have also developed valuable techniques for recognizing interesting vehicles and
obstacles from images of road environments outside the car [6]-[9], to facilitate applications
on the camera-assisted system that assists drivers in understanding possible hazards on the
road, and automatically controlling the apparatus of vehicles, such as headlights, windshield
wipers, etc. A vision-based vehicle and obstacle detection system is aiming at identification
of vehicles, obstacles, traffic signs and other patterns on the road from grabbed image
sequences by means of image processing and pattern recognition techniques. Until recently,
researchers in this field still open new questions and concepts [42][43]. By adopting different
concepts and definitions on interesting objects on the road, different techniques are applied
on the grabbed image sequences to detect them as vehicles or obstacles. For locating vehicles
in an image sequence, the task can be carried out by. searching for specific patterns on the
images based on typical features- of.vehicles,~such as shape, symmetrization, or their

surrounding bounding boxes [44]-[46].

Until recently, most of the conventional” works focused on detecting vehicles under
daytime road environments. However, under bad-illuminated conditions in nighttime road
environments, those obvious features of vehicles which are effective for detecting vehicles in
daytime become invalid in nighttime road environments. Thus, most of the above-mentioned
conventional techniques cannot work well under such nighttime road environments. At night,
as well as under dark illuminated condition in general, the only visual features of vehicles are
their headlights and taillights. Headlights and taillights are visible if a vehicle lies in the
visible range of the CCD camera mounted on a camera-assisted car. However, there are also
many other illuminant sources coexisted with the vehicle lights in nighttime road
environments, such as street lamps, traffic lights, and road reflector plates on ground. These

non-vehicle illuminant sources cause many difficulties for detecting actual vehicles in



nighttime road scenes.

As for the applications on video surveillance systems, it is an emerging application of
video compression and communication for security issues in modern life. However,
conventional monitoring systems are mostly analog systems, which exploit many tapes and
human effort, to replace the tapes frequently. The recording time and image quality of
systems cannot compete with those of digital monitoring systems. In digital monitoring
systems, transform coding techniques are the most popular for video recording applications.
At the beginning of the development of this field, DCT-based (Discrete Cosine Transform)
coding techniques were commonly used, and have since become an element of the JPEG
image compression standard. Accordingly, its application can be seen in many electronic
devices today. Over recent years, researchers,have demonstrated that DWT-based (Discrete
Wavelet Transform) transform coding ([47]5[50]) outperforms DCT-based methods. Hence,
newly emerging image compressiofi methods such as-the-video compression method standard
MPEG-4 [51][52] and the still image compression-standard JPEG2000 are using DWT-based
methods [53][54]. Since multiple CCD camera 'systems are continuously heavily loaded with
sequences of images, so the speed of image compression is critical in such systems. Presently,
DWT-based compression techniques suffer from high computational complexity, and so
cannot support multi-channel video recording with a high frame rate. A new, highly efficient
DWT-based technique, which yields images of high visual quality, is a significant demand for

such application.



1.2 The Proposed Approaches

In this dissertation, we will present several algorithmic, practical, or integrated methods
and systems based on image processing and computer vision techniques to deal with the
above-mentioned issues, including multilevel thresholding techniques for low-level image
segmentation, text extraction for complex document image analysis, nighttime vehicle
detection for driver assistance, and multi-channel video surveillance. They are briefly

introduced in the following sub-sections.

1.2.1 Multi-level thresholding approaches for image segmentation

For segmenting objects from a given,image, different objects with homogeneous
illuminations must be separated into different segménted images. However, most of the
conventional thresholding techniques [12]-[26] were developed for effectively applying on
bi-level thresholding cases, and when=the ‘number’ of desired thresholds increases, the
computation costs needed to obtain the optimal threshold values is substantially increased.
Another problem associated with these conventional methods is that the number of segments,
into which the image should be segmented, cannot be suitably and automatically determined.
For this purpose, the discriminant criterion, for measuring separability among the segmented
images with different objects, is described in this section. By evaluating the separability
criterion, the number of objects, into which the image should be segmented, can be
automatically determined. Hence, an automatic multilevel thresholding method, based on this

criterion, will be presented in this dissertation.

The concept of using discriminant analysis for classification problems was first
introduced by Fisher [55] and was applied on image thresholding by Otsu [12]. It is attractive

for the simplicity in computation, with which it measures the separability among segmented
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images. In Chapter 2, we will analyze the properties of discriminant analysis and then
propose an automatic multilevel thresholding method [56]. The proposed method applies the
discriminant criterion for analyzing the separability among the gray levels in the image to
automatically determine the optimal number of thresholded classes that the gray levels should
be partitioned. A fast recursive selection strategy is also introduced for determining the
optimal thresholds to segment objects of interest in complex images into separate thresholded
images in a computationally fast way. Each threshold determined by this recursive selection
strategy is ensured to achieve the maximum separation on the resultant thresholded images,
and hence satisfactory thresholded results can be accomplished by means of the smallest
number of thresholding levels. To conduct an equitable performance evaluation of the
proposed method, when compared to other criterion-based methods (i.e. the between-class
variance method [12], the entropy method [13] and the minimum error method [14]), we also
will introduce a efficient combinatorial scheme [57] to properly reduce the computation

complexity of performing multilevel thresholding by these methods.

1.2.2 A multi-plane segmentation approach for text extraction in complex document

images

For extracting textual objects from complex document images involves several
difficulties. These difficulties arise from the following properties of complex documents: 1)
Character strings in complex document images may have different illuminations, sizes, and
font styles, and are overlapped with various background objects with uneven, gradational,
and sharp variations in contrast, illumination, and texture, such as illustrations, photographs,
pictures or other background textures. 2) These documents may comprise small characters
with very thin strokes as well as large characters with thick strokes, and may be influenced by

image shading.



Hence, we will propose effective region-based approaches for extracting textual objects
from these complex document images [58]-[62], and resolving the above issues associated
with the complexity of their backgrounds. The document image is processed by the proposed
multi-plane segmentation technique to decompose it into separate object planes. The
proposed multi-plane segmentation technique comprises two stages: automatic localized
histogram multilevel thresholding, and multi-plane region matching and assembling
processing. After the multi-plane segmentation technique has been carried out, homogeneous
objects including textual blocks, other non-text objects, and background textures are
separated into individual object planes. The text extraction process is then performed on the
resultant planes to detect and extract textual objects with different characteristics in the
respective planes. The document image is processed regionally and adaptively according to
local features by the proposed method: This allows detailed characteristics of the extracted
textual objects to be well-preserved; especially the small-characters with thin strokes, as well
as the gradational illuminations of* chatacters-this also allows for characters adjoined or
touched with graphical objects and ‘backgrounds® with uneven, gradational, and sharp

variations in contrast, illumination, and texture to be handled easily and well.

1.2.3 Vision-based nighttime vehicle detection for driver assistance

For the issues of nighttime driver assistance and the development of autonomous
camera-assisted vehicles, an efficient technique for effectively detection and recognition of
moving vehicles in nighttime road-scene image sequences is practically a necessary demand.
Besides, this way provides beneficial information for the driver to perceive surrounding
traffic conditions outside the vehicle during nighttime driving, and can also be applied to a
versatile control scheme for the apparatus of vehicles. For example, the use of high-beam and

low-beam states of headlights can be intelligently controlled according to the detection results
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of presence of oncoming and preceding vehicles, and thus many hazards during nighttime

driving, such as headlight dazzler, can be efficiently prevented.

Therefore, we will present an effective nighttime vehicle detection method [63]-[65] for
identifying vehicles by locating and analyzing their headlights and taillights. This proposed
method comprises of the following processing stages. First, a fast bright object segmentation
process based on automatic multilevel histogram thresholding is performed to extract pixels
of the bright objects from the grabbed image sequences of nighttime road scenes. The
advantage of this automatic multilevel thresholding approach is its robustness and
adaptability for dealing with various illuminated conditions at night. Then a
connected-component analysis procedure is applied on the bright pixels obtained by the
previous bright object segmentation stage, to locate the connected-components of these bright
objects. These bright components are then, groupéd by. a projection-based spatial clustering
process to obtain potential pairiig “headlights' of oncoming vehicles, and taillights of
preceding vehicles. Accordingly, a“set of identification rules are applied on each group of
bright objects to determine whether it represents an actual vehicle. Finally, the distance
between each of the detected vehicles and the camera-assisted car can be estimated and

reported.

1.2.4 Real-time wavelet-based video compression approach for video surveillance

For the purpose of developing a digital surveillance system fulfilling the requirements of
real-time multi-channel video compression, and ensuring the high quality of restored images
and the efficiency of compression and decompression of images, we will present a real-time
wavelet-based video compression technique and an intelligent multi-channel surveillance

system [66]. Based on the low-complexity and low-memory-cost wavelet-based coding



scheme and motion compression strategy, the proposed video codec achieves high vision
quality, high compression speed and high compression ratio. Then the ActiveX COM
component technique is also implemented and integrated with the proposed video codec to
realize multimedia, internet applications and many other video-intensive applications.
Furthermore, an intelligent surveillance system, which integrates the proposed wavelet-based
video codec, computer peripherals and mobile communication, is also developed in this study.
Therefore, the future e-Home with controlled home electronics, managed video/audio

systems and home security will be realized.

1.3 Organization

The rest of this dissertation is ofganized as follows. Chapter 2 presents an automatic
multilevel thresholding method feor . image segmentation. A region-based segmentation
approach for text extraction from complex document images will be proposed in Chapter 3.
In Chapter 4, we will propose a vision:system' to detect and recognize of vehicles for
nighttime driver assistance. A real-time wavelet-based video codec for intelligent
multi-channel monitoring system will be presented in Chapter 5. Finally, some conclusions

and future research perspectives will be stated in Chapter 6.
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Chapter 2. MULTI-LEVEL THRESHOLDING APPROACHES FOR
IMAGE SEGMENTATION

In this chapter, we will present a combinatorial scheme for reducing the computation
timings of fixed-level multilevel thresholding process, and an efficient automatic multilevel
thresholding method for image segmentation. As for fixed-level multilevel thresholding, by
applying the proposed combinatorial scheme on conventional criterion-based multilevel
thresholding, not only the redundant evaluation of threshold sets can be effectively avoided,
but the computation cost for each evaluation of each potential threshold set can also be
substantially suppressed, and thereby the computation timings for obtaining the optimal set of
thresholds can be significantly reduced: Besides, this proposed combinatorial scheme can
also achieve the parameterization=of the desired. number of thresholds. For automatic
multilevel thresholding, an effective criterion for measuring the separability of the
homogenous objects in the image, based on discriminant analysis, has been introduced to
automatically determine the number of thresholding levels to be performed. Then, by
applying this discriminant criterion, the object regions with homogeneous illuminations in the
image can be recursively and automatically thresholded into separate segmented images.
Both the two proposed multilevel approaches are fast and effective in analyzing and

thresholding the histogram of the image.

2.1 Introduction

In image processing, objects must usually be segmented from an image in order to
facilitate further processing. Accordingly, many researchers have developed valuable

thresholding techniques [12]-[26] for applications that include image segmentation, pattern
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recognition and document analysis, among others. The conventional concept of most of these
methods is that the thresholding is carried out as a simple classification procedure that the
pixels of the image are assigned to two classes, foreground pixels and background pixels.
Hence most of them were developed for effectively adoption on bi-level thresholding process.
Most of these methods were developed for adoption on bi-level thresholding. The surveys
and comparative performance testing studies of these methods was presented in the
remarkable works of Sahoo ef al. [10] and Lee et al. [11]. Besides, in Trier and Jain’s work
[27][28], a goal-directed evaluation methodology has been proposed for performance testing
on the thresholding methods based on judgment of the recognition performance of conducting

OCR process on the binarization results obtained by these methods.

The concept of using discriminant, analysis for classification problems was first
introduced by Fisher [55] and was firstly applied on the.gray-level histogram distributions for
image thresholding by Otsu [12]. This'method is carried out by maximizing the separability
of the resultant thresholded classes Gsing-the between-class variance criterion associated with
them. It is attractive for the simplicity in computation, with which it measures the separability
among segmented images. Besides, from the alternative viewpoint of gray-level histogram
distributions, Kittler and Illingworth [14] developed an approach that based on the
assumption that the probability distributions of gray levels of objects in an image (i.e.
foreground object and background) are Gaussianly distributed. Hence they proposed the
minimum error thresholding method to determine the optimal threshold which minimizes the
error rate of the resultant thresholded classes with the desired mixtures of Gaussian
distributions. Selecting the optimal threshold using the information theoretic concept is
another master stream of thresholding methods. Kapur et al. [13] developed a method using
the concept of the maximum entropy principle of a histogram in order to determine a suitable

threshold. This method is performed by separating the histogram of gray level probabilities
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into two distributions, where one is associated with the foreground, and the other one with the
background of the image. The entropy of the two distributions is then combined, and the gray
value with the maximal combined entropy is selected as the threshold value. In the maximum
entropic correlation method proposed by Chang et al. [15], the distributions of the object and
background classes are formulated by a entropic correlation criterion function, and the
optimal threshold is determined by maximizing the entropic correlation criterion between the
two distributions. This method can provide relatively simplifier computation cost than that of
Kapur et al.’s maximum entropy method. Similar to the concept of the above-mentioned two
entropic methods, Sahoo et al. [16] proposed a threshold selection method using an
alternative formulated entropic criterion function using Renyi’s entropy. This entropic
criterion function gives a generalization formulation form including the maximum entropy
criterion and the maximum entropic.correlation criterion, and can yield a more effective
threshold for the image. However, this criterion function costs much more computation
timing for determining the optimal threshold-than-those of the above-mentioned two entropic

criterion functions.

Recently, based on the concept of the fuzzy set theory integrated with the maximum
entropy principle, several fuzzy entropic thresholding methods are developed [17]-[19]. They
are performed by selecting the optimal threshold which maximizes the fuzzy entropy of the
distributions of the object and background classes. Cheng et al. [18] applied the concept of
fuzzy set theory into the principle of maximizing the objective entropy function for
determining the optimal threshold. Besides, a unified formulation for the criterion functions
used in the methods of Otsu [12], Kittler and Illingworth [14], and Huang and Wang [17] was
introduced in Yan’s work [20]. Most of these above-mentioned criterion-based thresholding
methods are mostly based on finding the threshold value which achieves the optimal

condition of the criterion functions. Indeed, they are effective in bi-level thresholding.
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However, when the number of desired thresholds increases, the computation needed to obtain
the optimal threshold values is substantially increased, and the search for achieving the

optimal value of the criterion functions becomes particularly exhaustive.

To perform multilevel thresholding in a more computationally frugal way, Tsai [21]
developed a method using moment-preserving to threshold an image into a specific number
of object images. This approach is fast and convincing when the number of thresholds is less
than or equal to four. However, some complex numerical methods may be required when the
number of thresholds exceeds four. In Reddi et al.’s work [22], an efficient implementation
scheme for performing multilevel thresholding of the between-class variance criterion in a
more computationally frugal way was presented. However, this method can be adequately
performed only on exactly three or fewer thresholding levels. For segmenting dark characters
in document images with multiple illuminated ebjects; Chereit er al. [23] extended Otsu’s
approach by repeatedly performing-bi-level thresholding to segment the bright object away at
each recursion, and leaving the darkest-character-like objects in the given resultant image.
This method is effective on extracting dark characters from document images with bright
homogeneous background, especially for bank checks. Tsai [24] presented a method using
Gaussian kernel smoothing to repeatedly perform on the histogram of the image until the
histogram being divided into desired number of classes. When the desired number of classes
is much lower than the number of peaks in the original histogram, the computation time to
find the solutions of threshold values is expensive. Fleury et al. [26] proposed a running
entropic method that can reduce the computation cost for performing multilevel thresholding
of the maximum entropy criterion [13]. This method has also been implemented in a
parallelization computation form on a parallel workstation. However, this method cannot
adapt to the changes of different desired number of thresholds, that is, once the number of

desired thresholds is changed, its computational implementation must be re-programmed for
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performing on the new desired number of thresholding levels. Besides, the main problem
associated with the aforementioned methods is that the number of segments, into which the

gray-level image should be segmented, cannot be automatically determined.

In this study, we propose two approaches for fast and automatic implementation of
multi-level thresholding process. First, we present a combinatorial scheme to reduce the
computation cost of determining the optimal threshold values in multilevel thresholding. This
proposed scheme comprises of two elements — a combinatorial search scheme for efficiently
and sequentially producing sets of potential threshold values to be evaluated, as well as a fast
implementation scheme of the criterion functions for speedy evaluation of the potential
threshold sets. This scheme effectively avoids evaluating redundant threshold sets,
substantially suppresses the computation cost for each evaluation of each potential threshold
set, and thereby significantly reduces'the computation timings of obtaining the optimal set of
threshold values. Moreover, the proposed scheme also provides the parameterization for the
number of desired thresholds, and hence the-implementation of the proposed scheme can
provide adaptation to be performed on any‘different number of thresholding levels. We will
apply the proposed scheme on multilevel thresholding using the criterion functions of the
three most well-known methods - Otsu’s between-class variance criterion [12], Kapur et al’s
maximum entropy criterion [13], and the Kittler and Illingworth’s minimum error

thresholding criterion [14].

Furthermore, based on the extension of this concept, we analyze the properties of
discriminant analysis and then propose an automatic multilevel thresholding method. This
proposed method applies the discriminant criterion for analyzing the separability among the
gray levels in the image to automatically determine the optimal number of thresholded
classes that the gray levels should be partitioned. A fast recursive selection strategy is also

introduced for determining the optimal thresholds to segment objects of interest in complex
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images into separate thresholded images in a computationally fast way. Each threshold
determined by this recursive selection strategy is ensured to achieve the maximum separation
on the resultant thresholded images, and hence satisfactory thresholded results can be
accomplished by means of the smallest number of thresholding levels. To conduct an
equitable performance evaluation of the proposed method, when compared to other
criterion-based methods which are improved by the combinatorial scheme as mentioned
before. The results of these three modified criterion-based methods with combinatorial
scheme, and this proposed method are compared using several images with different
characteristics and complexity. The experimental results demonstrate the feasibility and

computational efficiency of these two proposed methods on multilevel thresholding.

2.2 Review of Conventional Image-Thresholding Criterion Functions

In this section, we describe thrée“well-known “criterion functions utilized in the
thresholding methods - the between-class. variance criterion [12], the maximum entropy
criterion [13], and the minimum error criterion [14]. The multilevel thresholding computation

forms of these criterion functions are also in turn described.

2.2.1 The between-class variance thresholding criterion

The classical method of discriminant analysis, to classify two class cases, was first
introduced by Fisher [27], and extended to multiple class cases by Rao [67]. This method
sought the set of variables which maximized the ratio of the between-class variance and
within-class variance of the resultant classes. These discriminant criteria, used by image
thresholding, to extract foreground objects from the background, were presented by Otsu [12].

In his work, three possible discriminant criterion functions, based on within-class,
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between-class and total variance ratios were presented, all of which were equivalent, for
evaluation of an optimal thresholding process. Among the above three criterion functions, the
between-class variance is the simplest one to compute. This method is performed by finding
an optimal threshold, for which the between-class variance between dark and bright regions

of the image is maximized.

Let f; denote the observed occurrence frequencies (histogram) of pixels in a given image
I, with a given gray level i, and N denotes the total amount of pixels in the image I, and can
be given by N = fy+f;+...+f1.;, where L is the number of gray values in the histogram. Hence,

the normalized probability P; of one pixel having a given gray level i can be denoted as,

/i
P =2 2.1
e (2.1)
L=1
where* P >0y D P =1 (2.2)

i=0
For the bi-level thresholding process, ansimage-l-is classified into two classes, Cy and C; (e.g.

foreground and background) using an optimal gray-level threshold ¢, where Cy = {0,1,...,1 -1}

and C; = {t,t+1,..,L—1}. This method finds the optimal threshold for which the

between-class variance is maximized. The between-class variance, denoted by vy, is an

effective criterion for evaluating the separability of the two classes, and is defined as,
Vi (O =Wy (= )" + W, (pty = 17)" = wow, (1, = 14y)” (2.3)
The within-class variance, denoted by v, ., of all segmented classes of pixels is computed as,
v,.[t)=wo,’+wo (2.4)
where wy and w; denotes the cumulative probability mass function of the classes Cy and C;,
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respectively; up u;, o,, and o, denotes the mean and the standard deviation of pixels in

class Cyp and Cj, respectively. They are defined as

wy=> P,and w =Y P=1-w, (2.5)
i=0 i=t
t—1 L-1
iP iP
Hy="—,and g ="+ (2.0)
W, w,
4 2 & 2
WA PNAGITY
ol=2" and ol =t — 2.7)
w, 1-w,

And the total variance vy and the overall mean ur of pixels in the image | are computed as,

L-1 L-1
VT:Z(i_ﬂT)ZBa and 4, :ZiB (2.8)
i=0 i=0

The criterion function used to select the optimal threshold for providing the best separability

between the classes Cy and C; is:

Ve (1)

Vr

Wy (1) 7= (2.9)

The determination of the optimal threshold (7, ) for achieving maximal separability between

two classes, can be performed by maximizing the criterion function,

ooy = Arg Maxy »., (1) . (2.10)

0<t<L

We then extend this procedure to a multilevel thresholding case. For multilevel
thresholding with £ thresholds to partition the image into k+1/ classes, pixels of the image |

are segmented by applying a threshold set T, which is composed of & thresholds, where T =

{tl,... tw... B} . These classes are represented by C, = {0,1...4} ,..., C,=

t

{t,+1,t,+2,t, 0} oo, Ce= {t, +1,t, +2,...,L—1} . First, the between-class variance can be
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derived from Eq. (2.3) and is computed as,

VBC(T) = Wo(/uo _/UT)2 +...F Wn(/un _:uT)2 t...t+ Wk(:uk _ll'lT)z (2-11)

Then the within-class variance for multilevel thresholding can also be derived from Eq. (2.4)

and is computed as,
Ve (T) = wOO'O2 +...+ wnanz +...+ ka'k2 (2.12)

where k is the number of selected thresholds to segment pixels into k+1 classes; w, is the

cumulative probability mass function of class C,; u, and o, represent the mean and the

standard deviation of pixels in class C,, respectively. They are defined as,

4 lne L-1
w,=) P, w= e, W, = P (2.13)
i=0 i=tyl i=t; +1
4 Lt L-1
lPl. IE 1}3
= stk =g+l
My =", o lt, = >l L, =— , (2.14)
Wo W, Wi
4 il 5 L-1 )
; 2 . .
> P(i- 1) P(i—p,) D PG-m)
2 __ =0 2 _ i=t,+l 2 _ =+l
oy=—"—""—,..,, 0, =————, ..., O, = (2.15)
Wo W, Wi

where a dummy threshold #) = 0 is utilized for simplifying the expression of equation terms.

Thus, the optimal threshold set (T,., ) can be determined by maximizing the following

extended discriminant criterion function:

Tyey =Arg MaxWBCV (T), Ve (T) ZVBC—(T) (2.16)

0<T<L VT

2.2.2  The maximum entropy thresholding criterion

In entropy-based thresholding, the optimal threshold is obtained by applying information
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theory. As derived from Kapur ef al.’s work [13], the original gray level distribution of the
image is divided into a number of classes of probability distributions in the multilevel

thresholding case. Then the entropies associated with these distributions are computed as,

tn+1*l

H, ==Y (P/w,)log(P/w,) 2.17)

i=t,

n

where n = 0, 1, ..., k; and the threshold set T, and their corresponding probability mass
functions w, are computed similar to the ones utilized in the computation of the

between-class variance criterion as described in the previous subsection. Then the optimal

threshold set (T,

nt

) is the threshold set which maximizes the entropy criterion, and is

computed as,

Ty = Arg Maxy ,, (T), (2.18)
k

where ‘/’Em(T)Zan (2.19)
n=0

2.2.3  The minimum error thresholding criterion

In the concept of minimum error thresholding [14], the gray level histogram of the
image is thought of as an estimate of the probability density function p(i) of the mixture
distribution, comprising the gray levels of several classes (i.e. objects and background). It is
assumed that each of these class distributions p(i|n) of the mixture follows a normal
distribution, with a class standard deviation of o,, a class mean of u, and an a priori

n

probability of w,; hence, the histogram can be approximated as,

k

(1) = wnz o /250) (2.20)
n=0 Gn\l 7
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After re-arranging the nature log of both sides, the optimal threshold (T, ) can be determined

by solving the resultant quadratic equation with respect to i:

. 2 . 2
% +2log(o,) —2log(w,) =...= M +2log(o,)—2log(w,)
Oy o, (2.21)
(i_/uk)z

2
k

..=——+2log(o,)—2log(w,)
o

However, the parameters w,, u,, and o, of the mixture density function p(i) associated

with the image are unknown. In order to overcome the difficulties of estimating the unknown

parameters, Kittler and Illingworth [14] presented a criterion function w,, (T), which is

given by,

W,e(T)=1+ 2Zk: w, [log(o,) +log(w,)], (2.22)

And w,, u, and o, are respectively: obtainedras:Eqs:, (2.13), (2.14), and (2.15) which are

similar to those in the computation“of the between-class variance criterion. Hence, the

optimal threshold set (T, ) can be determmed by ‘minimizing the criterion function y,,(T):

Ty =Arg Minl/, . (T) (2.23)

0<T<L

2.3 The Proposed Fast Combinatorial Scheme for Efficient Selection of

Multiple Thresholds
2.3.1 The Combinatorial Search Scheme of Optimal Threshold Set Selection

To obtain the optimal threshold set T = {t,,..., t,,..., &/}, it is necessary to evaluate all the

possible threshold sets to optimize the aforementioned criterion functions W/(T) .
Traditionally, one can obtain the optimal threshold set by a simple and iterative, but

exhaustive search procedure. The values of all thresholds in T are iteratively incremented and
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evaluated till the maximum or minimum U/ (T) is obtained, and is performed as the pseudo

code procedure presented in Figure 2.1.

Max _w<«0; (Min_w <« o ; for using the Minimum Error criterion)
Optiaml T «0
for (¢;=0to L-1) do {

for (tx=4k-1to L-1) do {
Evaluate w/(T); (of Wyo, (M), W, ([T) or W, (T) )
If w(@T)>Max_y then  (using W(T)<Min_y when using the Minimum Error
criterion)
{
Max _w <« w(T); (Min_w <« w(T)_when using the Minimum Error criterion)
Optiaml T «T;

Figure 2.1. Conventional search procedure of optimal ¥/ (T)

It is obvious that the exhaustive search for finding the optimal U/ (T) is very time
consuming. In order to obtain the optimal threshold set with & thresholds,

Lx(L=1)x(L=2)..x(L—k+1)=

TSy possible threshold sets must be evaluated! Thus,

for example, when the number of thresholds is £ = 3, and the number of gray levels L = 256,
the number of potential threshold sets for which the criterion function U/ (T) must be
evaluated is 16581120. This is because many equivalent threshold sets are repeatedly
evaluated. In addition, this implementation is not scalable and parameterizable for variable
amount of thresholds in multilevel thresholding, that is, the thresholding procedure cannot be
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adapted to the changing of the number of desired thresholds 4.

To overcome these above mentioned drawbacks which arise from extending bi-level
thresholding to multilevel thresholding cases, we introduce a combinatorial scheme to
suppress the computation complexity, and to accomplish the parameterization of a desired
threshold number k. The iterative procedure of evaluating all potential threshold sets for
determining the optimal threshold set can be viewed as a combinatorial problem [69]. So we
implement an efficient combinatorial generation procedure to obtain all potential threshold
sets T. This combinatorial scheme avoids duplicate evaluation of equivalent threshold sets,

and significantly reduces the amount of computation required.

Looking at it as a combinatorial problem, the multilevel thresholding for selecting a set

L

with k thresholds can be regarded as an “L choose & problem, i.e. ( K

) . The combination of

a potential threshold set is denoted ‘as a k-subset of the set of L gray levels. There are

(16 ):L—! k-subsets possible “in. L .gray levels. The task now of the multilevel
k(L —k)!

thresholding is to find all these possible threshold combinations and determine the

appropriate threshold set which achieves the optimal condition of the criterion function.

In this study, we employ the Twiddle algorithm [70] to obtain all candidate combinations
of thresholds. The Twiddle algorithm is a simple and efficient method for generating a
threshold set. It has several features: 1) at each stage, only one element of the combination,
i.e. C/z] as mentioned below, is altered for generating a new successive combination of
numbers (threshold values), 2) this algorithm is order preserving in the sense that the
elements of each threshold combination generated in each stage are strictly increasing with

respect to the order of the set of L gray levels.

We implement this algorithm using the C++ programming language, including several
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necessary modifications for utilization in the C++ environment. Let the array G/0...L-1] store
all elements of the set of L gray levels; and let the successive combinations be stored in the
array C/0...k-1]. Consequently, one consecutive k-subset of combinations of thresholds is
stored in this array in each stage of performing the Tiiddle,. Then the auxiliary integer array
p[0...L+1] is utilized to store the states of the Twiddle procedure. The auxiliary array p is
initialized as follows: p/0] is set equal to L+1I; p/l] through p/L-k] are set equal to 0,
p[L-k+1] through p/L] are set equal to / through £, respectively, and p/L+1] is set equal to -2.
When the Twiddle procedure is performed, three indexing numbers x, y, z are utilized to alter
the states of the auxiliary array p and produce new successive combinations. A Boolean
variable “finish” is employed as a return value of the Tiwiddle procedure to reflect if there are
still new successive combination that can be produced. Initially, the “finish” is set equal to
false, and the elements of the first combination C/0] through C/k-1] are set equal to G/L-k]
through G/L-1], respectively. Hence the Twiddle-procedure is called upon, and is performed
repeatedly to produce consecutivercombinations-by setting C/z/ equal to G/x/, until the
“finish” is toggled to be true. The pseudo.code procedure of the Twiddle is presented in

Figure 2.2.

procedure Twiddle(x, y, z, p, finish):

{
i«—0,j<—0,and k£ < 0;

while ( p[j1<0) do {
J=Jjt1

If (p[j—11=0) then {
For (i« j—1 step -1 until i=1)do {

plil < -1;

pljl1<0;
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x<0, z«0 and y« j-1;
pll]«1;
}
Else then {
If(G>1) then {
pli-11<0;
}
While (p[j1>0)do {
Je=itlL

k—j—1l,andi«j;

while ( p[i]=0) do {

plil<-1,theni«—i+1;

If (pli]1=-1) then {
plil < plk];
z < plk]-1;
x«i-1,and yé&k—1s
plk] -1
}
Else then {
If (i = p[0]) then {
finish <true; (All combinations have been produced. Then the Twiddle
procedure should be terminated by toggling “finish )
Return (finish = true);

1
s

Else then {
pljl < plil;
z « pli]-1;
pli]«<0;

x«j-l,and y<«i-1;

}

finish «false; (there are still more successive combinations to be produced.)
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return (finish = false);

Figure 2.2. The pseudo code of the Twiddle procedure

Hence, the optimal threshold set can be obtained by recursively performing the Twiddle

procedure. The potential threshold sets are successively produced by Twiddle .They are then

evaluated until the maximum or minimum I/ (T) is achieved, and can be performed as the

pseudo code procedure shown in Figure 2.3.

G/0...L-1] stores the set of L gray levels

Max _w<0; (Min_y < oo ; for using the Minimum Ezror criterion)
Optiaml T «0;
C[0]...[k-1] — G[L-k] ...G[L-1], respectively; (Initialize combination array C [0...k-1])
x<+0,y«0,and z « 0;
pl0] — L+1; p[l]..p[L-k] «— 0; p[L-k#1]...p[L] < I..k; p[L+1] <« -2; (Initialize auxiliary
array p/0...L+1])
finish «false;
While (finish = false) do {
Perform Twiddle (x, y, z, p, finish);

C[z] « G[x]; (to produce a new combination and store in array C)

T « C ; (assign the combination to the current threshold set to be evaluated)

Evaluate ¥/ (T); (of Wy, (M), W, (T) or W, (T) )

If w(@T)>Max_y (using W (T)<Min_y when performing the Minimum Error method)
then

{

Max _w<«w(T); (Min_w <« w(T) when using the Minimum Error criterion)

Optiaml T « T

}

Figure 2.3. Improved search procedure of optimal y/(T) using the combinatorial scheme
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Consequently, the amount of evaluations of potential threshold sets that obtain the
optimal threshold set using the combinatorial scheme is 1/k! of those using the original
exhaustive search scheme. For example, when performing in the case of quarter-level
thresholding with three thresholds as previously mentioned, only 2763520 threshold sets are
needed to be evaluated for determining the optimal one using the combinatorial scheme,
which reduces 3!=6 times of evaluations compared with those using the exhaustive search
scheme. Consequently the amount of evaluating values of the criterion function can be
significantly reduced. Furthermore, this combinatorial scheme also parameterizes the number
of desired thresholds. This means that by using this procedure the thresholding process can be

adopted, without any changes, on a variable desired number of thresholds.

2.3.2 Fast Implementation of= Criterion—-Functions for Multilevel Thresholding

Methods

As described in the previous section, it can be seen that finding one evaluation value of a
certain criterion function (-, (T), v, (T) or w,,(T)) of one threshold set T requires
the computation of some class statistics of prospective threshold partitions, i.e. w,, u , o©,,
and H, in Egs. (2.13), (2.14), (2.17), and (2.15), respectively. These class statistics involve
summations which are performed on each position of gray values on the histogram to obtain a
certain value of them. Most of calculations of these summations are repeatedly performed
many times using their original computation forms in Egs. (2.13), (2.14), (2.17), and (2.15),
and most of these calculations are redundant and time consuming. It can be found that
complete summations of the above-mentioned class statistics are not necessarily performed

for obtaining each criterion function value of a given threshold set T. To further reduce the
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computation timing for obtaining one evaluation value of a certain threshold set T, such
redundant computations can be avoided by using pre-computed look-up tables of these

summation terms of the class statistics involved in the thresholding criterion functions. By
observing the computation equations of w,, u, , o,,and H , it can be seen that these class
statistics comprise of summations of the zeroth moment, the first moment, the a priori entropy,
and the second moment, respectively, as viewed in the following expansion forms of their
computation equations. In here, the summation terms of the zeroth moment, the first moment,
the second moment, and the a priori entropy which are calculated on an interval ¢, - #, formed
by two thresholds of T, i.e. the summation is performed from ¢, -position to #,-position on the

histogram, are denoted as Z(¢,,t,), F(¢,.t,), S(t,.t,),and E(Z,,t,), respectively. They are

derived from aforementioned computation equations of w,, u,, o,, and H, , and are

n

defined as:

tn+171 o

w,= > P=Z(, t, =D and Z(t,1,)=D P (2.24)
i=t, i=t,
tyor—1
i F 1 ’
SN Ut RPN TR o (2.25)
w, w, i=t,

1 t

n+1_1
> RG-p) Y PP S I
_&= _im e SO bamD e (2.26)

w w w

n n n

and S(,,,) = i*P

i=t,
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F_ T
log (VJ = log(w,) W (2.27)

and  E(1,.1,)= ) Plog(P)

As observed from above descriptions, it can be found that the values of Z(¢,,¢,),
F,t), S(t,.t),and E(t,,t,) are repeatedly involved in obtaining each of the criterion
function values. The re-calculation of the complete summations of them can be avoided in
obtaining each criterion function value by using the following pre-computed tables for storing
all potential values of Z(z,,t,), F(¢,.t), S(¢,,t,), and E(¢,t) with respect to all
possible intervals of 7, - # on the histogram, and“hence the computation cost of these
summations can be significantly saved. The pre-computed tables of Z, F, S, and E are
depicted in Table 2.1 — Table 2.4. In-here,~the #, - 7, intervals are bounded within

0<t,<t,<L-1.
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Table 2.1. The values of the zeroth moment Z(¢,,¢,) of intervals ¢, - ¢, on the histogram

ty

ta
0 1 e b e L-1

0 Z(0,0) | Z(0,1) e Z(0,b) e Z(0,L-1)

1 0 Z(1,1) Z(1,b) Z(1,L-1)
0 0

a 0 0 0 Z(a,b) .. Z(a,L-1)
0 0 0 0

L-1 0 0 0 0 0 Z(L-1,L-1)

Table 2.2. The values of the firsktmoment_F(z .z, ) ‘of intervals #, - ¢, on the histogram

ty
ta
0 1 b L-1
0 F(0,0) | F(0,1) F(0,b) F(0,L-1)
1 0 F(1,1) F(1,b) F(1,L-1)
0 0
a 0 0 0 F(a,b) F(a,L-1)
0 0 0 0
L-1 0 0 0 0 0 F(L-1,L-1)
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Table 2.3. The values of the second moment S(¢,,¢,) of intervals ¢, - ¢, on the histogram

th

ta
0 1 e b s L-1

0 | 80,0 | S0 | ... |sop | .. S(0,L-1)

| o | sy | .. | sap | . S(1,L-1)
0 0

a 0 0 0 | Sab) | .. S(a,L-1)
0 0 0 0

L-1 0 0 0 0 0 | S(L-1,L-1)

Table 2.4. The values of the a priori entrepy E(£ ,t,) of intervals ¢, - t, on the histogram

ty
ta
0 1 e b e L-1
0 | E©00) | EO) | ... | E0b) | .. E(0,L-1)
1 o | ELY | ... |ELp | .. E(1,L-1)
0 0
a 0 0 0 | E@b) | .. E(a,L-1)
0 0 0 0
L-1 0 0 0 0 0 | EZ-1,L-1)
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To rapidly construct the necessary tables for evaluating the criterion functions, we apply
the recursively accumulative property of Z(¢,,t,), F(t,.t), S(,t), and E(t,,t,) for
saving the amounts of “additions” for obtaining their summation terms during computing
their values for consecutive (¢, - f») intervals. Their recursively accumulative computation
forms can be obtained as,

1,1
Z(0,t,)=2 B+PF, =Z(0,t,-)+F, , (2.28)

i=0

1, ta—l
and Z(t,,t,)=> B—-Y P=7(0,t,)-Z(0,t,~1) (2.29)
=0

i=0 i

Similarly, the computation forms of F, S, and E can be obtained as

F(0,t,)=F(0,t, =) +4,F, , (2.30)
and F(f,,1,) =F(0,4,)~ F(0,z, 1) (2.31)
S0,4,)=8(02,=1) +5, P, , (2.32)
and S(t,,t,)=25(0,t,)—S(0,z, 1) (2.33)
E(0,2,)= E(0,t, 1)+ P, log(P,) (2.34)
and E(t,,t,)=E(0,t,)—E(0,t,—1) (2.35)

Hence, by using the above computation forms, the look-up tables of Z(z,,t,), F(¢,.t,),

S(¢,,t,),and E(¢,,t,) can be rapidly constructed by using the following two steps:

Step 1. For the values of the first rows of Table 2.1 — Table 2.4, the recursively accumulative
forms of in Egs. (2.28), (2.30), (2.32), and (2.34) are utilized for obtaining the values of
Z(0,t,), F(0,t,), S(0,¢,),and E(0,¢,), respectively.
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Step 2. Then, for the rest rows of the tables, the values of Z(¢,,t,), F(¢,.t,), S(¢,,t,), and

E(t,,t,) are obtained using Eqgs. (2.29), (2.31), (2.33), and (2.35), respectively.

Hence, the class statistics w,, u,, o,, and H, terms in the criterion functions,

Wpey(T) (applying Z and F), v, (T) (applying Z and E), and v, (T) (applying Z, F,
and S) can be rapidly computed by using index operations with the look-up tables of Z, F, S,
and E, as depicted in Table 2.1 — Table 2.4 and Egs. (2.24) — (2.27). By integrating the fast

look-up table scheme with the combinatorial scheme based search procedure, the

computation timing for obtaining the optimal threshold set T can be dramatically reduced.

2.4  The Proposed Automatic Multilevel Thresholding Method

When segmenting objects fromy a. given image," different objects with homogeneous
illuminations must be separated into- different segmented images. For this purpose, the
discriminant criterion, for measuring sepatability-among the segmented images with different
objects, is described in this section. By évaluating the separability criterion, the number of
objects, into which the image should be segmented, can be automatically determined. Hence,

an automatic multilevel thresholding method, based on this criterion, is proposed as follows.

The discriminant criterion functions mentioned in Section 2.2 can be considered a
measure of separability, among all existing classes, decomposed from the original image I.
We introduce this concept as a criterion of automatic image segmentation, denoted by the

“separability factor” — SF in this study, which is defined as,

VBC(T)

Vr

SF (2.36)

where v, is the total variance of the gray-level values of the image | and serves as the
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normalization factor in this equation. The SF value measures the separability among all
existing classes, and the SF value lies within the range 0< $F% <1. Maximizing the SF
value is the objective, to optimize the segmentation result. This property is more obvious

when using an alternative expression of this measure:

SF = Ve (T) _ I_VWC(T) 2.37)

Vr Vr
This can be supported by the property of the total variance is equivalent to the sum of the

between class-variance and the within-class variance. This property is obtained by,

Ve (T) + vy (T) = Zk:[wn(/’ln —p)’ + Wno-nz}

k tn+l
= {(Wnﬂf — 20ty W)+ (D PPP —Wnﬂf)}
n=0

k=t,+1

)
(cancel both w, 1 térmsandsubstitute w, by Z P)

i=t,+1

=Z{ > B(iz—Ziﬂﬁﬂ?)}

k=t,+1

n

(2.38)

In the above derivation, the dummy threshold 7, =0 1is utilized for convenience in
simplifying the expression of equation terms. Through observation of the terms comprising

vye(T), if the pixels in each class are broadly spread, i.e. the contribution of the class

2

variance o,” is large, then the corresponding S measure becomes small. Hence, when

SF approaches 1.0, all classes of gray levels decomposed from the original image | are
ideally and completely separated. This property also satisfies the concept of uniformity of the

segmented regions, as presented by Levein and Nazif [68].
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Accordingly, based on this efficient discriminant criterion on measuring the separability
of the object regions of homogenous gray levels, an automatic multilevel thresholding
method can be developed to recursively segment homogeneous objects from the image I,
regardless of the number of objects and the complexity of the image. The multilevel
thresholding process can be recursively performed on the gray levels of the image | until the
SF measure is large enough, i.e. SF approaches 1.0, to reflect that the appropriate
discrepancy among the resultant classes of gray levels is achieved so that the homogeneous

objects are completely segmented into separate thresholded images.

Through the aforementioned properties, this objective can be reached by minimizing the

total within-class variance v,,.(T). This can be achieved by the scheme that selects the class
with the maximal contribution (w,o,>) ofithe total within-class variance for performing the

bi-level thresholding procedure to partition it into . two more classes in each recursion. Thus,
the SF measure will most rapidly achieve the maximal increment to satisfy sufficient
separability among the resultant “classes of gray- levels. Furthermore, objects with

homogeneous gray levels, will be well-separated.

Based on the above definitions, a new automatic multilevel thresholding method is

developed. The details of the proposed method are presented below.

Step 1: In the beginning, compute the histogram of gray values of the image I, and all the
gray values in | are assigned to one initial class Cy. Let ¢ denote the number of currently
determined thresholds in the threshold set T, which classify the gray values into g+1 classes;

Initially, T comprise of no thresholds and g = 0.

Step 2: In current recursion, g thresholds have been determined, i.e. T = {#;, ..., #,, ..., 1/},
which partition the gray values of the image | into g+ 1 classes (Cy, ..., Cy, ..., C;). Compute

the class-mean u,, the cumulative probability mass function w,, and the standard deviation
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o, of each existing class C, using Eqs. (2.13) — (2.15), respectively, where n denotes the

index of the present classes and n = 0 ~ g.

Step 3: From all classes C,, determine the class C, with the maximal contribution (w,c,”) of

the total within-class variance v,,., which is to be partitioned in the following step to achieve
the maximal increment of S .

Step 4: Determine the optimal threshold #; to partition G, { t,+11, +2>--->tp+1} into two
classes C, and C, which comprise the subsets of gray values decomposed from C,. The
n

5 is obtained by maximizing the between-class variancevy. of partitioned C, and C,

with respect to zs, and is computed as,

Vi lts) = M(_zx Vi (L) (2.39)
Viel(ts )= Wpo(/"po il ,up)z + wpl(/’lpl —H, )2 ) (2.40)
Is Ip+1
wo=> P, w,=>P (2.41)
i=t,+1 i=tg+1

tg Il
M= D iP /w fy= D iP /wpl (2.42)

i=t,+1 i=tg+1

t

w, = '_tilp,., u=3 iR/wp (2.43)

» i=t,+1

where w, and p, are the class-probability and class-mean of C,, respectively.

Then ¢, is put into the threshold set T, and is applied to partition C, into C, and C, i.e.

Cpo:{ t,+1,1, +2,...,t;} ,and C, :{ to+1,24 +2,...,tp+l} . Hence the gray values of the image
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I are then divided into g+ 1 classes. Then re-label all the thresholds in T and let ¢ = g+ 1.

Step 5: Computed the SF measure of all currently obtained classes using Eq. (2.36). If the

following “Objective Condition™ is satisfied,
SF 2Thy, (2.44)

then go to Step 6; otherwise, go back to Step 2 to perform further partition process on the

obtained classes.

Step 6: Deliver the obtained threshold set T, and then classify the pixels into g+ 1 separate
classes Cy, Cy,..., C, using to the resultant threshold values #;, ¢, ..., #; and terminate the

thresholding procedure.

As pointed out in the above-mentioned derivations in Egs. (2.37)-(2.38), it can be seen
that the intensity of the SF measure. reflects whether if the obtained classes of gray levels
(homogenous objects) have sufficient disctepancies, and are well-separated with each other.
Hence, at each recursion in the proposed-automatic multilevel thresholding procedure, one

optimal threshold is determined to partition the class which comprises of the most divergent

distribution of gray levels, i.e. with the maximal contribution (w,o,*) of the v,.(T), to

achieve maximum increment of the SF measure. This way can accomplish the satisfactory
thresholded results by means of the smallest number of thresholding levels. In plain words,
the number of thresholding levels is determined by the number of the necessary times of
recursions for partitioning the gray levels of the image into appropriate number of classes so
that the resultant SF measure can satisfy the above-mentioned objective condition. Here the
parameter THsr is the pre-defined threshold to determine whether the thresholded objects are

sufficiently separated to satisfy the objective condition. This study employs Thg =0.92,

which is determined from the training using numerous images, such that all existing classes
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are satisfactorily separated. Consequently, we obtain g+1 thresholded classes of gray levels,

-6 U-UcU-Ug

where each class C, represents one homogeneous object decomposed from the original image

Besides, the proposed multilevel thresholding method can also be modified to be
performed on the demand for thresholding the gray levels of the image into a desired number
of classes. To accomplish this demand, the only necessary change is to replace the objective

condition in Eq. (2.44) in Step 5 of the algorithm by the following one:
g=K (2.45)

where K is the desired number of thresholds (K >1).to divide the gray levels of the image
into K+1 classes. Hence, the threshelds.can be determined one by one in each recursion until
the desired number of thresholding levels.is-achieved, and each determined threshold is

ensured to achieve the maximum separation.on the'obtained thresholded images.

2.5 Experimental Results

In this section, the performance of the two proposed methods are evaluated and
compared to the three most well-known and widely applied thresholding methods, which
have been used in cases performing a supervised number of thresholding levels. We utilized
two photographs - “Road” and “Lena” - and a real-life document image - “Advertisement” -
as plotted in Figure 2.4(a)-Figure 2.6(a), respectively. They were transformed into gray-scale
images with L=256 gray-levels. The proposed combinatorial scheme is implemented on the

multilevel versions of the three above-mentioned thresholding criterion functions —
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Viey (M), W, (T), and ¥/, (T). Then multilevel thresholding experiments were
performed, using the above-mentioned three thresholding criterion methods — the
between-class variance method [12], the entropy method [13], and the minimum error method
[14], the improved versions of these three criterion methods by the proposed combinatorial
scheme, Fleury et. al’s running entropic method [26] for the maximum entropy criterion, and
the proposed automatic multilevel thresholding method, in order to analyze and evaluate their
performances. These methods were implemented on a Pentium-4-based personal computer
using C++ programming language. As well as using subjective visual analysis, we adopted
the “uniformity measure” from Levein and Nazif’s literature [68] to objectively evaluate the
segmentation performance of these methods. If an image is well-segmented, the uniformity
measure score should be close to 1. Besides, as for the experimental data, the computation
timings of the proposed combinatorial:scheme combined with the three thresholding criterion
functions includes the construction time of their necessary corresponding class statistics

tables.

The first test image, “Road”, a photograph taken in Hsinchu, is shown in Figure 2.4(a).
After the proposed automatic multilevel thresholding method had been performed, two
suitable thresholds were automatically determined, as listed in Table 2.5. Then the other three
fixed-level methods were performed, by setting the number of desired thresholds to that
determined by the proposed method. The performance results of these three fixed-level
methods, as well as the proposed method, are shown in Figure 2.4 and Table 2.5. In this
image, the light foreground objects, lanes and sky, are most interesting. As shown in Figure
2.4(b), (d), (f) and (h), only the proposed method and the between-class variance method
correctly segments the lanes and sky, while the other two methods are unable to select
adequate threshold values to obtain satisfactory thresholded images. In Figure 2.4(c), (e), (g)

and (i), the gray levels (0, 127, and 255) have been utilized as representative gray levels of
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the three segmented intervals to enhance the contrast of the combined thresholded images,
derived by the three methods, respectively. Hence in this case, it is obvious that the proposed
method and the between-class variance method obtain satisfactory thresholded images, as
well as similar uniformity scores. As seen from the computational experimental information
for each method listed in Table 2.5, the proposed automatic multilevel thresholding method
saves a great deal of computational time achieves fastest computation performance among all
methods, and it can also be seen that the proposed combinatorial scheme and Fleury et. al’s
running entropic method save a significant amount of computation timings compared to the

corresponding original methods of these criterion functions.

Table 2.5. Experimental data of performing thresholding on Figure 2.4(a), “Road”, by our
proposed automatic multilevel thresholding method (AMT), Between-class variance method
(BCV), Entropy method (ENT):and Minimum Error method (ME)

Computation time (seconds)
Criteri ith F1 i
MO hreshold | Selected threshold | Uniformify| Original | 0 [ Wit our
Method etal’s |combinatorial
levels values measure method
method scheme
AMT 3 96(2), 174(1) 0.942 0.00063 - -
BCV 3" 96, 185 0.943 0.438 - 0.015
ENT 3" 44, 98 0.417 1.156 0.032 0.031
ME 3" 252,253 0.738 0.656 - 0.047

“*” denotes the number of thresholding levels is given by supervision

(n) denotes the order of the threshold been determined by the proposed method
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(b) The light object image derived by'the (c) The combined thresholded image derived by
proposed method : the proposed method

(d) The light object image derived by (e) The combined thresholded image derived by

Between-class variance method Between-class variance method
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() The light object image derived by Entropy (g) The combined thresholded image derived by

method

Entropy method

(h) The light object image derived by*Minimum?| (i), The ¢combined thresholded image derived by

Error method Minimum-Error method

Figure 2.4. Result of segmenting the testimage 1,-“Road” (image size=720x480)
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Figure 2.5 and Table 2.6 show the results for the second test image, “Lena”. After
performing the proposed method, three thresholds were automatically determined, as listed in
Table 2.6. Then the other three methods were performed by setting the desired number of
thresholds the same as determined by the proposed method. In the “Lena” image, the dark
foreground objects, the frame of the mirror, her hat decoration and her eyes and hair, are most
interesting. As shown in Figure 2.5(b), (d), (f) and (h), the three fixed-level methods and the
proposed method provided acceptable dark foreground object images with some differences.
In Figure 2.5(c), (e), (g) and (i), the combined thresholded images, derived by the four
methods, are plotted by utilizing the gray levels (0, 85, 170, and 255) as the representative
gray levels. Hence, in this case, some of the fixed-level thresholding methods (such as the
between-class variance method and the entropy method) can provide results as good as the
proposed method, in both visual effect and uniformity scores. However, they require much
more computational time to obtain the optimal threshold sets. From the corresponding
information in Table 2.6, we can find that the-proposed combinatorial scheme’s advantages
on savings of computation timings on the thresholding criterion methods are more obvious as
the number of desired thresholds is growing larger, and the proposed automatic multilevel

thresholding method provides even more savings on computational costs.
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Table 2.6. Experimental data of performing thresholding on Figure 2.5(a), “Lena”, by our
automatic multilevel thresholding method (AMT), Between-class variance method (BCV),
Entropy method (ENT), and Minimum Error method (ME)

Computation time (seconds)

Criterion | Threshold Selected Uniformity Original with Fleury et with our
combinatorial
Method levels |[threshold values| measure method al.’s method
scheme
80(3), 118(1),
AMT 4 0.926 0.00078 - -
166(2)
BCV 4" 83, 126, 169 0.930 42.192 - 0.328
ENT 4" 88, 129, 176 0:927 131.442 1.110 0.609
ME 4" 68, 246, 247 0.472 66.936 - 1.218

“*” denotes the number of thresholding levels is given by supervision

(n) denotes the order of the threshold been determined by the proposed method
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(b) The dark foreground object image-derived: “(€) The ,combined thresholded image derived by
by the proposed method R/ the ptoposed method

(d) The dark foreground object image derived (e) The combined thresholded image derived by

by Between-class variance method Between-class variance method
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Entropy method Entropy method

N ~ A
(f) The dark foreground object image derived by T7(g) The.combined thresholded image derived by

Minimum Error method Minimum Error method

Figure 2.5. Result of segmenting the test image 2, “Lena” (image size=512x512)
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For the document image analysis case, one should focus on the text extraction effect.
Figure 2.6(a) shows a real-life, full-page, complex document image, “Advertisement”. It
comprises several character strings, which are overlapped by a highly complex background,
with several decorated objects and textures. By evaluating the processing results of this
complex document image, the proposed method’s outstanding performance is more obviously
demonstrated. The results of performing penta-level thresholding, for these four methods, are
shown in Figure 2.6 and Table 2.7; the extraction of characters was the main focus in this
experiment. As shown in Figure 2.6(b), after the proposed method had been performed, the
dark characters were successfully and clearly segmented from the decorated non-text objects,
with different illuminations and background textures, which they overlap. The other three
methods were then performed, under the same number of thresholding levels as determined
by the proposed method. Figure 2.6(d),(f) and (h) show the darkest thresholded image, which
are expected to retain the characters, obtained: by.the other three fixed-level methods.
However, only the between-class variancé.methed can provide an acceptable thresholded
result for characters extraction, as shown.in Figure 2.6(d); the characters in Figure 2.6(f),
obtained by the entropy method, suffer serious broken stokes, and, as shown in Figure 2.6(h),
the minimum error method fails to separate characters from background objects. To observe
the combined thresholded images derived by three methods, Figure 2.6(c), (e), (g) and (i)
utilize the gray values (0, 63, 127, 191 and 255) as representative gray levels of the divided
intervals of the thresholded images. Notably, the minimum error criterion method cannot
obtain acceptable results, on multilevel thresholding, in most tests in this study. This is
because the minimum error method assumes the histogram is comprised of a desired number
(k) of Gaussian distributions; hence, it fails when the actual histogram of the image cannot
match this assumption. For the computational issues, as presented in Table 2.7, we can find
that, although the uniformity score of the proposed automatic multilevel thresholding method

is not the highest among all methods, it yields the best thresholded image for the extraction of
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characters. Moreover, the computation time of the proposed automatic multilevel

thresholding method just mildly increases for penta-level thresholding, while the computation

costs of all other three fixed-level methods of the criterion functions tremendously increase.

Herein, from Table 2.7, we can see that the proposed combinatorial scheme saves a very great

deal of computation timings compared to the corresponding original methods of these

criterion functions, and this proposed combinatorial scheme can also provide faster

computation performance for the entropic method than Fleury ef. al’s running entropic

method.

Table 2.7. Experimental data of performing thresholding on Figure 2.6(a), “Advertisement”,
by our automatic multilevel thresholding method (AMT), Between-class variance method
(BCV), Entropy method (ENT), andMinimum Error method (ME)

Computation time (seconds)

197

ith
Criterion | Threshold [Selected threshold} Uniformity {* Original |with Fleury et v o
combinatorial
Method levels values measure method al.’s method
scheme
59(4), 98(2),
AMT 5 0.925 0.00094 - -
148(1), 187(3)
* 82,127, 163, -
BCV 5 0.936 10342.68 31.641
194
* 44,89 ,135,
ENT 5 180 0.913 29805.37 90.906 67.219
* 194,195, 196,
ME 5 0412 16408.43 - 111.257

“*” denotes the number of thresholding levels is given by supervision

(n) denotes the order of the threshold been determined by the proposed method
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(h) The dark foreground object image derivedsby (i), The combined thresholded image derived by
Minimum Error method Minimum Error method
Figure 2.6. Result of segmenting the test image 3, “Advertisement”
(scanned by 300dpi, image size=1842x3310)

As shown by the above experimental results, the proposed automatic multilevel
thresholding method can automatically determines a suitable number of thresholding levels
and selects appropriate threshold values that yield fine visual effects of thresholded images,
with the segmented objects being sufficiently distinct for further processing, and the proposed
objective uniformity evaluation also demonstrates its effectiveness. As well as the proposed
combinatorial scheme can significantly reduce the computation timings of performing
multilevel thresholding process in fixed-level cases based on the above-mentioned criterion

functions.

As for the computational issues of the proposed combinatorial scheme, its computation
timings in the tri-level thresholding cases are mostly dominated by the computation of

construction of necessary class statistics tables. Therefore, the advantage on savings of the
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computation timings of the proposed scheme becomes more obvious as the number of desired
thresholds is growing larger. Additionally, it is notably that when the original computation
methods of the criterion functions are performed, the computation time of the maximum
entropy criterion is larger than the minimum error criterion; but when the proposed scheme is
applied, the minimum error criterion’s computation time is contrarily larger than that of the
maximum entropy criterion. This is because when the proposed scheme is applied, the
computation timings of the criterion functions are dominated by calculation of their
non-summative terms, and hence the calculation of two logarithms and one square root
evaluation for each class contribution of the minimum error criterion obviously costs more

computation timing than the other criterion functions.

Notably, it can also be found that, under, the same thresholding levels, the obtained
thresholded results are as well as thdse obtained-by the between-class variance method, but
the computation time of the proposed automatic multilevel thresholding method is
substantially faster. The computational time of-the proposed automatic thresholding method
increases moderately, when more thresholds ‘are ‘necessary as the complexity of the image
increases. In contrast, the fixed-level criterion-based thresholding methods have to perform
evaluations on all possible threshold sets. Thus, when the desired number of thresholding
levels increases, their computational time increases exponentially; even though this is
significantly improved by performing the proposed combinatorial scheme. From the
experimental results, it can be concluded that the proposed automatic multilevel thresholding
method performs satisfactorily in computational efficiency issues, as well as both subjective

and objective evaluations of thresholded results, on all the tests in this study.
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Chapter 3.  MULTI-PLANE SEGMENTATION APPROACH FOR
COMPLEX DOCUMENT IMAGES

This chapter presents a new method, namely the multi-plane segmentation approach, for
segmenting and extracting textual objects from various real-life complex document images.
The proposed multi-plane segmentation approach first decomposes the document image into
distinct object planes to extract and separate homogeneous objects including textual regions
of interest, non-text objects such as graphics and pictures, and background textures. This
process consists of two stages - automatic localized histogram multilevel thresholding, and
multi-plane region matching and assembling. Then a text extraction procedure is applied on
the resultant planes to detect and extractitextual objects with different characteristics in the
respective planes. The proposed ‘approach:| processes. document images regionally and
adaptively according to their respective local features, Hence detailed characteristics of the
extracted textual objects, particularly’small characters with thin strokes, as well as gradational
illuminations of characters, can be well-preserved. Moreover, this way also allows
background objects with uneven, gradational, and sharp variations in contrast, illumination,
and texture to be handled easily and well. Experimental results on real-life complex
document images demonstrate that the proposed approach is effective in extracting textual
objects with various illuminations, sizes, and font styles from various types of complex

document images.
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3.1 Introduction

Extraction of textual information from document images provides many useful
applications in document analysis and understanding, such as optical character recognition,
document retrieval, and compression [4][5]. To-date, many techniques were presented for
extracting textual objects from monochromatic document images [29]-[32]. In recent years,
owing to advances in multimedia publishing and printing technology have led to an
increasing number of real-life documents in which stylistic character strings are printed with
pictorial, textured, and decorated objects and colorful, varied background components.
However, most of current approaches cannot work well for extracting textual objects from
real-life complex document images. Compared to monochromatic document images, text
extraction in complex document images, brings many difficulties associated with the
complexity of background images, variety and $hading of character illuminations,
superimposing characters with illustrations -and pictures, as well as other decorated
background components. As a result, there is-an-increasing demand for a system that is able
to read and extract the textual information printed on pictorial and textured regions in both

colored images as well as monochromatic main text regions.

Several newly developed global thresholding methods are useful in separating textual
objects from non-uniform illuminated document images. Liu and Srihari [71] proposed a
method based on texture features of character patterns, while Cheriet et al. [23] proposed a
recursive thresholding algorithm extended from Otsu’s optimal criterion [12]. Both these
methods classify pixels in the original image as foreground objects (particularly textual
objects of interest) or as background ones according to their gray intensities in a global view,
and are attractive because of computational simplicity. However, binary images obtained by
global thresholding methods are subject to noise and distortion, especially because of uneven

illumination and the spreading effect caused by the image scanner. Parker [72] proposed a
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local gray intensity gradient thresholding technique which is effective for extracting textual
objects in badly illuminated document images. Because this method is based on the
assumption of binary document images, its application is limited to extracting character
objects from backgrounds no more complex than monotonically changing illuminations. A
local and adaptive binarization method was proposed by Ohya et al. [73]. This method
divides the original image into blocks of specific size, determines an optimal threshold
associated with each block to be applied on its center pixel, and uses interpolation for
determining pixel-wise thresholds. It can effectively extract textual objects from images with
complex backgrounds on condition that the illuminations are very bright compared with those

of the textual objects.

Some other methods support a different viewpoint for extracting texts by modeling the
features of textual objects and backgrounds.’Kamél and Zhao [74] proposed the logical level
technique to utilize local linearity- features of character strokes, while Venkateswarlu and
Boyle’s average clustering algorithm [75] utilizes-local-statistical features of textual objects.
These methods apply symmetric local “windows with a pre-specified size, and several
pre-determined thresholds of prior knowledge on the local features, and so that characters
with stroke widths that are substantially thinner or thicker than the assumed stroke width, or
characters in varying illumination contrasts with backgrounds may not be appropriately
extracted. Ye et al.’s hybrid extraction method [76] integrates global thresholding, local
thresholding and the double-edge stroke feature extraction techniques to extract textual
objects from document images with different complexities. The double-edge technique is
useful in separating characters whose stroke widths are within a specified size from uneven
backgrounds. Some recently presented methods [77][78] utilized the sub-image concepts to
deal with the extraction of textual objects under different illumination contrasts with

backgrounds. Dawoud and Kamel's [77] proposed a multi-model subimage thresholding
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method that considers a document image as a collection of pre-determined regions, i.e.
sub-images, and then textual objects contained in each sub-image are segmented using
statistical models of the gray-intensity and stroke-run features. In Amin and Wu's multi-stage
thresholding approach [78], Otsu's global thresholding method is firstly applied, and then a
connected-component labeling process is applied on the thresholded image to determine the
sub-images of interest, and these sub-images are undergone another thresholding process to
extract textual objects. The extraction performance of the above two methods highly rely on
the adequate determination of sub-image regions. Thus, in case of the textual objects
overlapped on pictorial or textured backgrounds in poor and varying contrasts, suitable

sub-images are hard to be determined to yield satisfactory extraction results.

Since most textual objects show sharp.and. distinctive edge features, methods based on
edge information [33]-[36] have beén developed:. Such methods utilize an edge detection
operator to extract the edge features of textual objects, and then use these features to extract
texts from document images. Wu “et al.’s Textfinder system [34] uses nine second-order
Gaussian derivative filters to obtain edge-featurevectors of each pixel at three different scales,
and applies the K-means algorithm on these edge-feature vectors to identify corresponding
textual pixels. Hasan and Karam [35] introduced a method that utilizes a morphological edge
extraction scheme, and applies morphological dilation and erosion operations on the extracted
closure edges to locate textual regions. Edge information can also be treated as a measure for
detecting the existence of textual objects in a specific region. In Pietikainen and Okun’s work
[36], edge features extracted by the Sobel operator are divided into non-overlapping blocks,
and then these blocks are classified as text or non-text according to their corresponding
values of the edge features. Such edge-based methods are capable of extracting textual
objects in different homogeneous illuminations from graphic backgrounds. However, when

the textual objects are adjoined or touched with graphical objects, texture patterns, or
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backgrounds with sharply varying contours, edge-feature vectors of non-text objects with
similar characteristics may also be identified as textual ones, and thus the characters in
extracted textual regions are blurred by those non-text objects. Moreover, when textual
objects do not have sufficient contrasts with non-text objects or backgrounds to form
sufficiently strong edge features, such textual objects cannot be easily extracted with

edge-based methods.

In recent years, several color-segmentation-based methods for text extraction from color
document images have been proposed. Zhong et al. [37] proposed two methods and a hybrid
approach for locating texts in color images, such as in CD jackets and book covers. The first
method utilizes a histogram-based color clustering process to obtain connected-components
with uniform colors, and then several heuristic rules are applied to classify them as textual or
non-textual objects, as well as the.second method locates textual regions based on their
distinctive spatial variance. To more"effectively detect textual regions, both methods are
combined into a hybrid approach. "Although-the-spatial variance method still suffers from
drawbacks of the edge-based methods mentioned ‘previously, the color connected-component
method moderately compensates for these drawbacks. However, this approach still cannot
provide acceptable results when the illuminations or colors of characters in large textual
regions are shaded. Several recent techniques utilize color clustering or quantization
approaches for determining the prototype colors of documents so as to facilitate the detection
of character objects in these separated color planes. In Jain and Yu’s work [38], a color
document is decomposed into a set of foreground images on the RGB color space using a
bit-dropping quantization and the single-link color clustering algorithm. Strouthopoulos et
al.’s adaptive color reduction technique [39] utilizes an unsupervised neural network
classifier and a tree-search procedure to determine prototype colors. Some alternative color

spaces are also adopted to determine prototype colors for finding textual objects of interest.
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Yang and Ozawa [40] make use of the HSI color space to segment homogenous color regions
for extracting bibliography information from book covers, while Hase et al. [41] apply a
histogram-based approach to select prototype colors on the CIE Lab color space to obtain
textual regions. However, most of the aforementioned methods have difficulties in extracting
texts which are embedded in complex backgrounds or that touch other pictorial and graphical
objects. This is because the prototype colors are determined in a global view, so that
appropriate prototype colors cannot be easily selected for distinguishing textual objects from
those touched pictorial objects and complex backgrounds without sufficient contrasts.
Besides, such problems also limit the reliability of such methods on handling uneven

illuminated document images.

In a word, extracting texts from complex,document images involves several difficulties.
These difficulties arise from the following propeities of complex documents: 1) Character
strings in complex document images may have-different illuminations, sizes, and font styles,
and are overlapped with various background-objects with uneven, gradational, and sharp
variations in contrast, illumination, and texture, such as illustrations, photographs, pictures or
other background textures. 2) These documents may comprise small characters with very thin
strokes as well as large characters with thick strokes, and may be influenced by image
shading. An approach for extracting black texts from such complex backgrounds to facilitate

compression of document images has been proposed in our previous work [79].

In this study, we propose an effective method, namely the multi-plane segmentation
approach, for segmenting and extracting textual objects of interest from these complex
document images, and resolving the above issues associated with the complexity of their
backgrounds. The proposed multi-plane segmentation approach decomposes the document
image into separate object planes by applying the two processing stages: automatic localized

histogram multilevel thresholding, and multi-plane region matching and assembling. Figure 1
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illustrates a flow diagram of the proposed approach. In the first stage, distinct objects
embedded in block regions are decomposed into separate “sub-block regions” by performing
the localized histogram multilevel thresholding process. Afterward, in the second stage, the
multi-plane region matching and assembling process is applied on these obtained sub-block
regions to arrange them into homogeneous object planes. Consequently, homogeneous
objects including textual regions of interest, non-text objects such as graphics and pictures,
and background textures are extracted and separated into distinct object planes. The text
extraction procedure is then performed on the resultant planes to detect and extract the textual
objects with different characteristics in the respective planes. The proposed approach
processes document images regionally and adaptively by means of their local features. This
way allows detailed characteristics of the extracted textual objects to be well-preserved,
especially the small characters with .thin strokes, as.well as characters in gradational and
shaded illumination contrasts. Thus; textual objects adjoined or touched with pictorial objects
and backgrounds with uneven, gradational;"and-shaip variations in contrast, illumination, and
texture can be handled easily and well: Experimental results demonstrate that the proposed
approach is capable of extracting textual objects with different illuminations, sizes, and font
styles from different types of complex document images. As compared with other existing
techniques, our proposed approach exhibits feasible and effective performance on text

extraction from various real-life complex document images.

The rest of this chapter is organized as follows. In Section 3.2 and Section 3.3, the two
stages of the proposed multi-plane segmentation approach, the localized histogram multilevel
thresholding procedure, and the multi-plane region matching and assembling process, are
respectively presented. Then, a simple text extraction procedure is described in Section 3.4.

Next, Section 3.5 illustrates comparative performance evaluation results.
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Figure 3.1. Block diagram of the proposed multi-plane segmentation approach
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3.2 Localized Histogram Multilevel Thresholding

The multi-plane segmentation process, if necessary, begins by applying a
color-to-grayscale transformation on the RGB components of image pixels in a color
document image, to obtain its illumination image Y . After the color transformation is
performed, the illumination image Y still retains the texture features of the original color
image, as pointed out in [34], and thus the character strokes in their original color are still
well-preserved. Then the obtained illumination image Y will be divided into
non-overlapping rectangular block regions with dimension MyxMy, as shown in Fig. 2(a).
Thus the mission is to extract objects with homogeneous characteristics from these
rectangular block regions into different sub-block regions to facilitate further analysis in the
following stage. For this purpose, the  discriminant criterion is useful for measuring
separability among the decomposed fegions with-different objects. Its application on bi-level
global thresholding to extract foreground objects from the background was first presented by
Otsu [12]. This method is ranked as the most-effective bi-level threshold selection method
[27][28]. However, when the number of desired thresholds increases, the computation needed
to obtain the optimal threshold values is substantially increased and the search to achieve the
optimal value of the criterion function is particularly exhaustive. To perform multilevel
thresholding using discriminant criterion in a more computationally frugal way, Reddi et al.
[22] presented an efficient method for thresholding an image into a specified number of
objects. However, this method is adequately performed only when the image contains exactly
three or fewer objects, and thus it cannot completely and effectively segment all objects of

interest from a given image comprised of an uncertain number of objects.

Hence, an effective multilevel thresholding technique is needed for automatically
determining the suitable number of thresholds for segmenting the block region into different

decomposed object regions. By using the properties of discriminant analysis, we have
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proposed an automatic multilevel global thresholding technique for image segmentation [56].
This technique extends and applies the concept of discriminant criterion on analyzing the
separability among the gray levels in the image. It automatically determines the suitable
number of thresholds, and utilizes a fast recursive selection strategy for selecting the optimal
thresholds to segment the image into separate objects with similar characteristics in a
computationally frugal way. In this study, we utilize this multilevel threshold selection
technique and make necessary modifications to adapt it for segmenting block regions into

different objects with similar characteristics. This process is described as follows.

Let f, denote the observed frequencies (histogram) of gray illumination intensities of

pixels in a certain block region, denoted by ‘R, with a given gray illumination intensity g,
and thus the total amount of pixels in Ry'canbe given by N = fy+f;+... +fy.;, where U is the
number of gray intensities in the histogram. Hence;, the normalized probability of one pixel

having a given gray intensity can b& computed as,
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In order to segment textual objects, foreground objects and background components from a
given region ‘R, the pixels of R must be partitioned into a suitable number of classes. For
multilevel thresholding, with » thresholds to partition the pixels in the region R into n+1

classes, gray intensities of pixels in R are segmented by applying a threshold set T, which

is composed of # thresholds, where T = {tk| k= 1,...,n} . These classes are represented by

C,={0.L,...t,} ..., C,={t,+Lt,+2,..t,,} ..., C,={t,+Lt,+2,.,U~1} . The
between-class variance of the gray intensities of pixels in the region ‘R, denoted by v,., an

effective criterion for evaluating segmentation results, is utilized to measure the separability

among all classes, and is expressed as,
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n U-1
Voe (M) =D W (s = py)*, and gy =) gP, (32)
k=0 g=0

where 4, is the overall mean of the gray intensities in R . Then the within-class variance
and total variance, denoted by v,. and v, respectively, of all segmented classes of gray

intensities are respectively computed as,
n 5 U-1 5
VWC(T):ZWkO-k 5 V\R:Z(g_ﬂm) Pg (3.3)
k=0 9=0

where w, is the cumulative probability mass function of class Cy; g, and o, represent

the mean and the standard deviation of the gray intensities in class Cj, respectively . They are

defined as,

Ly Tjr1 )
Lyt z ng Z Rg(g_/uk)
we= > P, g =t and o] =5 (3.4)
g=t; +1 Wk Wk

Here, a dummy threshold #,=0 is utilized for the sake of convenience in simplifying the

expression of equation terms.

The aforementioned criterion functions can be considered as a measure of separability
among all existing classes decomposed from the original region R. We utilize this concept
as a criterion of automatic segmentation of objects in a region, denoted by the “separability

factor” — SF in this study, which is defined as,

VBc(r) _ I_VWC(T)
Vi Vi

SF (3.5)

where v,, serves as the normalization factor in this equation. The SF value represents the

separability measure among all existing classes, and lies within the range SF 6[0,1]; the
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lower bound is approached when the region R comprises a uniform gray intensity, while
the upper bound is achieved when the region R consists of exactly n+1 gray intensities.
The objective is to maximize the SF value so as to optimize the segmentation result. This
concept is supported by the property that v, is equivalent to the sum of v,. and v,.. By

observing the terms comprising v,.(T), if the gray intensities of the pixels belonging to

most existing classes are widely distributed, i.e. the contribution values of their class

variances o,’ are large, then the value of the corresponding SF measure becomes low.

Accordingly, when SF approximates 1.0, all resultant classes of gray intensities C; (k =
0,...,n), which are decomposed from the original region R, are ideally and completely

separated.

Therefore, based on this efficient' 'diseriminant criterion, an automatic multilevel
thresholding can be applied for recursively segmenting the block region R into different
objects of homogeneous illuminations, regardless 'of the number of objects and image
complexity of the region R. It can be performed until the ¥ measure is large enough to
show that the appropriate discrepancy among the resultant classes has been obtained.
Through these aforementioned properties, this objective can be achieved by minimizing the

total within-class variance v,.(T). This can be achieved by the scheme that selects the class
with the maximal contribution (w,c,”) to the total within-class variance for performing the
bi-class partition procedure in each recursion. Thus, the SF measure will most rapidly reach
the maximal increment to satisfy sufficient separability among the resultant classes of pixels.

As a result, objects with homogeneous gray intensities will be well-separated.

The class having the maximal contribution of within-class variance w,o,” is denoted

by C,, and it comprises a subset interval of gray intensities represented by

C,:{ 1, +1Lt, +2,..1,, . Then a simple effective bi-class partition procedure, as described in

[56], is performed on each determined C, in each recursion until the separability among all
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classes becomes satisfactory, i.e. the condition where the $F measure approximates a
sufficiently large value. The class C, will be divided into two classes Cy,o and C,; by applying
the optimal threshold #; determined by the localized histogram based selection procedure as

described in [56]. The resultant classes C,o and C,; comprise the subsets of gray intensities

derived from C, and can be represented as: Cy: {tp+1,tp+2,...,t;} , and

Cplz{ ts +1,1g +2,...,tp+1}. The threshold values determined by this recursive selection strategy

is ensured to achieve maximum separation on the resultant segmented classes of gray
intensities, and hence satisfactory segmentation results of objects can be accomplished by

means of the smallest amount of thresholding levels.

Furthermore, if a region R is comprised of a set of pixels with homogeneous gray
intensities, such as parts of a large background region, then it should not be partitioned and
should keep its original components.  For example;, Figure 3.2(b) is the block region with
these characteristics. Therefore, before performing the first partition procedure on the region
R, an investigation of the homogeneity of R should be conducted in advance. This
circumstance can be determined by evaluating the following two statistical features: 1) the
bi-class S¥ measure, denoted as S, which is the $F value obtained by performing the
initial bi-class partition procedure on region R, i.e. the $F value associated with the
determined threshold ¢;; and 2) the illumination variance, v, of the pixels in the entire
region R . According to the aforementioned properties, the SF value reflects the
separability of the statistical distribution of gray intensities of pixels in the entire region R,
and the lower the S7, value is, the more indistinct the distribution is. The illumination
variance v, represents whether the distribution of gray intensities in R is widely dispersed
or narrowly aggregated. Therefore, if both the $7 and v, features reveal lesser values, this
means that the distribution of the region R is concentrated within a compact range, and thus

the R comprises a set of homogeneous pixels that represent a simple object or parts thereof.

65



On the other hand, if $7 is small but v, is large, the region R may consist of many

indistinct object regions with low separability, and should undergo a repeated partition
process to separate all objects. Based on the above-mentioned phenomenon, the following

homogeneity condition is utilized for determining the situation where both the SF and v,

features are sufficiently low:
St =1,, ,and Vv, <7, (3.6)

where 7,, and 7, are pre-defined thresholds. Therefore, if the homogeneity condition is
satisfied, the region R is recognized as a homogeneous region, and does not need to

undergo the partition process and hence keeps its pixels of homogeneous objects unchanged

to be processed by the next stage. The values of the two thresholds 7,, and r,, are chosen

as 0.6 and 120, respectively. They are .0btained from our experimental set of real-life complex
documents to appropriately maintain the organized pixels of homogeneous block regions, and

thus the integrity of associated larger characters-or-objects can be preserved well.

Based on the above-mentioned concepts, thelocalized automatic multilevel thresholding

process is performed as the following steps:
Step 1: To begin, the illumination image Y with size Wi,gx Hing is divided into rectangular
block regions R/ with dimension MyxMy, as shown in Fig. 2(a). Here (i,j) are the

location indices, and i=0,..,N, and ;=0,.,N, , where N, = ([W[mg /M,J—l) and
N, = ([H,.mg /M VW - 1), which represent the numbers of divided block regions per row and per

column, respectively. If the illumination image Y cannot be exactly divided into
rectangular regions such that all of them are with dimension MyxMy, then the dimensions of
the boundary rectangular regions, i.e. those in the right column and the bottom row, are with

dimensions smaller than the other rectangular regions, as shown in Figure 3.3(b).
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Step 2: For each block region R"/, compute the histogram of pixels in R/, and then
determine its associated illumination variance - v;/ and the bi-class separability measure
SF, ; initially, there is only one class C”; let ¢ represent the present amount of classes, and
thus set ¢ = 1. If the homogeneity condition, i.e. Eq. (3.6), is satisfied, then skip the localized

thresholding process for this region R/ and go to step 7; else perform the following steps.

Step 3: Currently, g classes exist, having been decomposed from R*/. Compute the class
probability w;’, the class mean g/, and the standard deviation o;’, of each existing class
G" of gray intensities decomposed from $R*/, where k denotes the index of the present

classesandn =0, ..., g-1.

Step 4: From all classes G, determine the class C,” which has the maximal contribution

(wi’op’ ?) of the total within-class variance_ 5/ . of “®"/, to be partitioned in the next step

in order to achieve the maximal increment of S%.
Step 5: Partition Cp"’«":{ t;f+1,t;;f+2,...,t;il} into. two classes Cpg’{ t;;j+1,t§;j+2,...,t§’f*},
and C': { RS W +2,...,t;£1} , using the optimal threshold ¢;’" determined by the

bi-class partition procedure. Consequently, the gray intensities of the region R*/ are

partitioned into ¢+1 classes, G, ..., C;/, C\/

o, C, ...,CY, and then let ¢ = g+1 update the

record of the current class amount.

Step 6: Compute the SF value of all currently obtained classes using Eq. (3.5), if the

objective condition, SF =t , is satisfied, then perform the following Step 7; otherwise, go

back to Step 3 to conduct further partition process on the obtained classes.
Step 7: Classify the pixels of the block region "/ into separate sub-block regions, SR"™*,

SR, ..., SR corresponding to the partitioned classes of gray illumination intensities,
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G”, GY, ..., CY, respectively, where the notation SR'* represents the k-th SR

decomposed from the region R’ . Consequently, we obtain

q-1

L SR = R, and SR™ () SR = ¢
b

k=0 K #ky

Then, finish the localized thresholding process on R/ and go back to step 2 and repeat
Steps 2~6 to process the remaining block regions; if all block regions have been processed,

go to step 8.

Step 8: Terminate the segmentation process and deliver all obtained sub-block regions of the

corresponding block regions.

The value of the separability measure threshold' 7 1is chosen as 0.92 according to the
experimental analysis described in [56] to-yield-satisfactory segmentation results on the block
regions. With regard to the dimension patameters’ M, x M, of each block region, in order
for the localized thresholding process to be more adaptive on the steep gradation situation,
and to extract the foreground objects in greater detail, smaller dimension block regions are
desirable. In this way the small objects can be more clearly segmented, but at the cost of
greater computation so as to yield the final results when performing the subsequent
multi-plane region matching and assembling process. Therefore, suitable larger values of the
parameters M, and M, should be chosen to moderately localize and accommodate the
features of the allowable character size, and so that the contained textual objects in the
images can be clearly segmented. Besides, given an input document image, M, and M,
should also be automatically determined with respect to its scanning resolution RES (pixels
per inch). Based on the analysis of typical characteristics of character sizes as described in

[80] and the practice that typical resolutions for scanning most real-life document images
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may range from 200 dpi to 600 dpi, the dimension parameters M, and M, are reasonably
determined according to the typical allowable character sizes with respect to the scanning

resolutions RES. They are obtained by,

M,=M,= 04-RES 3.7)

In this way, the dimension of each block region is determined as about 10x10 mm’ in
different scanning resolutions, such as M, =M, =80, M, =M, =120, and M, =M, =240
in 200 dpi, 300 dpi, and 600 dpi scanning resolutions, respectively. These parameters are
determined by conducting experiments involving numerous real-life document samples with
various characteristics in our experimental set, so that nearly all foreground and textual
objects in various document images can be appropriately separated in the preliminary

experiments.

Figure 3.2 shows an example" of performing the localized automatic multilevel
thresholding procedure on several "block regions: Figure 3.2(a) is part of the test sample
image in Figure 3.3(a). Figure 3.2(b), (d), (g) ‘and (1) are the four adjacent block regions
chosen to illustrate the localized thresholding procedure. Figure 3.2(b) is a homogenous block
region, and is properly detected by the homogenous conditions, and therefore its pixels are
kept intact in Figure 3.2(c). Figure 3.2(d), (g) and (1) are the block regions comprised of two
or three homogeneous objects. After the localized histogram multilevel thresholding
procedure has been performed, different objects in these block regions are distinctly
segmented into separate SRs from darkest to lightest, as shown in Figure 3.2(c), Figure

3.2(e)-(f), Figure 3.2(h)-(k), and Figure 3.2(m)-(0), respectively.
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(a). Part of the partitioned block regions of the image “Calibre” in Figure 3.3(a), where the block
regions enclosed by yellow ink are employed for the following examples of the localized multilevel

thresholding procedure.

(b). The upper-left
block region, R

(d). The upper-right
block region R

(g). The Bottom-left
block region

Enil’jz

(1). Bottom-right
block region K22

(c). SR™° derived form R/,
which is a homogenous block
region

(e). SR2>°
derived form
9{’2 v

—-— J """'_"'"" a:

e :
(h). SR™2? (). SrR"! (). SR"2? (k). SR2?
derived form derived form derived form derived form
SRilajz SRil’/z mil’jz mil’jZ

. b
| BN Er
=

S sl

(m). SR272° (n). SR27! (0). SR™2/?
derived form derived form derived form
iRiz’jz 9{"2’1'2 miz’jZ

Figure 3.2. Example of the results by the localized multilevel thresholding procedure
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3.3  Multi-plane Region Matching and Assembling Process

After all block regions are segmented into several separate classes of pixels using the
localized multilevel thresholding procedure introduced in the preceding section, various
objects embedded or superimposed in different background objects and textures are
respectively separated into relevant SRs, and then these obtained SRs are collected into a
hypothetical “Pool” for further classifying and assembling process. Based on the
contemporary concepts of region-based image segmentation [1][81], we present a multi-plane
region matching and assembling process, to classify and assemble these obtained SRs to
compose a set of object planes of homogeneous features, especially textual regions of interest.
This proposed multi-plane region matching and assembling process is conducted by
recursively performing the following three phases — the initial plane selection phase, the

matching phase and the plane constriction phase;as described in the following subsections.

To facilitate the matching and:assembling process of the SRs obtained from the previous
procedure, several concepts and defifiitions on statistical and spatial features of these SRs are
introduced as follows. One SR may comprise several connected object regions of pixels
decomposed from its associated block region 9R. Thus the pixels that belong to the object
regions of a certain SR are said to be object pixels of this SR, while other pixels in this SR are

non-object pixels. The set of the object pixels in one SR is defined as follows,
OP (SR i’j”‘) = {g(SR PR X, y)| The pixel at (x,y) is an object pixel in SR i’j’k} ,

where g(SR"*,x,y) is the gray intensity of the pixel at location (x, y) in SR"“"*, and the
range of x is within [0,M, -1] and y is within [0,M, -1]. As well as the total number of

i,j.k

object pixels in SR/, i.e. the amount of object pixels in OP(SR "-”"), is represented by
N, (SR"*).
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The concept 4-adjacent refers to the situation in which each SR has four sides that
border the top, the bottom, the left or the right boundary of its adjoining SRs. The SRs which
are comprised of objects with homogeneous features are assembled to form an object plane,
denoted by @. An object plane @ represents a set of matching SRs, and for each pair of
SRs in @, there are some finite chains of SRs that connect them so that each successive pair
of SRs is 4-adjacent. We describe further details of the multi-plane region matching and

assembling process in the following subsections.

3.3.1 Initial Plane Selection Phase

In the first processing phase, for the purpose of improving the speed and accurateness of
the final convergence of the multi-plane region matching and assembling process, the
mountain, or subtractive clustering-technique [82][83] ean be applied to determine the SRs
with the most prominent and representative gray-intensity features, and these SRs are selected
as seeds to establish a set of initial planes. The meuntain method is a fast, one-pass algorithm,
which utilizes the density of features to determine the most representative feature points.

Here we consider SRs as feature points in the mountain method.

First, given the localized multilevel thresholding process to segment the image into »
SRs in the Pool, the mean u(SR"*) associated with each of these obtained SRs is also
obtained. Here u(SR"*) is the mean of gray intensities of object pixels comprised by
SR, and is equivalent to )’ obtained in the localized multilevel thresholding process.
Then the region dissimilarity measure, denoted by Dgy, between two SRs, denoted by

SR and SR>”*  can be computed as,

DRM (SR’E Sk , SRiz 2J25ky ) — H,U(SR i, ji-ky ) _ /,I(SRIZ 2J2oka )

; (3.8)
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The range of the Dgy, is within [0,255]. The lower the computed value of Dgy,, the stronger

the similarity among two SRs. Therefore, the mountain function at an SR can be computed as,

e—aDRM(SR Pk SR 1K)

M, (SR™ )= (3.9)

VSR /¥ ePool
where o is a positive constant. A higher value of the mountain function reflects that
SR "/** possesses more homogenous SRs in its vicinity. Therefore, it is sensible to select a
SR"/** with a sufficiently high value of mountain function as a representative seed to
establish a plane. Let M be the maximal value of the mountain function values, and SR’

be the SR whose mountain value is M :

My (SR, ) = max| M, (SR™) | (3.10)

"

SR
Thus, SR," is selected as the first seed of the first initial plane.

After computing the mountdin. function—of each SR in the Pool, the following
representative seeded SRs are determined by respectively destructing the mountains. Since
the SRs whose gray intensity features close to SR,” also have high mountain values, it is
necessary to eliminate the effects of the identified seeded SRs before determining the
follow-up seeded SRs. Toward this purpose, the updating equation of the mountain function,

5

after eliminating the previous (m-1)th seeded SR - SR,

m—1 9

is computed by,

M, (SR™*)=M, (SR"™"*)-m" (SR, )e‘ﬁDR‘”(SR TS G

m-1

where the parameter £ determines the neighborhood radius that provide measurable
reductions in the updated mountain function. Accordingly, through recursively performing the
discount process of the mountain function given by Eq. (3.11), new suitable seeded SRs can
be determined in the same manner, until the level of the current maximal A 1 falls bellow a
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certain level compared to that of the first maximal mountain A . The terminative criterion

of this procedure is defined as,
(M*il/Mg)<§ (3.12)

where o 1is a positive constant less 1. Here the parameters are selected as =54, g=1.5

and 6=0.45 as suggested by Pal and Chakraborty [84]. Consequently, this process

converges to the determination of resultant N seeded SRs: {SR Y, m=0:N —1} , and they are

m 2

utilized to establish N initial planes for performing the following matching phase.

3.3.2 Matching Phase

In the matching phase, each of the unclassified SRs in the Pool is respectively compared
their connectedness and similarity- with the already existing planes, to determine its best
belonging plane. For this purpose, we employ‘two-forms of "matching grades", the single-link
matching grade, and the centroid-link matching grade, to evaluate their related connectedness
and similarity. The single-link matching grade examines the degree of connectedness between
a pair of two neighboring SRs, an unclassified SR and its neighboring classified SRs that
already have belonging planes; while the centroid-link matching grade represents the degree
of similarity between an unclassified SR and an already existing plane. Then the two
matching grades are combined to provide an effective criterion to determine the best
belonging plane for this unclassified SR among the existing planes. If an unclassified SR can
obtain its best belonging plane during the current matching phase recursion, i.e. this SR
reflects sufficient similarity and connectedness with one of the existing planes after
examining their mutual matching grade, then this SR is classified and assembled into this best

belonging plane and removed from the Pool afterward; otherwise, if there is no suitable
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matching plane for an unclassified SR at this time, then this SR will remain in the Pool. Since
new potential planes will be created in the following recursion of the plane constructing
phase, SRs which cannot find matching planes in the current matching phase recursion will be

re-analyzed in subsequent recursions until their best matching planes are determined.

The single-link matching grade is utilized for examining the degree of connectedness
between an unclassified SR™* and an already existent plane in a local manner. It is
determined by applying a connectedness measure on SR “* and its 4-adjacent SRs already
belonging to this existent plane. To facilitate the computation of the single-link matching
grade, two measures for evaluating the continuity and similarity between two 4-adjacent
SRs — the side-match measure, denoted as Dgy,, and the region dissimilarity Dgyy, as computed

using Eq. (3.8), are employed. Then both,Dg and Dgry measures are jointly considered to

determine the single-link matching grade of apairof twoe 4-adjacent SRs.

The side-match measure - Dg,z, which teveals the dissimilarity of the touching boundary
between the two 4-adjacent SRs, is déscribed as follows. Suppose that two SRs are 4-adjacent,
they may have one of the two types of touching boundaries: 1) a vertical touching boundary
mutually shared by two horizontally adjacent SRs, or 2) a horizontal boundary shared by two
vertically adjacent SRs. For a pair of two horizontally adjacent SRs —SR “** on the left, and
SR >7>* on the right, the pixel values on the rightmost side of SR " and the leftmost side

of SR™”% can be described as: g(SR"/*" M, -1,y) and g(SR">"*,0,y), respectively.
The sets of object pixels on the rightmost side and the leftmost side of an SR, denoted by
RS(SR"*) and LS(SR"""), respectively, are defined as follows,
RS(SR "/*) = { g(SR"* .M, —1, y)‘ g(SR"* M, —1,y)€eOP(SR"""), and 0<y<M, —1},
and LS(SR""*")= { g(SR"7*,0, y)‘ g(SR"*,0,y)eOP(SR"*), and 0<y<M, —1}
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To facilitate the following descriptions of the side-match features, the denotations of SR -

and SR " are simplified as SR’ and SR’ respectively. The vertical touching boundary of
SR' and SR", denoted as VB(SR',SR"), is represented by a set of side connections formed
by pairs of object pixels that are symmetrically connected on their associated rightmost and
leftmost sides, and is defined as follows,

VB(SR',SR") =
{(g(SR’,MH —l,y),g(SR”,O,y))‘ g(SR',M,, —1,y) e RS(SR"), and g(SR’.0,y)e LS(SRr)}

Similarly, in the case that SR"/% and SR>”" are vertically adjacent (suppose that

SR "% is on the top and SR > is on the bottom, and their denotations are also simplified
as SR’ and SR, respectively), their horizontal touching boundary can be represented as,

HB(SR',SR") =
{(g(SRt,x,Mv—1),g(SRb,x,0))‘ (SR M 1) €BS(SR'), and g(SRb,x,O)eTS(SRb)}

where BS(SR') and TS(SR’) reptesent the bottommost side and the topmost side of SR’

and SR’ respectively, and are defined as,
BS(SR ") = { g(SR ™, x,M , - 1)\ g(SR™*,x,M,—1)eOP(SR""""), and 0<x<M, — 1} ,

and TS(SR"*"*)={g(SR""* x,0)| g(SR"""* x,0)eOP(SR"/*), and 0<x<M, —1
H

Also, the number of side connections of the touching boundary, i.e. the amount of connected
pixel pairs in VB(SR """ SR >2*) or HB(SR"/* SR">7*) should also be considered
for the connectedness of the two 4-adjacent SRs, and is denoted by N_(SR /% SR=>72M),
Therefore, based on the above-mentioned side-match features of two 4-adjacent SRs, the
side-match measure, Dgyy, of them when they are horizontally adjacent and vertically adjacent

can be respectively computed as,
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2 |g(SR' M, 1,3) - g(SR",0,)|

(g(SR' .My ~1,9).2(SR",0,y))VB(SR' SR )

Dy, (SR',SR") =
s { ) N_(SR',SR")

> lg (SR x,M, = 1) - g(SR" x,0)

(g(SRt .M, —1),g(SR? ,x,O))G HB (SR’ ,SR")

and D., (SR',SR")=
SM( ) NYC(SRt,SRb)

(3.13)

The range of Dgy, values is within [0,255]. If the Dgy value of two 4-adjacent SRs is
sufficiently low, then these two SRs are homogeneous with each other, and should belong to

the same object plane P .

Accordingly, the Dg), measure can reflect the continuity of two 4-adjacent SRs, and the
Drgys value, as obtained by Eq. (3.8), assesses the similarity between them. Hence the
homogeneity and connectedness of two 4-adjacent SRs can be evaluated by considering the
dominant effect of the Dgy, and the Djjs values. Therefore, based on the above definitions,

the single-link matching grade of two 4-adjacent SRs, denoted by m,, is determined as,

max (DSM (SRiin H : SR 222 )y Dy, (SRil ok , SRk ))

mS(SRilajlvkl’SRiZsjzka): — —
max (0'(SR’1”l )+ o (SR>, 1)

(3.14)

where o(SR"/*) is the standard deviation of gray intensities of all object pixels associated

with SR**, and is equivalent to o}’ obtained in the localized histogram multilevel
thresholding process. Here the denominator term max(o-(SR""f"”‘l)Jra(SR“Z’fZ”‘2 ), 1) in Eq.
(3.14) serves as the normalization factor. Besides, it must be noted that the Dg) measure
becomes invalid when N_(SR "/ SR>7%*)=0. Therefore, in the determination of the

single-link matching grade in Eq. (3.14), the D), can be disabled by setting the Dgys to zero

using the “max’ operation, so as to allow the Dy, having the dominant effect.

Next, we describe the centroid-link matching grade to assess the degree of similarity
between SR™** and an already existing plane ® in a global manner. Let (@) and
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o’(®,) denote the mean and variance of the existing plane ®,, respectively, and they are

given by,

2, N, (SR) u(SR)
SR K e
P)=— . , 3.15
(@) N(@) (3.15)

and

o (@) =2 (3.16)
Nop(q)q)

where N, (®,) denotes the amount of pixels in @, and is given by,

N, (@)= >. N, (SR""") (3.17)

T
SRq €F,

Accordingly, the centroid-link matching grade of“SR ** ~and ® can be computed by,

(SR )= (@)
max (O'(SR PRy 4 o(®), 1)

i,j,k .
m (SR “*,@) = (3.18)

If SR"* is finally determined to be merged into the plane @ , then the mean (@)

and variance o*(2,) of ®, should be updated after taking in SR “7* The new mean and

variance of @, are respectively computed by,

(NOP (qurev) ' ’U(qurw) + Nop (SR i,j’k) ’ ﬂ(SR bk ))

(N0p (®"")+N,, (SR i,,»,k)> (3.19)

(@)=

and
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UZ(QanEW):
rev rey i,j i, new 2 rev new rev
[NO,,(@’” )0 @)+ N, (SR ™) [ (SR ) = (@) + N, (@) | (@) ) = (@)

(N, @)+ N,,(SR"))

]

(3.20)

where 2"

" denotes the newly expanded plane @ , while & denotes the previous one;

and u(®"") and az(fq"g‘“) represent the updated mean and variance of @, respectively,

. rev 2 rev .
while w(®”") and o°(®/) represent the previous ones.

The above-mentioned two matching grades are then combined to form a composite
matching grade, denoted by 9i(SR "’«"”‘,(Pq), to complimentarily evaluate the degree of
connectedness and similarity of an unclassified SR'and an already existing plane in both local
and global manners. As a result, this composite: matching grade can provide a more effective
criterion for determining the best belonging plane for each of the unclassified SRs.

Accordingly, in each recursion of the matching phase, each of the unclassified SRs, i.e.

SR""* in the Pool, is analyzed by evaluating the composite matching grade of SR"/*

associated with each of its neighboring existent planes @ , to seek for the best matching

plane into which SR “/* should be grouped.

Since the evaluating process of the composite matching grades of SR ** is performed
on its neighboring planes, a plane ® must have at least one of its own SRs 4-adjacent to
i,j.k

SR""*, to compete for the belonging of SR"/*. Here the SRs which have already been

grouped into one of the current existing planes are denoted as SR "/, where the subscript ¢

represents that Sr “/* belongs to the g- ane @ . Therefore, to facilitate the computation
presents that s ¥ belongs to the g-th plane @, . Therefore, to facilitate th putat

of the composite matching grade of SR™* and a plane @ , the processing set
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AS(SR "* ,®,) s utilized for storing the SR s which are belonging to @ and 4-adjacent to

SR * as well, and is defined by,
AS(SR"*, @)= {Squ"-",’kV e®| SR’/ is 4-adjacent to SR """’k}

i,j.k

Then the composite matching grade 9t of SR associated with the plane @ , which

i)k

reveals how well SR matches with @, can be determined by,

i,j.k _
M(SR ", @) =

- ' - S (3.21)
wc(mc(SR - ,(Pq))+ws min m, (SR, SR ")

VSR, I K e AS (SR K @)

where w, and w, are the weighting factors to control the weighted contributions of the
centroid-linkage and single-linkage strengths of the composite matching grade, respectively,
and w, +w, =1. By applying the weighting factors w, “and w, in the composite matching
grade, the centroid-linkage and single-linkage can-be combined by taking advantage of their
related strengths. Because textual regions'mostly reveal obvious spatial connectedness, we
reasonably strengthen the single-linkage weight of the composite matching grade, and thus

the values of the weighting factors are chosen as w, =0.45 and w, =0.55, respectively.
Besides, if SR™* has no neighboring SRs in @, ie. AS(SR"*.®)=¢, then @ is
excluded from the consideration for matching with SR “*, that is, the evaluation process of
their composite matching grade is skipped.

i,j.k

As a result, the best candidate belonging plane for SR/, i.e. the plane having the

lowest composite matching grade associated with SR “/* among all existing planes, denoted
by @, can be determined by,
M(SR “*,@,) =min M(SR "/*, @) (3.22)
Ve,
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If the determined value of 9U(SR"™*,® ) is too large, SR™* is not likely to have

sufficient connectedness and similarity to @, . The following matching criterion is applied to
check whether the currently selected candidate plane ®, and SR™** are sufficiently
matched, and then the suitability of SR™* for belonging to ®, can be determined well.

This matching criterion is defined as follows,
i,jk
MSR ", 2 )7, (3.23)

where 7, is a predefined threshold which represents the acceptable tolerance of

dissimilarity for SR"* to be grouped into @, . The matching criterion has a moderate effect
on the number of resultant object planes, and the value choice of 7, =1.2 is experimentally

determined to obtain sufficiently distinct planes.and avoid excessive splitting of planes.

Accordingly, if SR"* and its associated ® ' satisfy the matching criterion, then
SR "% is merged into @, , and removed from the Pool:If the matching criterion cannot be
satisfied, this reflects that SR “* is‘distinct from all its existent adjoining planes, and there
is no appropriate belonging plane for SR during this current matching phase recursion.
Therefore, SR** will remain in the Pool, until its suitable matching plane emerges or it
begins its own plane in the following recursions of the plane construction phase. After a

belonging determination has been made for SR ™/*

, the matching process is in turn applied
on the subsequent unclassified SRs in the Pool, until all the rest unclassified SRs have been

processed one time in the current matching phase recursion.

3.3.3 Plane Construction Phase

After performing the previous matching phase recursion, if there are unclassified SRs

remaining and the Pool is not drained as well, these unclassified SRs must be analyzed to
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determine whether it is necessary to establish a new object plane to assemble the SRs with
such features into this new plane to form another homogeneous object region. The textual
regions and homogeneous objects may contain several connected regions. However, all
similar and connected SRs comprised of them may not be completely assembled into
appropriate planes in the previous matching phase recursion. This situation can be resolved
by detecting and expanding the existent planes having sufficient close distances in gray
intensity and spatial location features with unclassified SRs to take in such unclassified SRs.
Therefore, in the next matching phase recursion, the follow-up unclassified SRs having
homogeneous features with these planes can be successively assembled into them to prevent
the split of homogeneous object regions. The plane construction phase determines whether to
1) create and initialize a new plane by selecting the unclassified SR “farthest away” from all
existing planes as an initial seed, or 2) enlarge one suitably selected plane by merging one
unclassified SR “closest” to this plane. The determination is made according to the analysis of

the following gray intensity and spatial location-features.

The dissimilarity between one unclassified "SR, which is not adjoined to any one of
currently existing planes in the previous matching phase recursion, and a certain object plane
@, can be determined by their value of the centroid-link matching grade, as computed by Eq.

i,j.k

(3.18). Then the plane which is most similar to SR in gray intensity among all presently

existing planes, i.e. the plane has the least value of the centroid-link matching grade

associated with SR */*, denoted by @, (SR"/*), is obtained by,
i,j,k i,j,k _ : i,j,k
mC(SR , P (SR )) = r\%;l(mc(SR ,(Pq)) (3.24)

Here mC(SR bR @ (SR ’”""‘)) also represents the measure of the least dissimilarity between

SR'* and all already existing planes. If SR** can find a plane ®(SR'/*) having
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sufficiently low dissimilarity with SR"** in gray intensity, and they are also locatively

closed as well, then this condition reveals that SR"/* is sufficiently homogeneous with

@, (SR i ”‘) , even if it is not currently 4-adjacent to ¢, (SR i ”‘) .

To determine this situation, the locative distance between SR™* and a plane @,
denoted as D,(SR"*,®), is computed by the Euclidean distance between SR™** and its

closest SR, amongall SR s associated with the plane @ ; and is determined as,

i,jk _ . i,jk ik
D, (SR" ,(Pq)—vg%leré)qDQ(SR TH SR, (3.25)
where D, (SR i’j”‘,SRq""f"k') = \/(i i)Y +(-7)) (3.26)

If SR"* and its (PS(SR ’”’”") are homogeneous inigray. intensity and also locatively close to
each other, i.e. both mc(SR SR P (SR "’j’k)) and DE(SR PR @ (SR "’«"”‘)) values are

sufficiently low, then SR** should join the-plane 2, (SR I ”‘), rather than establish a new

independent plane, so as to prevent a textual region or homogeneous object to be split into
more than one plane. Otherwise, if no such planes are found, a new plane should be created to

aggregate those SRs with distinct features.

In order to ensure that the new plane contains distinct features with the current existent
planes, a scheme for selecting a suitable SR as the representative seed for constructing a new

plane is given as follows,

m, (SRy,, B (SRy,)) = max m (SR & (SR ")) (3.27)

VSR /*k <Pool

In this way, this determined seeded SR, denoted by SR, , is the one which is most dissimilar

in gray intensities to any already existing planes, and thus SR,, will begin its own new
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plane to aggregate those SRs whose features are distinct from other existing planes but

homogenous with SR, .

By means of the definitions given above, the plane construction phase is performed

according to the following steps:

Step 1: First, the unclassified SRs which have sufficiently low m, (SR M @ (SR "’«"”‘)) values

are selected into the set SRs using the following operation:
SR, = {SR V% & Pool| m, (SR, B (SR ")) < Z'S} (3.28)

where 7, is a predefined threshold for determining whether one SR is sufficiently

homogeneous with any one of existing planes. If none of the unclassified SRs satisfy the

above condition to be selected into#SR,, i.e. SRg=¢, then go directly to Step 3 for

constructing a new plane; otherwise, perform the following Step 2.

Step 2: The set SRs now contains“the SRs which are-significantly homogeneous with the

already existing planes, but are not 4-adjacent with them, and thus remain unclassified in the

previous matching phase recursion. The SR locatively nearest to its associated @, (SR ’”’”"),

denoted by SR,, is determined as follows,

D, (SR,,®(SR,))=__min_ D, (SR"™* & (SR"*)) (3.29)

VSR "/ *eSRg,
If SR, and its associated @ (SR ””‘) are sufficiently close to each other, i.e. the condition

D, (SR,,®,(SR,)) <z, is satisfied, then SR, is determined to be merged with @ (SR ")

to enlarge its influential area on nearby SRs, and proceeds to Step 4. Otherwise, perform Step

3 for constructing a new plane.

Step 3: The SR,,, the SR most dissimilar to any currently existing planes, is determined by

NP
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using Eq. (3.27). Thus, SR,, is employed as a seeded SR to establish a new plane @, , and

ew

then continues to perform Step 4.

Step 4: Finish the plane construction phase, and then conduct the next matching phase

recursion.

The threshold z, utilized in Eq. (3.28) moderately influences the number of resultant
planes. If the value of 7z, is low, then the number of resultant planes will be increased and a
homogeneous region may be disjoined into more than one plane, although its influence on
text extraction is not serious. If the value is large however, then the number of planes is
reduced, and some objects may be merged to a certain degree. Reasonably, its value should

be tighter than the value of z_, which is utilized in the matching criterion in Eq. (3.23), to

ensure that the determined SR, is sufficiently homogeneous with its associated @, (SR bk ) ,

and thus (PS(SR "'~"”‘) can appropriately attract homogeneous SRs near the extended

influential area benefited from participation .with- SR,. Therefore, in our experiments, the

value of 7, is chosen as 7, =0.8-7, . Normally, text-lines or text-blocks usually occupy

perceptible area of the image, and thus their width or height should be in appreciable
proportion to those of the whole image. Therefore, 7, =min(N,,N,)/4 is used for

experiments, where N, and N, are the numbers of block regions per row and per column,

respectively.

3.3.4 Overall Process

Based on the three above-mentioned processing phases, the region matching and
assembling process begins by applying the initial plane selection phase on all unclassified
SRs in the Pool to determine the representative seeded SRs {SRM*, m=1:N } for setting up
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N initial planes. Thus, the matching phase can subsequently apply on the rest of SRs in the

Pool and the initial planes @, ..., @, ,. Then the matching phase and the plane construction
phase are recursively performed in turns on the rest of unclassified SRs in the Pool and
emerging planes, until each SR has been classified and associated with a particular plane, and
the Pool is eventually cleared. As a result, after completing the multi-plane region matching

and assembling process, the whole illumination image Y is segmented into a set of separate

object planes {(PO, @, .., B}, each of which consists of homogenous objects with
connected and similar features. Consequently, we obtain,

L—

—_

=Y, wih @ (|2 = ¢

q=0 @ * 90
where L is the number of the resultant.planes obtained.

We use Figure 3.3 as an example of the proposed multi-plane segmentation approach.
The sample image in Figure 3.3(a) consists of-three different colored textual regions printed
on a varying and shaded background. Moreover, the black characters are superimposed on the
white characters. First, as shown in Figure 3.3(b), the original image is transformed into
grayscale, and is divided into block regions. The block regions are then processed by the
localized multilevel thresholding procedure, and are decomposed into SRs according to the
number of contained objects and their feature complexity. Next, these obtained SRs are
processed by the initial plane selection phase, and four initial planes having most
representative features are created, and they forms the resultant planes &, -®,, as shown in
Figure 3.3(c)-(f). Then the rest SRs in the Pool and the initial planes @, -®, are analyzed and
assembled by recursively applying the matching phase and the plane construction phase. As a

result, there are seven major resultant object planes @, -®, (while those insignificant planes

are discarded) obtained after performing the multi-plane segmentation process, as depicted in
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Figure 3.3(c)-(1). Within these planes, the planes @, ® and @, in Figure 3.3(d), (f), and

(g), respectively, contains textual objects of interest.
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(a). Original Image

(b). Sectored regions corresponding
to the original image

(c). Object plane @,
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(d). Object plane 7,
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(2). Object plane @,

(h). Obje::; plane @

(1). Object plane @,

Figure 3.3. An example of the test image, “Calibre”, and the object planes obtained by the

multi-plane segmentation (image size = 1929 x 1019)

Accordingly, the homogeneous objects in which all textual objects and background

textures are segmented into several separate object planes can be effectively analyzed in

detail. By observing these obtained planes, we can see that three textual regions with different

characteristics are distinctly separated. Thus, extraction of textual objects from each binarized

plane in which objects are well separated can be easily performed by some contemporarily

developed text extraction techniques. The following section describes a simple procedure for

locating and extracting textual objects from these resultant object planes.
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3.4 Text Extraction

After performing the multi-plane segmentation, the entire image is decomposed into
various object planes. Each object plane may consist of various considerable objects, such as

characters, graphical and pictorial objects, background textures or other objects. Each

individual object plane @ will be binarized by setting its object pixels to black, and setting
other non-object pixels to white, and hence a “binarized plane”, denoted as B@,, is created
corresponding to each plane @ . The text location and extraction process will be performed
on each individual binary plane ®®, to obtain the textual objects of interest. To obtain the

character-like components from each binary plane ®2 , a fast connected-component

extraction technique [85] is first carried out to locate'the connected-components of the black

pixels in @2 . These connected-components may- represent the character components,

graphical and pictorial objects, . or." background textures. By extracting the
connected-components, the location and®dimension of each connected-component are
obtained as well. The location and dimension of a connected-component are represented by

the bounding box enclosing it.

In this study, based on the concepts of the recursive XY-cut techniques for
connected-component projections [86], [87], we develop a recursive XY-cut spatial clustering
process for grouping the connected-components into meaningful sets in each of the binarized
planes. We are interested in looking for horizontal text-lines, and hence the XY-cut spatial
clustering process is conducted to cluster the connected-components into several sets in
horizontal direction. A resultant set of connected-components may comprise a character string,
a larger graphical object, or a group of isolated background components inside the character

strings. Each of these connected-component sets, denoted as CS, is then processed by the text
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identification process to determine whether they are actual text-lines.

First, the definitions used in the text detection and extraction process are:

(a). C; denotes a connected-component of the current B2, and the bounding box which

encloses C;is denoted as B(C)).
(b). CS,denotes a group of connected-components, CS; = {C,. 1i=0,1,2,...,N_, (CSJ.)} ,
where the number of connected-components contained in CS, is denoted as

N.(CS;), and the bounding box which enclose all the connected-components

belonging to CS, is denoted as B(CS,). A group CS; represents a preliminary

general text line. Note that the simplified dénotation B represents a bounding box of a

connected-component C;, or a group-of eonnected-components CS, respectively in the

following descriptions for the spatial clustering process.

(c). The location of the bounding boxes ‘of Cs*or CSs employed in the spatial clustering

process are their top and left coordinates, and they are denoted as #(B) and /(B),

respectively.

(d). The width and height of the bounding boxes are denoted as W(B) and H(B),

respectively.

(e). The horizontal and vertical distances between two bounding boxes are defined as
D,(B,,B,)=max[I(B).(B,) |~ min[ r(B).r(B)]. (3.30)
and D,(B,,B,)=min| b(B,),b(B,) | -max| #(B,),(B,)] (3.31)

If the two bounding boxes are overlapping in the horizontal or vertical direction, then the
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value of D,(B,,B;) or D,/B,B;) willbe anegative value.

(). The measures of overlap between the horizontal and vertical projections of the two

bounding boxes are defined as

_-D,(B,B,)

F(B,B)= /nin[W(B[)’W(Bj)] (3.32)
_—D,(B,B))

and R(5,5,)= Ain[H(Bi),H(BJ.)} -39

Based on the functions and notation defined above, the connected-component clustering
process is detailed as follows. The XY-cut clustering process is conducted by recursively
performing the horizontal clustering procedure; X=cut procedure, and the vertical clustering

procedure, Y-cut procedure on the bounding boxes of the contained connected-components of

the current processing binary plane-B® .

The horizontal clustering procedure - X=cu#(CS, ) (where the subscript “in” refers to

“the original input group of connected-components”) is applied as follows:

Step 1: Project all the bounding boxes of the connected-components contained in CS,,

horizontally onto the vertical y-axis.

Step 2: Sort all the connected-components C, in the CS, with respect to their
corresponding #C;), where all C, €CS, . Then scan the horizontal projections of their
bounding boxes on the y-axis, and determine their “projection overlapping segments” on
the y-axis. The bounding boxes that are said to share the same projection overlapping
segment must be comprised of bounding boxes that overlap on the y-axis when projected

horizontally. For example, if two components C; and C, overlap with each other, then they
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should satisfy the overlapping condition, i.e. P (B(C)),B(C,))>0.

Step 3: For the connected-components sharing the same projection overlapping segments,

cluster the connected-components which are aligned with each other into respective groups

CS, . Since for character components in a text line, their corresponding bounding boxes of

connected-components should be well-aligned with each other, we use the
alignment-condition to determine the alignment among the connected-components which

share the same projection overlapping segments, and the alignment-condition is defined as,

H(B)-H(B NB,) _
H(B,) ’

(3.34)

where B, is the shorter among the two bounding boxes B(C,) and B(C,),and B, is the
taller one; T, is a pre-defined threshold:with the value 0.33 being used in this study. The left

term of this condition can be simplified as,

H(B)- H(B/AB,)
H(B)

=1=P(C.C)) (3.39)

In other words, if the non-overlapping part of the projection (i.e. the part of the projection
which does not overlap with the taller bounding box) of the shorter bounding box is less

than one-third of its height, then it should be merged into the same group.

Step 4: After the above steps are performed, several groups of connected-components,
CS,, are obtained; where £ =0,1,2,..,K~1, and K is the number of resultant groups
obtained in this recursion of the X-cut procedure. If only one resultant group CS, is
obtained, then stop the procedure; otherwise, for each group CS,, conduct the vertical

clustering procedure Y-cut(CS, ).

Then the vertical clustering procedure Y-cut(CS, ) is conducted as follows:

mn

Step 1: Project all the bounding boxes of the contained connected-components of the input
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group CS, vertically onto the x-axis.

Step 2: Sort all the connected-components C, in the CS, with respect to their

corresponding /(C;). Then, scan the vertical projections of their bounding boxes onto the
x-axis and determine the projection overlapping segments. The connected-components

whose vertical projections on the x-axis share the same overlapping segment can be

detected when the overlapping condition P, (B(C,),B(C,)) >0 1is satisfied.

Step 3: For each projection overlapping segment, cluster the connected-components that

are covered by the same overlapping segment into the associated group CS,.

Step 4: For each determined group CS,, if the following horizontal space condition among

adjacent groups is satisfied, then merge them'into a single group. The horizontal space

condition of two adjacent groups *CS,; and CS,; is-defined as:

(3.36)

D, (B(Cskl)’B(CSkz)) < “max ( W(B(CS“)) W(B(CS“))]

Ncc (Cskl) ’ Ncc (CSk2)

W(B(CS))

N_(CS) reflects the average width of all connected-components that

where the term

belong to the group CS. The horizontal space condition states that if the horizontal space

between the adjacent groups is sufficiently small, then the adjacent groups CS,, and

CS,, are joined.

Step 5: After the above steps have been performed, several resultant groups CS,, are

obtained, where / = 0, 1, 2,...,L-1, and L is the number of resultant groups obtained in this
recursion of Y-cut procedure. If only one resultant group CS, is obtained, then stop the
procedure; otherwise, for each group CS,, perform the horizontal clustering procedure

X-cut (CS,).
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Initially, the initial group CS, comprises all the connected-components of the current

processing binary plane ®®,. Accordingly, based on the above-mentioned two procedures,

the connected-component clustering process is started by performing the X-cut procedure on
the initial group CS, . If the first recursion of performing the X-cut procedure cannot divide
the initial group CS, into more than one group, then perform the Y-cut procedure on CS,, .
The clustering process is performed by recursively applying the X-cut and Y-cut procedures

until the resultant connected-component groups cannot be divided into more sub-groups.

Figure 3.4 depicts the text extraction process. As shown in Figure 3.4(a), for the
corresponding connected-components of characters in the binary plane B2, (corresponding
to the plane ®, in Figure 3.3(g)), there are five resultant CSs obtained after the X-cut
procedure is performed. The Y-cut procedure is<in turn performed on these five CSs. For
instance, as shown in Figure 3.4(b);the Y-cut-procedure-is performed on the CS at the top of
the five CSs obtained from the X-cut procedure,-and then one resultant CS is obtained. This
is because the connected-components in Figure 3.4(b) are all close to each other, and hence
are clustered into a single resultant CS. After the XY-cut connected-component clustering
process on a binary plane is completed, several final CSs are obtained, representing
candidates of actual text-lines, as shown in Figure 3.4(c). Accordingly, the CSs associated
with the remaining binary planes are also obtained after the XY-cut process is in turn

performed on all binary planes.

The text identification process is then conducted to distinguish whether each one of
these obtained CSs comprises actual text-lines or non-text objects. Before distinguishing and
extracting text-lines, we first identify halftone pictorial objects and background regions using

the normalized correlation features [88]. For each one of these CSs, its associated normalized
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correlation features are computed on the bounding box region covered by its contained
components. If these normalized correlation features of one CS meet the discrimination rules
of halftone pictorial objects as suggested in [88], then it is determined to be a pictorial object

or a background region.

After pictorial objects and background regions are identified and eliminated, the text
identification is then performed on the rest of CSs. If a CS actually comprises a text-line, it
may have the following distinguishing characteristics: 1) its contained connected-components
should be respectively aligned, and the number of them should also be in proportion to the
width of the CS; 2) the contained object pixels in the enclosing region of this CS show
distinctive spatial variation. For the first characteristic, the identification strategies of the
statistical features of connected-components [38] can be applied on each of the CSs, as well
as the second characteristic can b¢: determined by ‘applying the discrimination rules of
transition features on the object-pixels contained in-each of the CSs [89]. Both are

independent of font types, lengths and sizes of text-strings.

Based on the above-mentioned concepts, the text identification process employs the
following heuristic rules R, —R; determines whether the CSs contain text lines or non-text
objects. A CS is identified as a real text-line if all of the following decision rules are satisfied.
First, the ratio of the width /¥ and the height H of the enclosing box of the CS must satisfy

the condition,

R: % > 2.0 (3.37)

The number of contained connected-components N_. of the CS must satisfy the conditions,

R,: 0.50W/H) < N_ < 80(W/H), and N_>2 (3.38)

The ratio of the total area of the bounding boxes of the CS's contained connected-components

of to the area of its enclosing box must satisfy the condition,
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D, AC)
R: 05< &= < 095 (3.39)
WxH
where A(C,) is the area of the bounding box of the i-th contained connected-component of

the CS. Then the identification rules based on the statistical features of the contained pixels

of the CS are introduced as follows. Considering that “0” represents object pixels and “1”

background pixels, the number of transition pixels 7, in the enclosing box of the CS is

determined by calculating the number of “0” to “1” and “1” to “0” transmissions. Hence the

horizontal transition pixel ratio of the CS must satisfy the condition,
R,: 12< T, /N, < 3.6, (3.40)

where N, is the number of the column Jines,in which the object pixels are present. In
addition, the density of object pixelsin the €S must.also satisfy the condition,
Z Op(Cl)

R, 7 02%< C‘;/—Hs 0.8 (3.41)
X

where O,(C;) is the number of object pixels of the i-th connected-component of the CS.

Accordingly, a CS is identified as an actual text-line if it satisfies both of the above
characteristics. The above-mentioned decision rules are obtained by analyzing many
experimental results of processing document images having text strings with various types,
lengths and sizes. The constant values utilized under the above decision rules are determined
experimentally and yield good performance in most general cases. After the text
identification process has been conducted on all object planes, the text-lines extracted from

these planes are then collected into a resultant text plane, as shown in Figure 3.4(d).
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(c). The resultant candidate text-line‘s‘obtéined by the X'Y-cut spatial clustering process.
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(d). The resultant text plane obtained by performing text extraction process on all planes

derived from Figure 3.3(a)
Figure 3.4. Examples of the text location and extraction process
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3.5 Experimental Results

In this section, the performance of the proposed multi-plane approach is evaluated and
compared to several other well-known text extraction techniques, namely Jain and Yu’s
color-quantization-based method [38], and Pietikainen and Okun’s edge-based method [36].
A set of 54 real-life complex document images was employed for experiments on
performance evaluation of text extraction. These test images include a variety of book covers,
book and magazine pages, advertisements, and other real-life documents at the scanning
resolution of 200 dpi to 300 dpi. These images are comprised of textual objects in various
colors or illuminations, font styles and sizes, including sparse and dense textual regions,
adjoined or overlapped with pictorial, watermarked, textured, shaded, or uneven illuminated

objects and background regions.

(ALIBRE EEFRAVSCEES

ARRGUKE TSR E T RaVRTRE

(a). Representative color image 1 (b). Representative color image 2

(c). Representative color image 3 (d). Representative color image 4

Figure 3.5. Representative color images of Figure 3.3(a) after performing Jain and Yu's
method.

97



(b). Text extraction results by Pietikainen and Okun’s
method

Figure 3.6. Text extraction results of Fig. 3(a) by Jain and Yu’s method and Pietikainen and
Okun’s method.

(a). Text extraction results by Jain and Yu’s method

First, the comparative experiments are conducted on the aforementioned sample image
of Figure 3.3(a). Figure 3.5 and Figure 3.6 show the processing results and text extraction
results produced by Jain and Yu’s color-quantization-based method [38], and Pietikainen and
Okun’s edge-based method [36]. Hére the text extraction results of Pietikainen and Okun’s
method depicted in Figure 3.6(b):and the later figures-are converted into masked images
where the black mask was adopted to “display the mnon-text regions. As a comparative
experiment of document image decomposition, the decomposition results depicted in Figure
3.5(a)-(d) are four representative color images after performing Jain and Yu’s color
quantization method [38]. As can be seen from the second representative color image in
Figure 3.5(b), the caption characters superimposed on the shaded background are blurred and
cannot be appropriately separated. Besides, as shown in Figure 3.5(d), the bottom text-line
"what now?" is occulted in the fourth representative color image by reason of the insufficient
contrast for color quantization process. As a result, these two textual regions are missed in the
resultant text extraction results, as shown in Figure 3.6(a). As seen from Figure 3.6(b),
Pietikainen and Okun’s method extracts most characters of the body text, but many caption
characters are fragmented and characters of the text-line "what now?" are also lost due to the
low contrast with the background.
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Figure 3.7(a) and Figure 3.7(b) are two typical test images of A4 full-size complex
scanning documents. The test image shown in Figure 3.7(a) contains background objects with
sharp illumination variations across textual regions, and some of these also possess similar
colors and illuminations to those characters touched with them, so that their illuminations are
influenced and have gradational variations due to the scanning process; while the test image
in Figure 3.7(b) has a large portion of the main body text printed on a large shaded and
textured background region, and thus the contrasts between the characters and this textured

background region is extremely degraded.

Figure 3.8 and Figure 3.9 depict the decomposition results of Figure 3.7(a) produced by
the proposed multi-plane approach and Jain and Yu’s color-quantization-based method. As
shown in Figure 3.8(a) — (h), the proposed approach clearly segment the homogenous objects
into respective object planes. These planéscomprise of the textual objects of interest
including the large bright charactets near the gray boundary blocks in Figure 3.8(b) and (e),
the characters "SIEMENS" below the man.in black in Figure 3.8(c), the white main body text
close to the mobile phone's shell in Figure 3.8(d), and the rest of small characters in Figure
3.8(g) and (h). Comparatively, textual objects of the caption and the main body text in Figure
3.9(b), 9(e) and 9(f) of the representative color images decomposed by Jain and Yu’s method
are visibly fade or blurred with pictorial objects due to the influence of those background
objects during the color quantization process. Figure 3.10(a) — (c) illustrate the text extraction
results of Figure 3.7(a) by the proposed approach, Jain and Yu’s method, and Pietikainen and
Okun’s method. As shown in Figure 3.10(a), the text extraction results by the proposed
approach demonstrate that the majority of the textual objects are successfully extracted from
the sharply varying backgrounds. By comparison, as shown in Figure 3.10(b), Jain and Yu’s
method is unsuccessful to extract the large caption characters and many characters in the

main body text by reason of the above-mentioned unsatisfactory decomposition results of the
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color quantization process. Pietikainen and Okun’s method extracts most textual objects
except some broken large characters and several missed small characters, as shown in Figure
3.10(c); however, several pictorial objects with sharply varying contours are also identified as

textual objects, and thus the characters in extracted textual regions are blurred.

technology

perfectly.

SIEMENS

WWW. MY-S5IEMens.com

(a). Test image 2 (size: 2333 x 3153) (b). Test image 3 (size: 2405 x 3207)

Figure 3.7. Original images of the test images 2 and 3
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SIEMENS

(a). Decomposed object plane 1

(b). Decomposed object plane 2

(c). Decomposed object plane 3

(d). Decomposed object plane 4

(e). Decomposed object plane 5

(f). Decomposed object plane 6

&

(g). Decomposed object plane 7

(h). Decomposed object plane 8

% e

(i). Decomposed object plane 9

Figure 3.8. Decomposed object planes of Figure 3.7(a) after performing the proposed

multi-plane segmentation
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(c). Representative color image 3
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(d). Representative color image 4

(e). Representative color image 5

(f). Representative color image 6

Figure 3.9. Representative color images of Figure 3.7(a) after performing Jain and Yu's

method.
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SIEMENS . SIEMENS

(a). Text extraction results by the (b). Text extraction results by Jain and  (c). Text extraction results by

proposed approach Yu’s method Pietikainen and Okun’s method
Figure 3.10. Text extraction results of Figure 3.7(a) by the proposed approach, Jain and Yu’s
method, and Pietikainen and Okun’s method:

In the test image shown in Figure 3.7(b), the textual region of interest are the caption
characters "you see" on the top-left,.the main.-body-texts on the right, and the white characters
"technology perfectly" on the bottom=left. Figure 3.11 - Figure 3.13 illustrate the
decomposition and text extraction results on the test image in Figure 3.7(b) obtained by the
proposed approach, Jain and Yu’s method, and Pietikainen and Okun’s method. As shown in
Figure 3.11(b), the proposed approach correctly separate the main body texts printed on
shaded and textured background regions in highly degraded contrasts. By comparison, textual
regions of the main body texts in Figure 3.12(a) of the representative color image obtained by
Jain and Yu’s method are apparently smeared with the background regions. Accordingly, as
can be seen from Figure 3.13(a), the characters in three different textual regions are
successfully extracted by the proposed approach; whereas both Jain and Yu’s method, and
Pietikainen and Okun’s method could not perform well on extracting textual objects from the
shaded and textured backgrounds in degraded contrasts, as shown in Figure 3.13(b) and

Figure 3.13(c), respectively.
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Figure 3.11. Decomposed object planes of Figure 3.7(b) after performing the proposed

multi-plane segmentation
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Figure 3.12. Representative color images of Figure 3.7(b) after performing Jain and Yu's

method.
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(a). Text extraction results by the (b). Text extraction results by Jain and (c). Text extraction results by

proposed approach Yu’s method Pietikainen and Okun’s method
Figure 3.13. Text extraction results of Figure 3.7(b) by the proposed approach, Jain and Yu’s
method, and Pietikainen and Okun’s method:
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Figure 3.14. Original images of the test images 4 - 6
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Figure 3.14(a) — (c) are three test images with several notable characteristics. The test
image in Figure 3.14(a) has multiple-colored text-lines printed on several shaded background
regions in indistinct contrasts, while the test images in Figure 3.14(b) and (c¢) comprise
textual regions overlapped with numerous character-like objects with similar contrasts and
textural features to those of actual textual objects. To facilitate the visual observation of
bright characters, the text extraction results of Jain and Yu’s method and the proposed
approach in Figure 3.15(a)-(b), Figure 3.16(a)-(b), and Figure 3.17(a)-(b) are illustrated in the
binarized form. Figure 3.15(a), Figure 3.16(a), and Figure 3.17(a) exhibit that the proposed
approach correctly segment and extract the textual objects with different sizes, types, and
colors under various difficulties associated with the complexity of background images. As
shown in Figure 3.15(b), Figure 3.16(b), and Figure 3.17(b), Jain and Yu’s method could not
perform well on extracting several text-lines of interest, and some extracted textual regions
are also blurred or degraded. As sllustrated in Figure 3.15(c), Figure 3.16(c), and Figure
3.17(c), Pietikainen and Okun’s method;can-extract most textual objects, but some shaded
textual objects such as the caption characters."to the Real Essay" in Figure 3.15(c) are missed,
and many background textures and contoured objects are also identified as textual objects,

and so that many extracted textual regions are blotted by these spurious detections.
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(a). Binarized text extraction results by (b). Binarized text extraction results by (c). Text extraction results by

the proposed approach

Jain and Yu’s method

Pietikainen and Okun’s method

Figure 3.15. Text extraction results of Figure 3.14(a) by the proposed approach, Jain and Yu’s

method, and Pietikainen and Okun’s method:
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(c). Text extraction results by

Pietikainen and Okun’s method

Figure 3.16. Text extraction results of Figure 3.14(b) by the proposed approach, Jain and Yu’s

method, and Pietikainen and Okun’s method.
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(a). Binarized text extraction results by (b). Binarized text extraction results (c). Text extraction results by

the proposed approach by Jain and Yu’s method Pietikainen and Okun’s method
Figure 3.17. Text extraction results of Figure 3.14(c) by the proposed approach, Jain and Yu’s
method, and Pietikainen and Okun’s method:

Table 3.1. Experimental data of Jain and Yu’s method and our

proposed approach
Method Recall Rate Precision Rate
Jain and Yu’s method 79.8% 95.2%
Our approach 99.1 % 99.3%
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For the quantitative evaluation of text extraction performance, two measures, the recall
rate and the precision rate, which are commonly used for evaluating performance in

information retrieval, are adopted. They are respectively defined as,

No. of correctly extracted characters

recall rate= , and (3.42)

No. of actual characters

.. No. of correctly extracted characters
precision rate =

3.43
No. of extracted character —like components (3.43)

We compute the recall and precision rates for text extraction results of test images in this
study by manually counting the number of actual characters of the document image, total
extracted character-like connected-components, and the correctly extracted characters,
respectively. The experiments of quantitative evaluation were performed on our test database
of 54 complex document images with.itotaling 122791 visible characters. From the text
extraction viewpoint, the recall rate reveals the percentage of correctly extracted characters as
opposed to all actual characters within each-processed document image, while the precision
rate represents the percentage of cofrectly extracted characters as opposed to all extracted
character-like connected-components. Since these quantitative evaluation criteria are
performed on the extracted connected-components, the results of Pietikainen and Okun’s
method is inappropriate for evaluation using these criteria, and were not involved in the
quantitative evaluation. Table 1 depicts the results of quantitative evaluation of Jain and Yu’s
method and the proposed approach. By observing Table 1, we can see that the proposed
approach provides better text extraction performance as compared to that of Jain and Yu’s

method.
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(b). Text extraction results by the
proposed approach

Figure 3.18. Results of test image
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(b). Text extraction results by the
proposed approach

Figure 3.19. Results of test image
8 (size: 3147 x 4536)
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(b). Text extraction results by the

proposed approach

Figure 3.20. Results of test image
9 (size: 1859 x 2437)




BRSNACAERBEET

(a). Original Image

HEE - L - IR - RS

WHET home « 28T

STILH R T Monster + HA-NA-DAIE . RRASOHOMEEIL
EECIRI0RREEEMTY - 15 SEIFANS SAY HELLO

R TRIIET homelT ¢ HEBHT

EREHAE BTN |

080-016-358

HRAOEHIREREEETY home

EThome -é- % Hapey home !

(b). Text extraction results by the
proposed approach

Figure 3.21. Results of test image
10 (size: 1344 x 1792)
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(b). Text extraction results by the
proposed approach

Figure 3.22. Results of test image 11
(size: 2309 x 2829)
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Figure 3.18 — Figure 3.23 show some further examples of the proposed approach on
extracting textual objects from complex document images, and more results of test samples in
the experimental set are shown in. Although a few non-text components with character-like
characteristics are detected as textual objects, and a few small punctuation marks are missed
because of their small sizes and non-alignment with other characters contained in text-lines,
the overwhelming majority of the textual objects are correctly obtained. By observing the
results obtained, even if textual objects comprised of various illuminations, sizes, and styles,
are overlapped with pictorial objects and backgrounds with uneven, gradational, and sharp
variations in contrast, illumination, and texture, almost all the textual objects are effectively

detected and extracted by the proposed approach.

The proposed approach was implemented.on a 2.4 GHz Pentium-IV personal computer
using C++ programming language.’The computation. time spent on processing an input
document image depends on the size and complexity of the image. Most of the computation
time was spent on the multi-plane“region. matching and assembling process. For a typical
A4-sized document page scanned at 300 dpi resolution, the average image size is 2408 pixels

by 3260 pixels, with an average of 1.12 seconds processing time.
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Chapter 4.  NIGHTTIME VEHICLE DETECTION FOR DRIVER
ASSISTANCE

This chapter presents an effective method for detecting vehicles in front of the
camera-assisted car during nighttime driving. The proposed method detects vehicles based on
detecting and locating vehicle headlights and taillights by using techniques of image
segmentation and pattern analysis. First, to effectively extract bright objects of interest, a fast
bright object segmentation process based on automatic multilevel histogram thresholding is
applied on the grabbed nighttime road-scene images. This automatic multilevel thresholding
approach can provide robustness and adaptability for the detection system to be operated well
on various illuminated conditions at night! Then the extracted bright objects are processed by
a rule-based connected-component*analysis procedure, to identify the vehicles by locating
and analyzing their vehicle light patterns, and estimating the distances, relative positions, and

tracking the relative motion between the detected vehicles and the camera-assisted car.

4.1 Introduction

A vision-based system for detecting the road environment for driver assistance and
autonomous vehicle guidance is an emerging research area. Accordingly, many researchers
have developed valuable techniques for recognizing interesting vehicles and obstacles from
images of road environments outside the car [6]-[9], to facilitate applications on the
camera-assisted system that assists drivers in understanding possible hazards on the road, and
automatically controlling the apparatus of vehicles, such as headlights, windshield wipers,

etc.

A vision-based vehicle and obstacle detection system is aiming at identification of
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vehicles, obstacles, traffic signs and other patterns on the road from grabbed image sequences
by means of image processing and pattern recognition techniques. Until recently, researchers
in this field still open new questions and concepts [42][43]. By adopting different concepts
and definitions on interesting objects on the road, different techniques are applied on the
grabbed image sequences to detect them as vehicles or obstacles. For locating vehicles in an
image sequence, the task can be carried out by searching for specific patterns on the images
based on typical features of vehicles, such as shape, symmetrization, or their surrounding
bounding boxes [44]-[46]. Until recently, most of these works focused on detecting vehicles

under daytime road environments.

However, under bad-illuminated conditions in nighttime road environments, those
obvious features of vehicles which are effective for detecting vehicles in daytime become
invalid in nighttime road environmients. Thusj<most.of the above-mentioned techniques
cannot work well under such nighttime road environments. At night, as well as under dark
illuminated condition in general, thé only visual-features of vehicles are their headlights and
taillights. Headlights and taillights are visible if a 'vehicle lies in the visible range of the CCD
camera mounted on a camera-assisted car. However, there are also many other illuminant
sources coexisted with the vehicle lights in nighttime road environments, such as street lamps,
traffic lights, and road reflector plates on ground. These non-vehicle illuminant sources cause

many difficulties for detecting actual vehicles in nighttime road scenes.

Recently, some techniques based on optical sensor are presented [90][91], for detecting
the lights of preceding and oncoming vehicles during nighttime driving. For this purpose, an
optical sensor array system is set up on the vehicle, then lighting objects appeared in the
viewable area ahead of the vehicle are imaged on the lighting sensor array. Then a set of
pre-determined thresholds are utilized to retrieve and label pixels of bright spots having gray

intensities above the first threshold value, subsequently another threshold value is applied to
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determine whether a bright spot is a light of the preceding or oncoming vehicle, shining
reflection of a vehicle’s lighting, or a lighting source of other circumstances other than that of
a vehicle light. However, although such techniques can effectively detect the appearance of
incoming vehicles approaching ahead or preceding vehicles driving on the same lane, yet it is
still unable to further determine and demarcate their relative positions and the amount of the
preceding and incoming vehicles to gain more interesting information of traffic conditions
ahead. Furthermore, because these techniques use a set of fixed threshold values configured
beforehand, they are unable to adaptively adjust the selection of threshold values aimed at
different conditions of nighttime lighting, so the reliability of them on handling the

circumstance where road environments have different lighting conditions is limited.

Therefore, an efficient technique for identification of actual vehicle lights to correctly
detect and locate moving vehicles i nighttime road-scene image sequences is practically a
necessary demand for issues of .driver assistance and the development of autonomous
camera-assisted vehicles. Besides, this way provides beneficial information for the driver to
perceive surrounding traffic conditions outside ‘the vehicle during nighttime driving, and can
also be applied to a versatile control scheme for the apparatus of vehicles. For example, the
use of high-beam and low-beam states of headlights can be intelligently controlled according
to the detection results of presence of oncoming and preceding vehicles, and thus many

hazards during nighttime driving, such as headlight dazzler, can be efficiently prevented.
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Figure 4.1. Block diagram of the proposed method
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In this study, we propose an effective nighttime vehicle detection method for identifying
vehicles by locating and analyzing their headlights and taillights. This proposed method
comprises of the following processing stages. First, a fast bright object segmentation process
based on automatic multilevel histogram thresholding is performed to extract pixels of the
bright objects from the grabbed image sequences of nighttime road scenes. The advantage of
this automatic multilevel thresholding approach is its robustness and adaptability for dealing
with various illuminated conditions at night. Then a connected-component analysis procedure
is applied on the bright pixels obtained by the previous bright object segmentation stage, to
locate the connected-components of these bright objects. These bright components are then
grouped by a projection-based spatial clustering process to obtain potential pairing headlights
of oncoming vehicles, and taillights of preceding vehicles. Accordingly, a set of identification
rules are applied on each group of bright objects to determine whether it represents an actual
vehicle. Next, the distances, relative positions;-and motion directions between each of the
detected target vehicles appeared ahead and'the'camera-assisted car are estimated and tracked.
Figure 4.1 sketches the flow diagram of the proposed nighttime vehicle detection method.
Experimental results demonstrate that the proposed method is feasible and effective on

vehicle detection in various nighttime road environments.

4.2  Bright Object Extraction

The input image sequences grabbed from the vision system, which is mounted behind
the windshield inside the camera-assisted car. These grabbed frames reflect nighttime road
environments appeared in front of the car. The image sequences are grabbed with the

720x480 resolution with 24-bit true colors. Figure 4.2 shows one sample nighttime road
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scene taken from the vision system. In this sample scene, there are two vehicles appeared on
the road, where the left one is approaching in the opposite direction on the neighboring lane,
and the right one is moving in the same direction with the camera-assisted car. The left
approaching car shows its bright headlights, while the front moving one shows its smaller and
slightly gloomier taillights. In addition to the headlights and taillights of the vehicles, some
lamps, traffic lights and signs are also the visible illuminant appeared in the image sequences

of the nighttime environment.

Figure 4.2. An example of nighttime road environment
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Figure 4.3. Bright object plane extracted from Figure 4.2 after

performing the bright object segmentation process

Hence, the first task is to extract ‘these bright objects from the road scene image to
facilitate further rule-based analysis. To“save ‘the computation cost on extracting bright
objects, we firstly extracted the grayscale image, i.e. the Y-channel, of the grabbed image by
performing a RGB to Y transformation. For extracting these bright objects from a given
transformed gray-intensity image, pixels of bright objects must be separated from other
object pixels of different illuminations. Thus, an effective multilevel thresholding technique
is needed for automatically determining the appropriate number of thresholds for segmenting
bright object regions from the road-scene image. For this purpose, we have already proposed
an automatic multilevel thresholding technique for image segmentation in Chapter 2. This
technique extends and adopts the properties of discriminant analysis on multilevel
thresholding. By evaluating the separability using the discriminant criterion, the number of

homogeneous objects of interest, into which a road-scene image should be segmented, can be
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automatically determined. As a result, bright objects can be appropriately extracted from
other objects contained in the nighttime road-scene. As shown in Figure 4.3, pixels of bright
objects in Figure 4.2 are successfully separated into the thresholded object plane after

performing the segmentation process.

4.3  Spatial Clustering Process for Bright Objects

To obtain potential vehicle-light components from the bright obtained object plane, a
connected-component extraction process [85] is then performed on the bright object plane to
label and locate the connected-components of the bright objects. By extracting the connected-
components, meaningful features of the location, dimension, and pixel distribution associated
with each connected-component are also obtained as'well. The location and dimension of a
connected-component can be represented by the bounding box which encloses it. We are
interested in looking for the horizontal-aligned.-vehicle lights; hence a spatial clustering
process is applied on the connected-components to cluster them into several meaningful
groups. A resultant group is comprised of a set of connected-components, and it may be
consisted of vehicle-lights, traffic lights, road signs, and some other illuminant objects which
are commonly appeared in nighttime road environments. These connected-component groups
are then processed by the vehicle light identification process to obtain the actual moving

vehicles.

First, the definitions used in the projection-based spatial clustering process are described

as follows,

1). C, denotes one certain bright connected-component to be processed.

2). CG, denotes a group of bright components, CG, = {C,, i=0,1,...,p}, the total
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number of connected-components contained in CG, is denoted as N _(CG,).

3). The location of the bounding boxes of a certain component C, employed in the

spatial clustering process are their top, bottom, left and right coordinates, and they are

denoted as #(C,), b(C,),I(C,),and r(C,), respectively.

4). The width and height of a bright component C, are denoted as W(C,) and H(C,),

respectively.

5). The horizontal distance D, and vertical distance D, between two bright

components are defined as,

D,(C,,C;)=max|I(C),/(C;) |-min[ #(C)),r(C))] (4.1)
D,(C,,C,)=max[#(C,).,4(C,)] =min| b(C,),b(C)) | (4.2)

If the two bright components are overlapping in thehorizontal or vertical direction, then

the value of the D, (C,,C,) or D, (C;C;). will be anegative value.

6). Hence the measure of overlapping between the vertical projections of the two bright

components can be computed as,

_-D,(C,C))
F(C.C))= Ain [H(Ci),H(C,-)J 7

To preliminarily screen out non-vehicle illuminant objects such as street lamps and
traffic lights, we firstly filter out the bright components which are located above the one-third
of the vertical y-axis, i.e. only the bright components located under the constraint line as
shown in Figure 4.4 will be taken into account. This is because the vehicles which are located
at the distant place on the road become very small light “points”, and will “converge” into a

virtual horizon. Hence we utilize the constraint line in Figure 4.4 as this virtual horizon.
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Figure 4.4. The processing area determined by the virtual horizon and the

bright components of interest

Next, for the purpose of determining the meving directions of the detected vehicles, it is
necessary to distinguish the bright components into potential headlights and taillights for
performing respective analysis. Since the headlights have much more variation in colors and
sizes then those of the taillights, so that we can utilize some distinguishable characteristics of
taillights to distinguish them from potential vehicle lights. The distinguishable characteristic
of the taillights is that they mostly are red illuminated lights. However, when the preceding
vehicles are near to the camera-assisted car, i.e. within 30 meters, their taillights cause
“blooming effects” in CCD cameras, and are usually too bright to appear as white objects in
the grabbed images. This is because all R, G, B intensities of central pixels in these objects
are very close to the full intensities, i.e. 255. As a result, only the pixels that are located
around the components of potential taillights have distinguishable red appearance. Hence the

following red-light criterion is utilized to check if a bright component contains a potential
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taillight object, and this criterion is determined by,

R (C)-T,, > both G,(C) and B,(C) (4.4)

where T, is a pre-determined threshold; R (C)), G,(C)), and B (C,) respectively

represent the average intensities of the R, G, and B color frames of the pixels which are

located at the peripheral of a given bright component C,. Here the value of 7, is chosen

as 10, to appropriately discriminate the potential taillight components and other bright

components. If a bright component C, satisfies the red-light criterion, then C, is tagged as

a red-light component; otherwise, it is tagged as a non-red-light component.

Based on the functions and notations addressed above, the connected-components of

bright objects are recursively merged and'clustered into bright component groups CG, if
they have the same light tags, are horizontally close.to each other, vertically overlapped, and
aligned. In other words, if twoZneighboring bright ‘components satisfy the following

conditions, they are merged with each:other and clustered as the same group CG:

1). They have the same tags, i.e. both of them are red-light components, or both are

non-red-light components.

2). They are horizontally close to each other, i.e.:
D,(C,.C;) < T,xmax(H(C),H(C,)) (4.5)
3). They are highly overlapped in vertical projection profiles, i.e.:
P(C,C) > T, (4.6)

4). They have similar heights, i.e.:

H(Cy)/H(C,) > T, (4.7)
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where C; is the one with the smaller height among the two bright components C, and

C,, while C, is the larger one.

Here T,, T,, and 7, are the pre-determined thresholds to respect the pairing

characteristics of vehicle lights, and the values of them are reasonably chosen as 3.0, 0.8, 0.7,

respectively.
— : Projection Overlapping
Segment
i 7 7+ & Bright-Component Group
Y-axis o ~ G
X-axis :
Inter-car
In[el’-l‘lght Spacmg
Spacing

Figure 4.5. The spatial clustering process of bright components

Figure 4.5 illustrates the spatial clustering process of bright connected-components.

After performing the spatial clustering process, several groups of bright components are
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obtained, and they are called candidate vehicle light groups. As shown in Figure 4.5, the
meaningful bright components are grouped into two candidate vehicle light groups, the left
one contains the headlights of the oncoming vehicle, and the right one contains the taillights
of the preceding vehicle. Then a rule-based vehicle identification process stated in the
following section is conducted on these candidate groups to identify and locate actual

vehicles appeared in road scene images.

4.4 Rule-Based Vehicle Identification

A rule-based identification process is then applied on each of the candidate vehicle-light
groups (i.e. the obtained CGs) to determine whether it comprises of actual vehicle lights or
other illuminated objects. This identification process.is based on the statistical features of
their contained bright components. If a certain'candidate-group CG, contains a set of actual
vehicle lights representing a vehicle; then the following heuristic discriminating rules must be

satisfied,

1). The enclosing bounding box of the candidate vehicle light group must form a

horizontal rectangular shape, i.e. the size-ratio feature of the enclosing bounding box of CG,

must satisfy the following condition,

W(CG,)/H(CG,) = t (4.8)

”

where the threshold 7. on the size-ratio condition is selected as 2.0 for suitably reflecting

rectangular-shaped appearance of pairing vehicle lights.

2). The number of its contained bright components should also be within a reasonable
range, because the vehicle lights are mostly appeared in symmetrical pairs, and some types of

compound vehicular light set may comprise of at most four lights, so that the light amount
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condition is defined as,

r, < N.(CG,) < 7, (4.9)

nl

where the values of 7,, and 7, are chosen as 2 and 4, respectively, to appropriately reflect

the pairing characteristic of vehicle lights.

3). Moreover, its contained bright components should be well-aligned, and thus the
number of these components should be in reasonable proportion to the size of the size-ratio
feature of its enclosing bounding box, thus, the following alignment condition must be

satisfied,

Tal(wj <N_(CG,)< raz[wj (4.10)
H(CG,) H(CG,)

where the thresholds 7, and 7, ; are determined as 04 and 2.0, respectively, according to

our analysis of typical visual characteristics of mest,vehicles during nighttime driving.

The above-mentioned discriminating rules are obtained by analyzing many experimental
results of videos on real nighttime road environments having vehicle lights appeared in
different shapes, sizes, directions and distances. The values of thresholds utilized for these
discriminating rules are determined to yield good performance in most general cases of

nighttime road environments.

45 \ehicle Distance and Position Estimation

After obtaining each vehicle position represented by vehicle-light group, on the basis of
its approximate y coordinate height location of the vehicle body on the image, applying a

distance estimation rule with perspective image modeling as base, to carry out vehicle real
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space distance and position determining procedure, so as to gain estimation of its

corresponding Z-distance of the coordinate system on imaginary and real world.

To estimate the real-world distance between the camera-assisted car and detected
vehicles, we apply the perspective range estimation model of the CCD camera as introduced
in [92]. The origin of the virtual vehicle coordinate system is placed at the central point of the
camera lens. The X and Y-coordinate axes of the virtual vehicle coordinate are parallel to the
x and y-coordinates of the grabbed images, and the Z-axis is placed along the optical axis and
perpendicular to the plane formed by the X and Y axes. A vehicle on the road at a distance Z
in front of the camera-assisted car will project to the image at a vertical coordinate y. Thus a
perspective range estimation model can be utilized for estimating the Z-distance in meters

between the camera-assisted car and one detected vehicle by using the equation,

Z=k-f'—H (4.11)

ok

where £ is a given factor for convertingfrom pixels to millimeters for the CCD camera which

is mounted on the car at the height /, and fis the focal length in meters.

Then the real vehicle body width W of the detected target vehicle, by the way of the
perspective imaging model using the above-mentioned Z-distance value, can be respectively
converted and computed. Let the pixel width that appeared in the image, of the detected target
vehicle at time t be represented by w(t), then its corresponding relation using the perspective

image model and Z-distance, Z() at that time can be computed by,

W Z() fow
= t‘ =k.—
o ko o W) 20 (4.12)
Wherein, the pixel width of the target vehicle w(¢)=x (¢)-x,(¢), x,(¢) and x (f) are

separately the location of the pixel coordinates at time ¢ of the preceding detected target
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vehicle’s left-hand boundary (the vehicle light at left hand boundary) and right-hand
boundary (the vehicle light at right-hand boundary) in the image. Hence, at a certain time slot
At =t,—t,, the relative motion velocity v of the vehicle in concern and a detected target
vehicle in front can be gained by way of derivation operation below,

ke f W k-f-W

:AZ:Z(tl)—Z(to): w(t,) w(t,)
At t,—t, t,—t,

v

(4.13)

Hence, if desired to compute the relative velocity v between the vehicle in concern and the

detected target vehicle in front, it can be obtained by way of the product relationship of the

Z-distance, Z (to) detected at a certain point of time 7, ,and the changing rate of the pixel

width w of the detected target vehicle in front,i.e.(w(ty)—w(t))/w(1).

By the way of the perspective model; from the corresponding relationship between the

pixel’s coordinate location x,(¢) and x.(f) (as shown in Figure 4.6) of the preceding

detected target vehicle’s left-hand boundary and right-hand boundary in the image and
Z-distance Z(t), the real relative lateral positions X,(t) and X, (¢f) between it and the
vehicle in concern on the lane can be respectively derived and computed. Suppose at time t, a
certain position X(¢) is at a distance Z(¢) meters from the vehicle in concern on the lane, its
corresponding relative position X(¢) of the pixel coordinates in the image will have the

corresponding conversion relationship,

XO_ZO) g x(y="0Z0 (4.14)
x(t) k-f’ k-f '

Based on the above mentioned equations it can be learned that the left-hand boundary,
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X,(t) and right-hand boundary, X, (¢) of the preceding detected target vehicle can be

respectively computed as,

X, @) :% and X (7) _x®)-Z@)

(4.15)

k- f

Horizon
Line
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Position i) ] 2 2
x; X X X, v ¥V

¥

Figure 4.6. The illustration of the lateral positions of the detected vehicle bodies in the

image coordinates

By means of the above-mentioned equations, the motion information about distances,
relative velocities, and relative lateral positions et cetera between the vehicle in concern and
the preceding detected target vehicle on the lane can be obtained. In this way, the driver can
be assisted for learning about the information of relative positions and motion between the
vehicle in concern and preceding vehicles so as to adopt correct driving actions and prevent

nighttime vehicle accidents from happening, more further application of this detection
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information is to use it as an automated control mechanism of vehicle cruise velocity and

driving route, so as to increase the safety of nighttime driving.

4.6  Vehicle Tracking Process

After obtaining the motion information of the nominated vehicle light object groups in
each consecutive image frame, a tracking procedure of these vehicle light groups can be
applied, aimed at the vehicle light groups discriminated in each continuous image frames,
with regard to the direction they are advancing, to track and detect so as to appropriately
determine the information of their moving directions and actions, position, and relative
velocity of every vehicle entering the area under surveillance, in this way the driver can be

more perfectly assisted to determine the traffic conditions ahead of the vehicle.

With regard to the vehicle light object groups appearing at a length, as demarcated in the
video, they respectively represent ‘oncoming'vehicles -on the opposite lane and preceding
vehicles on the same lane appearing on the preceding lane of the vehicle in concern, after
conducting the above-mentioned procedure of real vehicle distances and positions
determination to compute and determine the relative space positions (Z-distance Z(t),
positions of left-hand boundary X,(¢) and positions of right-hand boundary X, (¢)) of them
on the real lane, the motion trajectories of the detected target vehicles are analyzed and
looked for in a series of images, until any of them disappear in the line of sight ahead of the

vehicle in concern. When a target vehicle i at time ¢ (/" frame of the video image) appears at

the preceding space position in front of the vehicle is represented by P', and is defined as:

B =(X,(0),Z,(1)) (4.16)

where X,(¢) represents the horizontal midpoint position of the target vehicle i at time ¢
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appearing on the lane. X,(¢) can be obtained through the operation given below,

(X, () +X,(1)
2

(4.17)

Accordingly, adopting the smallest path coherence function algorithm to compute and obtain
the trajectory of each target vehicle appearing in each image frame, and on this account to
compute the information of relative direction of motion, relative position, relative velocity et

cetera of each vehicle appearing in front of the vehicle in concern at each point of time.

Firstly, a trajectory vector 7; is used to represent the tracking trajectory vector of vehicle
i, it represents a sequence of positions of the target vehicle appeared in the visible area in
front of the vehicle in concern, the trajectory formed by space position of the whereabouts in

order of the " target vehicle in a continuous time slot0-z (0™ to t™ image), and is defined as:

T=(P2 .E..P) (4.18)

n ) . th . .
Thus, let d/ represents the path deviation‘value of i" vehicle at t  image frame in time,

which is,

dit — ¢(Pit_1,Pl-t,Pl-t+1) — ¢(Pi[_IBt,PtPt+l) (419)

1 1

Wherein the function ¢ is the path coherence function and vector P'™'P' represents the

position changing vector of vehicle i’s motion from P~ to P'. The path coherence function

¢ can be gained by calculations from the relationship formula between motion vectors

P™'P' and P'P"', the path coherence function ¢ has two main terms, the former term

represents the deviation of motion direction formed by PP’ and P'P'*', the latter term
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represents its change in velocity of motion, the concept is based mainly on the preservation of
a definite smoothness by the motion trajectory, hence its direction of motion and velocity of
motion should react a definite standard of smoothness, for this reason the path coherence

function can be derived and computed as,

\/d(Pt -1 Pt) d(Pt Pt+1
d(Pf LBY+d(P L P

w(1-cos@)+w,|1- (4.20)

P,

Pt—IPt 'PtPt+l \/HPt li)lt

= w|l- ’ +w,|[1-2
1 1 pt : 2 1 o
PP BB PR+ [T

Hence, the path deviation of vehicle i corresponding to its trajectory vector, denoted as

D(T}), can be computed and obtained by,
DA(T)=>d! (4.21)

Going a step further, when m number of vehicles appears within the video image in a time
slot, the overall trajectory deviation D of the motion trajectory vector of these m number of

vehicles can be obtained from the calculations below,
D=> D, (4.22)

By means of the evaluation process of the overall trajectory deviation D defined above,
through finding a minimal value of overall trajectory deviation, to obtain the optimal
multiple-vehicle tracking trajectory, and then appropriately obtain the information of relative
motion directions, relative positions, relative velocities et cetera of the detected target

vehicles appearing ahead of the vehicle in concern.
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4.7  Experimental Results

In this section, we describe the implementation of the proposed method on our
experimental camera-assisted car, and conduct various representative real-time experiments

to make the performance evaluation of the proposed method.

4.7.1 Implementation

The proposed system is implemented on a Pentium-4 2.4 GHz platform which is set up
on our experimental camera-assisted car — TAIWAN iTS-1, as shown in Figure 4.7. The

vision system for acquiring input image -se'c'liiénéésizo.f road environments, as shown in Figure
4.8, 1s mounted behind the windshie’id inside !ﬂ:le. exp(?ri.lhental camera-assisted car. The frame

rate of the proposed vision systent is 30, fng&'nés pef seéond and the size of each frame of

—

grabbed image sequences is 720 pixéI's by480 iai).(éls p.e'f frame.

Figure 4.7. The experimental camera-assisted car — TAIWAN iTS-1
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4.7.2 Performance Evaluation = i

The proposed system has been testeduon s_eygréi";}-ideos of real nighttime road scenes in
various conditions. Figure 4.9 — Figure 4.11 exhibit the most representative ones of the
experimental samples on performance evaluation. As shown in Figure 4.9, the oncoming
vehicle is correctly detected by locating its headlight pair, although some other non-vehicle
illuminated objects also coexist with the vehicle in this scene. The distance between this
oncoming vehicle and the camera-assisted car is estimated as about 21 meters by the

proposed system, which is close to the actual distance obtained by manual measurement.
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Figure 4.9. Result of vehicle detection on the nighttime road scene with

one oncoming vehicle

Figure 4.10. Result of vehicle detection on the nighttime road scene with
both oncoming and preceding vehicles
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Figure 4.11. Result of vehicle detection.on the nighttime road scene

comprised of vehicles and many ether non-vehicle lights

Figure 4.10 exhibits a sample of the condition when two vehicles appeared in the scene.
Here the headlight set comprised of four headlights at the left is determined as an oncoming
vehicle, and its distance to the experimental car is estimated as 9.4 meters. Although some
other illuminant objects are coexisted with the taillights of the right vehicle on its body, the
taillight pair is still correctly located and identified as a preceding vehicle, and its distance is
estimated as 10.7 meters. As shown in Figure 4.11, a more complicated scene is illustrated.
The vehicle lights of the two vehicles are very close to each other in this scene. As well as a
series of lamps appears above the left oncoming vehicle and many small illuminated light
objects occur above and near to the right preceding vehicle. Although interfered by many
non-vehicle illuminant objects in this scene, the proposed method still successfully detect

these two vehicles by locating their vehicle light pairs. The distances of the left oncoming
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vehicle and the right preceding vehicle to the experimental car are estimated as about 23

meters and 10 meters, respectively.

We utilize 4150 real nighttime road-scene images for evaluating the vehicle detection
performance of our proposed system. The detection rate in vehicle detection of the proposed
system is 93.8% within 40 meters. The computation time spent on processing one input frame
depends on the road scene complexity of the frame. Most of the computation time is spent on
the connected-component analysis and the projection-based spatial clustering process on
bright objects. For an input video sequence with 720x480 pixels per frame, the proposed
system takes an average of 24 milliseconds processing time per frame. Thus, this frugal
computation cost ensures that the proposed system can effectively satisfy the demand of
real-time processing with 30 frames per second. .As can be seen from the experimental results
of our numerous outdoor tests on many différent road.environments at night, the proposed
system demonstrates that it can provide fast; real-time, and effective nighttime vehicle

detection performance.
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Chapter 5. REAL-TIME WAVELET-BASED VIDEO COMPRESSION
APPROACH TO VIDEO SURVEILLANCE SYSTEMS

In this chapter, we will present a wavelet-based approach to compressing video, with
high speed, high image quality and high compression ratio. Using the sequential
characteristics of surveillance images, this method applies the low-complexity zero-tree
coding, which costs low memory, to develop an algorithm for encoding and decoding video,
which greatly improves the speeds of compression and decompression and maintains images
of high quality. The method provides good quality and smoothness even under multi-channel
surveillance, and so is of great value to companies that develop multi-channel surveillance
systems. The ActiveX technique is used!to implément the algorithm to take advantage of
multimedia, the internet and visual rapid-application-development. The versatile and
intelligent surveillance system 4dncludes ~peripheral “computer hardware and mobile
communication. Incorporating A, this system is not just a surveillance system but is, rather,
an intelligent home manager that can control electronic appliances, video/audio systems and

home security in an “e-Home”.

5.1 Introduction

Real-time video compression and transmission techniques have been very popular
research topics in recent years. MSN video chat real-time is one of the most interesting
applications. Security issues also become more important in modern life, so the surveillance
system is an emerging application of video compression and communication. However, the
conventional surveillance system is an analog system, which uses many tapes and human

effort, to replace the tapes frequently. The recording time and image quality of systems
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cannot compete with those of digital surveillance systems. The real-time wavelet-based video
compression method and the intelligent multi-channel surveillance system presented in this
work fulfill the requirements of real-time multi-channel video compression, while ensuring
the high quality of restored images and the efficiency of compression and decompression of
the images. The ActiveX technique, from the main stream of software engineering, is used to
implement the system. ActiveX supports it’s the rapid development of multi-media and

internet applications.

The transform coding technique is the most popular method for compressing images. At
the beginning of the development of this field, DCT-based (Discrete Cosine Transform)
coding was commonly used, and has since become an element of the JPEG image
compression standard. Accordingly, its application can be seen in many electronic devices
today. Over recent years, researchersthave demonstrated that DWT-based (Discrete Wavelet
Transform) transform coding ([47]-[50]) outperforms DCT-based methods. Hence, newly
emerging image compression methods=such-as-the'video compression method standard
MPEG-4 [51][52] and the still image compression standard JPEG2000 are using DWT-based

methods [53][54].

The lifting scheme [53] almost halves the time taken to perform the calculations
required in DWT, and so it has been proposed for incorporation into the DWT-based image
compression techniques. The zero-tree coding method ([49][50][93]) is the most efficient and

simplest approach to DWT-based transform coding.

In 1993, Shapiro proposed the earliest zero-tree wavelet algorithm [49], which was
named the embedded zero-tree wavelet algorithm. This algorithm offers several advantages.
For example, it does not require a pre-loaded tanning table, or statistical information about
the image, and it can generate fully embedded codes. It can decompress a coded image at

various bit-rates according to varying transmission bandwidth from an image compressed at a
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single bit-rate. Said and Pearlman’s SPIHT method [50], “Set Partitioning In Hierarchical
Trees”, further improves upon the execution performance of EZW. SPHIHT provides high
compressive quality and speed, and has been adopted as part of the MPEG-4 standard [52] in

visual texture mode.

Multi CCD camera systems are continuously heavily loaded with sequences of images,
so the speed of image compression is critical in such systems. Presently, DWT-based
compression techniques suffer from high computational complexity, and so cannot support
multi-channel video recording with a high frame rate. A new, highly efficient DWT-based
algorithm, which yields images of high visual quality, must be developed. Su and Wu [95], as
well as Zhao, Chan and Gao [96] developed suitable zero-tree entropy coding methods with
low-complexity and low-memory characteristics for compressing images. This work
simplifies and improves upon these .algorithms, and combines them with the motion picture

interpolation technique to meet the aforementioned high performance requirements.

Software component techniqueS:are commonly used in current software engineering.
Microsoft developed the COM [97] technique to solve the software development problems
associated with version control, cross-platform conflicts, the reusability of cods, and other
issues. Microsoft Windows is built on COM components. The COM components that support
“Automation” are called ActiveX Controls [98], and can be easily reused by other
programmers to develop their own applications. The application developers can directly and
seamlessly embed the ActiveX COM video codec component into their developed
video-intensive software and web-based application. This video codec component accelerates

technical transfer across various applications under development.

By combining the aforementioned techniques, and with the help of an internet server
program, a video capture adapter and CCD cameras, a powerful multi-channel intelligent

surveillance system is constructed at low cost and with excellent performance. The rest of
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this chapter is organized as follows. In Section 5.2, a high speed wavelet-based video
compression method is introduced; experimental results of the proposed method are shown in
Section 5.3; the ActiveX video codec component implementation is described in Section 5.4;
and the implementation on intelligent surveillance system with mobile carriers is presented in

Section 5.5.

5.2 The Proposed Fast Wavelet-Based Video Compression Technique

Most surveillance systems are normally used to survey a designated area for a long
continuous time. Using a perfect still image compression method, such as JPEG2000 [53] at
all times wastes much storage space. Using standard motion image compression techniques,
such as MPEG-4 [51][52], involves huge computational complexity. Neither approach can
meet the high frame rate requirement.of a multi-channel surveillance system. Hence, this
work proposes a simplified video compression-method with a high compression ratio and

speed.

Figure 5.1 depicts the structure of encoding and decoding flow of the proposed video
compression method. Since the decoding flow is the inverse operation of the encoding flow,
hence the encoder and decoder can be described together. As shown in Figure 5.1(a) and (b),
the function blocks of the encoding flow (Figure 5.1(a)) and the decoding flow (Figure
5.1(b)): forward/inverse component transform, forward/inverse DWT, coefficient
quantization and de-quantization, LLZC (low-complexity and low-memory zero-tree entropy
coder) encoding and decoding, inter-frame difference extraction, difference compensation
and bidirectional frame interpolation. The step size parameter is the size of the step applied

by the quantizer. Its value controls the compression ratio of the encoded frame.
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(b). Decoding flow
Figure 5.1. Structure of the eoding and decoding flow of the proposed method

The inter-frame correlations in a sequence of surveillance images are crucial to reducing
the storage space and computational cost of coding. The residue obtained by taking the
difference between two successive frames includes information about the motion of objects.
Higher quantity of residue implies the larger image changes, and contains much information.
So, more bits are required to encode these changes. The inter-frame difference characteristics
are considered to optimize the allocation of bits by the proposed method, and to save

transmission bandwidth in channels, without sacrificing the quality of the images.
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5.2.1 Forward/Inverse Component Transform

The forward component transformation eliminates the correlation between color
components, and improves the compression ratio. The compression method involves the

reversible color transform, like that of JPEG2000 [53]. This transform is defined as,

YO_[R+2G+B

= , } Y=B-G,and Y,=R-G (5.1)

where the symbol [x] represents the nearest integer which is lower then the floating number x.

The inverse transform of RCT is defined as,

L+y

GzYo—[ } R=Y,+G,and B=Y +G (5.2)

The obtained color components of each of the three color planes are sampled after the RCT
transformation is applied to enhamce ,the procéssing speed of compression. The 4:2:0
sampling method is applied in this-study. As depicted in Figure 5.2, the color components of
the three color planes are processed by taking the-four-point-average in the Y, and Y, planes

and keeping Y, unchanged yields a data size ratio, Yo:Y1:Y2 , of 4:1:1.

. Y, sample O Y, and ¥, sample

Figure 5.2. Illustration of the 4:2:0 sampling process
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5.2.2 Forward/Inverse DWT

In image processing, most of the power associated with natural image signals tends to be
in the low frequency band. Accordingly, the analysis of the low frequency band must be more
extensive than that of the high frequency band. In practical applications, the low frequency
band, decomposed from DWT is further analyzed through second level DWT processing to
yield more detail of the analysis signal at the lower frequency band. Such analysis is referred
to as multi-resolution. The DWT calculation has two parts - analysis and synthesis. The
analysis part decomposes the signals into two frequency band using Egs. (5.3) and (5.4).
Figure 5.1(a) depicts the corresponding block diagram. The synthesis part reconstructs these
two frequency bands back into the original signal, in a process called inverse DWT (IDWT),

using Eq. (5.5). Figure 5.1(b) depicts the corresponding block diagram.

ay[n]= Alklag2n=k1; (5.3)
k
dyln] =) glklagl2n = k1; (5.4)
k
dolnl=> h{n—2kla,[k1+ Y gln - 2k1d,[k]. (5.5)
k k

where ay[n]: the original input signals,0<n <N, and N is the length of the input signal;
a,[n] and d[n] denote the low and high frequency bands of ay,[n] after DWT is
performed, respectively, and 4[n] and g[n] represent the low-pass and high-pass filter of
FDWT, respectively. In Eq. (5.5), i;[n] and g[n] denote the low-pass and high-pass filter
of IDWT, respectively, and a,[n] represents the signal reconstructed from g [n] and
d,[n].

Haar’s Wavelet Transform is used to increase the speed of execution of the wavelet
transform. The two-dimensional DWT is applied as a one-dimensional DWT in the horizontal
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direction and then another in the vertical direction. The IDWT is then performed in the

reverse order — in the vertical direction followed by the horizontal direction.
The one-dimensional Haar DWT is,

The equation of transformation to decompose the low frequency band is,
a [n]—ia [2n]+ia [2n+1]; (5.6)
1 \/5 0 \/5 0 > :

and, to decompose the low frequency band, is,

d,[n] :LaO[Zn]—LaO[Zn +1] (5.7)

V2 V2

The inverse transformations are,

&0[2n1=%(al[n]+dl[n]>, (5.8)
and &O[2n+1]=%(al[n]—dl[n]) (5.9)

Figure 3(a) plots the corresponding“locations of the images of the frequency bands
decomposed by 2-D DWT. Figure 3(c) shows the results obtained using the “Lena” image,

displayed in Fig. 3(b), after three levels of FDWT processing.

The computational effort of encoding and decoding is an important factor in concerning
the compression speed. Hence, the above equations include multiplications by 1/ V2, applied
after horizontal and vertical DWT, as well as a right-shifting operation instead of real

multiplication operations, to reduce the calculation time.
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Figure 5.3. Examples of Wavelet Transform

5.2.3 Quantization/De-quantization

The proposed quantization is scalar with a dead-zone. The only parameter of the
quantizer is the step size. The step size_determines the error and the quality of the
reconstructed images. A larger step size leads to-pooret, visual quality of the reconstructed
image, but a smaller file size and shorter encoding/decoding period. The coefficients obtained
following quantization are encoded: usinga lossless compression algorithm, the
low-complexity and low-memory zero-tree entropy coder, as described in the following
subsection. Consequently, the de-quantized values can be obtained directly by multiplying the

decoded coefficients by the step size.

524 Low-Complexity and Low-Memory Zero-tree Entropy Coder (LLZC

Encoder/Decoder)

Single-pass zero-tree coding and Golomb-Rice code [96] are the two key elements of
this encoder. Single-pass zero-tree coding can identify the region in which significant

coefficients are distributed; the G-R code encodes these coefficients. G-R code is one type of
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variable length code. For applications of DCT-based transform coding, LLZC coding can
replace look-up-table Huffman coding procedure in JPEG because the coding involves
simpler computations. In DWT-based transform coding, the LLZC coding method is much

faster than the SPIHT method.

The tree structure is defined before the coding algorithm is further elucidated. Figure 5.4
plots the three-level, two-dimensional frequency-band coefficient distribution after the
wavelet transformation has been applied. Two letters, L and H, and a subscript specify the
frequency-band. The first letter represents the horizontal frequency-band, and the second
represents the vertical frequency-band. The subscript indicates the nth level of DWT
processing. For example, HL, means that the image-band has a high frequency-band in the
horizontal direction, a low frequency-band,in the vertical direction, and is generated by
second-level DWT processing. LL3.is the lowest frequency-band, thus its coefficients can
represent as the dc coefficients of the ‘image after DWT processing, as shown in the top-left
shaded area of Figure 5.4. The root of the tree-stractute is corresponding to the highest level
of frequency-bands generated by DWT processing, ex. HL;, LH3;, HH3 are the roots of
three-level DWT transform as shown in Figure 5.4, and the frequency-bands with same
letters and located in the same direction, ex. HL3;, HL, and HL,, forms a branch of the tree
structure. The directions of the arrows in the figure indicate the directions of the descendants.
Each node has four direct descendants except those located in the level one, as depicted on
the grids shown in HH; and HH; in Figure 5.4; and then Figure 5.5 presents the pseudo codes

of the coding procedure.
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Figure 5.4.Tree structure of the distribution of
wavelet coefficients

(1) Use DPCM scheme to code the DC coefficients.
(2) For each tree k, EncodeTree(k){
G-R_FS(k);
If at least one descendant of & is not zero{
Output 1 in 1 bit;
For each sub-tree of 4: s, EncodeTree(s);
b
else
Output 0 in 1 bit;

Figure 5.5. Coding procedure of LLZC
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The DPCM scheme [96] encodes the first dc value using G-R_FS coding, and then
encodes the dc value and current dc value minus previous dc value, for the subsequent
coefficients. The magnitudes of these coefficients are categorized into several specified

classes, as listed in Table 5.1. Then the G-R_FS coding method is as follows.

(1) Step 1: Determine the class of coefficient, x, with reference to Table 5.1. If x is in
class n, then output will be (n+1) bits, where the first n bits are 0 and the last bit is

1.

(2) Step 2: If n > 0, the output code is the last (n-1) bits of the binary code from the
absolute value of x. Finally, the sign bit of x is the output - 0 for positive and 1 for

negative.

For example, the value of x is:=12. In step 1; the output is 00001, because -12 is in class
4. In step 2, first, output the coded bits 100, which is the last 3 bits of the binary code for 12
(1100), the absolute value of x, and then append the sign bit, 1 for negative value. Combining

the aforementioned two steps, the output code for the coefficient value -12 is 000011001.

Decoding is the inverse of encoding. First, the class of x is identified by the G-R_FS
inverse operation. The class of x can be obtained by counting Os until 1 is encountered using
the bit-by-bit reading from the bit stream. Then, the absolute value of x is the value of the
next (n-1) bits plus 2""'. Finally, the sign bit is read, and the coefficient x is recovered. For
example, when the aforementioned code for -12 is decoded, four zeros are read before the 1 is
encountered. Accordingly, the class of the code is 4. Reading 3 more bits reveals the code 100,
implying the decimal value 4. Adding 2’ to 4 yields 12. Finally, the sign bit, 1, is read so the

final value of the coefficient is determined to be -12.
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Table 5.1. Classes of coefficients

class Coefficients
0 0
1 1.1
2 -3~-2,2~3
3 -1~-4,4~7
4 -15~-8, 8~15
5 -31~-16, 16~31
6 -63~-32, 32~63
7 -127~-64, 64~127
8 -255~-128, 128~255
9 -511~-256, 256~511
10 -1023~-512, 512~1023
11 -2047~-1024, 1024~2047
12 -4095~-2048,2048~4095
13 -8191~-4096, 4096~8191

5.2.5 Inter-Frame Difference Extraction / Difference Compensation and Bidirectional

Frame Interpolation

The inter-frame correlations of a series of continuous surveillance frames are essential to
reducing the computational complexity of coding and the storage space. The residue is the
difference of the power associated with two consecutive frames. These residues contain
information about the motion of objects. A higher power associated with the residue frame
implies greater changes among frames, and therefore more informational content. Hence,
more bits must be allocated to encode the contents. This method utilizes inter-frame

differences. A series of frames are divided into a series of frame groups, each of which
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contains ten consecutive frames. The ten consecutive frames are further converted into I, an
initial frame, P, residual frames, and B, bidirectional interpolation frames. One of two modes
of the frame group encoding procedure can be applied — fast mode and turbo mode — as
determined by the required rate of compression. The two modes of the encoding procedure
are applied to process the frames in each frame group as depicted in the following diagrams,

Figure 5.6 and Figure 5.7.

Time Sequence: 0 1 2 3 4 5 6 7 8 9

Frame Sequence: I B P B P B P B P B

Figure 5.6. Frame sequence encoding in Fast Mode

Time Sequence: 0 1 2 3 4 5 6 7 8 9

Frame Sequence: I B B P B B P B B P

Figure 5.7. Frame sequence encoding in Turbo Mode

I-frame is a reference frame and so is directly encoded referred to the original input
frame, and thus more bits are allocated for the I-frame to preserve its information. The
P-frame is generated by calculating the inter-frame difference using the frame store buffer.
These residue frames are then encoded and sent to receivers consecutively. In the decoding
process, the I-frame is directly decoded from the first frame received. As shown in
corresponding flow in Figure 5.1(b), the P-frame is then decoded by performing the
inter-frame difference compensation with the current inter-frame difference image and the
previous I-frame buffered in the frame store. Then, inter-frame difference compensation and
bidirectional interpolation are applied to reconstruct the B-frame. The transmission band
width can be reduced using this decoding sequence, while maintaining the good quality of the

image frames.
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5.3 Experimental Results

This section uses a set of real surveillance-recorded images and standard testing images
of different sizes to evaluate the performance of the proposed system. Two well-known
commercial video compression methods and the proposed method are tested on a PC-based
system with a 1.5 GHz AMD Athlon CPU and 512 MB memory. Image quality, compression
ratio and compression speed are emphasized in evaluating the performance of all tested

compression methods.

First, the quality of an image compressed using the commercially available JPEG-based
surveillance video recording system was compared to that of one compressed using the
proposed method. Figure 5.8(a) displays a representative surveillance image with 24-bit true
color, which is of a crime evident in a.house. The only evidence of the crime is the recorded
surveillance image. The characteristics of the-thief’s, face' must be recognized to enable him to
be arrested. Figure 5.8(b) to (e) show the results of compressing Figure 5.8(a) by the
JPEG-based system and the proposed method with different compression ratios. However, in
Figure 5.8(b), the facial characteristics of the thief are severely blurred, so the surveillance
image cannot serve as good evidence in solving the crime. In contrast, even though the image
was compressed at a high compression ratio by the proposed method, Figure 5.8(c) preserves
distinct and recognizable facial characteristics. These experimental results indicate that for a
given same compression ratio, the proposed method has a higher PSNR and yields images of

much better visual quality.
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Figure 5.8. Comparative results of JPEG and the proposed method
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The results shown in Figure 5.8 also reveal that although the image is compressed by the
proposed method at more than double of the compression ratio of that by the JPEG-based
system, the visual quality of the compressed image by the proposed method (Figure 5.8(c))
can still retain similar visual quality with that by the JPEG-based system (Figure 5.8(d)).
Hence we can find that under the requirement of similar visual quality of the compressed
surveillance video sequence, the proposed method only needs less than a half of the needed
storage capacity for storing similar time period of the surveillance video sequence using the
JPEG-based system. For instance, we utilize one hard disk with 120GB capacity to compare
the usage of storage space between the JPEG-based system and the proposed method. For the
uncompressed QVGA format (320 x 240 pixels) true color (three bytes per pixel), real-time
(30 frames per second) video sequence, the Storage space needed per second is: 320 x 240 x
3 x 30 = 6912000 bytes, and the storage periodneeded per day in seconds is: 60 x 60 x 24 =
86400 seconds, and hence total storage space-needed per day for uncompressed QVGA, true
color, real-time video sequence is 597 giga-bytes. Hence, as shown in Table 5.2, the proposed
method can store double time period of surveillance video sequence compared with the

JPEG-based system under similar visual quality.

Table 5.2. Comparisons of the need of storage space between the
JPEG-Based system and the proposed method under similar visual quality
(QVGA format, 320%240)

. . 120GB storage space
Method Compression Ratio
can store
JPEG 100 20 days
Proposed method 200 40 days
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(a). Original image “Akiyo” (b). Compressed image by MPEG-4 with

compression ratio: 184

VS

(c). Compressed image by proposed method of (d). Compressed image by proposed method of

Fast mode with compression ratio: 176 Turbo mode with compression ratio: 257

Figure 5.9. Results of compressing the standard testing clip — “Akiyo” (CIF format, 352*288)

MPEG-4 [51][52] was also compared with the proposed system by application to two
standard testing video clips, “Akiyo” and “Foreman”, from the MPEG organization. The

“M9073” version of the MPEG-4 standard evaluation program, developed by National
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Chiao-Tung University, is used as a reference system to test and compare its compression
performance with the proposed method. The standard tested video clips “Akiyo” and
“Foreman” are 24-bit true-color and 100 frames long; “Akiyo” is of CIF format (352 x 288
pixels) and “Foreman” is of QCIF format (176 x 144 pixels). The data are measured on the
same testing platform. Table 5.3 and Table 5.4 compare the compression performance of

MPEG-4 and the proposed method.

(c) Coprse image o (d) Compressed image by proposed

proposed system of Fast mode with system of Turbo mode with
compression ratio: 39 compression ratio: 66

2

Figure 5.10. Results of compressing the standard testing clip — “Foreman
(QCIF format, 176*144)
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Table 5.3. Comparisons of performance between proposed method and MPEG-4
(Akiyo, CIF format, 352*288)

Method Settings Frame rate (fps) Compression Ratio

MPEG-4 Bit-rate: 384K bits 19.9 184
Proposed method Fast mode 99 176
Proposed method Turbo mode 122 257

Table 5.4. Comparisons of performance between proposed method and MPEG-4
(Foreman, QCIF format, 176*144)

method Settings Frame fate (fps) Compression Ratio
MPEG-4 Bit-raté: 384K bits 65 47
Proposed method Fast mode 394 39
Proposed method Turbo mode 491 66

Figure 5.11, Table 5.3, and Table 5.4 reveal that, for a given compression ratio and
arbitrary video format with images of various sizes, the proposed method achieves a frame
rate that is about five times higher than that of the MPEG-4 system. Therefore, the proposed
method exhibits extremely high efficiency of compression. Figure 5.9 and Figure 5.10 show
that the two systems yield very similar visual results. Restated, the proposed method of

compression provides is effective for developing digital surveillance systems, and can also

yield smoothly flowing images in multi-channel surveillance systems.
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Figure 5.11. Comparison of ecompression.speeds between MPEG-4

method and the proposed method

5.4 Video Codec Software Component

The video codec is implemented as an ActiveX COM [97] component so that it can be
efficiently and easily embedded into various multimedia applications. This component is
implemented with dual interfaces - IDispatch and IVCodecX. These properties, and the
application of methods rapidly to develop application software, including network
applications, greatly facilitate development. Using IPictureDisp image pointer, created by
Microsoft, each frame is encoded and decoded according to the compAddFrame and
decompExtFrame methods in the proposed ActiveX COM-based video codec component. A
series of codes from compressed frames is then stored by the compToFile method. The codes

played back from the storage media using the decompFromFile method. The storage and

159



playback processes also include two data stream methods, compToArray and
decompFromArray, for network surveillance system applications on the server side and the
client side. Besides, some properties are provided for performance tuning and frame
synchronization. Figure 5.12 illustrates the above methods and their corresponding

applications.
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g )*

Figure 5.12. Video codec component and its applications

In this work, the video codec component is implemented using Visual C++ .Net using
Microsoft ATL [98]. The main advantage of ATL is its lightweight, particularly crucial to the
distribution of the COM component via the Internet. The component can be embedded into
web pages so the web surveillance can be easily performed. Besides, the ActiveX component
itself can be easily used in a visual software developing environment, including Visual Basic.
Figure 5.13 presents the Visual Basic environment for developing a simple surveillance

application.

The smallness of this component allows it to be downloaded fast over the Internet. For
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example, as presented in Figure 5.14, a web-based surveillance system can be developed by
integrating this codec component with Microsoft Internet application development tools. It
can thereby be applied in surveillance systems, video conferencing, video phones, and

long-distance education.
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Figure 5.14. Example of web-surveillance application
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5.5 Implementation of an Intelligent Video Surveillance System

The proposed video codec, which was developed for surveillance systems and mobile
carriers, as shown in Figure 5.16, is integrated with our intelligent surveillance system to
extent its range of applications. As presented in Figure 5.15, a multi-channel surveillance
system was developed using the proposed video compression codec, to capture four channels
of video in real-time and to record a total of 120 frames (with CIF format) per second at
full-speed video compression on a system with a 2.4 GHz Pentium CPU and 512 MB RAM.
As presented in Figure 5.15(¢c), this system also supports surveillance recording and random

time-slot playback.

Figure 5.16 shows that the mobile carrier incorporates a CCD camcorder and wireless
image transmission capability using RE module.-The. mobility of the carrier ensures that an
image can be captured of the entire surveillance.atea. This system can also perform remote
monitoring via the Internet, and can rémotely control the mobile carrier in the same way, to
capture images of the area of interest. The control signal is transmitted via a wireless system
from the server side of the surveillance system to the mobile carrier. The monitoring user
controls the forward, backward and rotational motion of the carrier using buttons on the web
page. The CCD camcorder is placed on a rotating mechanism. The user can change the
camcorder’s viewing angle by controlling this mechanism. Selecting viewing angle is
especially important when some of the surveyed area is obscured by furniture, as depicted in

Figure 5.17.
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(a). Prototype of our intelligent surveillance system
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(c). Operation on random time-slot playback

Figure 5.15. Implementation of Intelligent surveillance system
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Figure 5.16. Mobile carrier with a CCD camcorder
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Figure 5.17. The controlling interface of the monitoring user
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Chapter 6. CONCLUSIONS AND FUTURE WORKS

In this chapter, we state a brief conclusion of this dissertation and present some

directions for future works on the research studies presented in this dissertation.

6.1 Multi-level thresholding approaches for image segmentation

This study has developed an efficient combinatorial scheme for reducing the
computation timings and parameterizing the desired number of thresholds in multilevel
thresholding, and an effective automatic multilevel thresholding method for image
segmentation. This proposed combinatorial “scheme can effectively avoid evaluating
redundant threshold sets, substantially suppress, the:computation timings for obtaining each
criterion function value of the potential threshold sets, and thereby significantly reduces the
computation timings of obtaining the optimal set of threshold values. We apply the proposed
combinatorial scheme on multilevel thresholding using three well-known thresholding
criterion functions - the between-class variance criterion, the maximum entropy criterion, and
the minimum error thresholding criterion, and then compare the objective and subjective
evaluations, and computation costs of their performance. For automatic multilevel
thresholding, an effective discriminant-analysis-based measure is utilized for determining the
separability among the thresholded classes of gray levels, and is able to simplify the problem
of determining the number of object images that should be segmented. The image is then
recursively thresholded into more detailed segmented object images, until the separability
measure is satisfied. Accordingly, all the objects of interest can be thresholded into separate
segmented images, and they are ensured to be well-separated. The proposed automatic

multilevel thresholding method is found to be effective in analyzing and thresholding the
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histogram of the image. It is also computationally simple and efficient for automatically
determining the appropriate number of thresholding levels and performing thresholding on
the image. Moreover, when applied to real-life complex document images, the proposed
automatic multilevel thresholding method can successfully extract text strings, with various
illuminations from overlaying non-text objects or complex backgrounds. This can also
facilitate further text extraction for document analysis. From the experimental results, and our
comparisons to other fixed-level criterion-based methods, we have demonstrated the

effectiveness and advantages of the proposed multilevel thresholding approaches.

To achieve more effective and satisfactory performance for image segmentation issues,
the future research directions of this study may be: (1) to extend the proposed algorithms on
color models for applying on color image segmentation, it might be useful to integrate color
space reduction concepts, such as the use, of 'thé, moment-preserving techniques [99], and
color contrast information for better fitting of human's visual perception [100]. (2) To more
accurately determine the number of" homogeneous-objects for segmentation, it may be of use
to analyze and detect the modes on the histogram of images in a more accurate way by

applying the concepts of mean-shift approaches [101][102].

6.2 A multi-plane segmentation approach for text extraction in complex

document images

In this study, a new technique for segmenting and extracting textual objects from
real-life complex document images is presented in this study. The proposed approach first
segregates textual regions, non-text objects such as graphics and pictures, and background
textures from the document image by decomposing it into distinct object planes. This
decomposition process consists of two stages: automatic localized histogram multilevel
thresholding, and multi-plane region matching and assembling. The first stage applies the

localized histogram multilevel thresholding procedure to discriminate different textual
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objects, non-textual objects, and background components in each block region into separate
sub-block regions. In the second stage, the multi-plane region matching and assembling
process organizes these obtained sub-block regions into object planes according to their
respective features. A text extraction procedure is then applied on the resultant planes to
extract textual objects with different characteristics in the corresponding planes. The
document image is processed regionally and adaptively according to its local features, and
thus detailed characteristics of extracted textual objects can be well-preserved, especially
small characters with thin strokes. It also allows textual objects that touch graphical and
pictorial background objects with uneven, gradational, and sharp variations in contrast,
illumination, and texture to be well handled. When applied to real-life complex document
images, the proposed approach exhibit its robustness on extracting textual objects of various
illuminations, sizes, and font styles:from complex:.backgrounds. From the experimental
results and comparisons to other existing works, the proposed approach demonstrates its

effectiveness and advantages.

To enhance our proposed complex document image analysis system on more versatile
applications, future works on this study may focus on: (1) develop a more sophisticated text
layout analysis technique to handle text-lines with various shapes, orientations, and layout,
and thus more extensive types of real-life documents can be handled. (2) To process the color
complex document images, it is necessary to extend the proposed multi-plane segmentation
approach to adopt on color document images by adopting the concepts of color space analysis
techniques [103], or fuzzy connectedness concepts on the space of color features on
segmented block regions [104]. (3) To develop a versatile document content analysis and
archive system, it is needed to develop and integrate the document content storage and

retrieval techniques.
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6.3 Vision-based nighttime vehicle detection for driver assistance

This study has presented an efficient nighttime vehicle detection method for identifying
the vehicles by locating their pairing headlights and taillights in nighttime road environments.
An effective object segmentation technique based on automatic multilevel histogram
thresholding is applied for extracting illuminant bright objects of interest, especially vehicle
lights. This technique demonstrates its robustness and adaptability for dealing with various
illuminated conditions at night. Then, by utilizing the symmetrization, alignment and pairing
characteristics of vehicle lights, discriminating pairing headlights and taillights to locate
actual vehicles can be achieved by the projection-based spatial clustering and rule-based
identification methods. Finally, the distances, relative positions, and motion directions
between each of the detected target vehicles appeared ahead and the camera-assisted car are
estimated and tracked. Experimental resultsi'demonstrate that the proposed system can
effectively detect vehicles in front of the camera-assisted car in various nighttime road
environments. This system provides beneficial information for assisting the driver to perceive
surrounding traffic conditions outside the’car ‘during nighttime driving, and can also be
applied to a versatile control scheme for the apparatus of vehicles to facilitate autonomous

driving.

To enhance our proposed system to be a more efficient vision-based intelligent driver
assistance system, future studies on this study may possibly focus on: (1) for the purpose of
autonomous driving, it is essential to develop a intelligent control scheme of in-vehicle
apparatus for autonomous driving, collision avoidance and automatic cruise speed control
systems. (2) An automatic calibration approaches for CCD cameras of the vision system is
also necessary for the effectiveness and feasibility for estimating distances, positions and

relative motion information of the detected target vehicles.
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6.4 Real-time wavelet-based video compression approach for video

surveillance

In this study, we have presented a new real-time wavelet-based video compression
method for use in intelligent video surveillance systems. Based on the low-complexity and
low-memory-cost wavelet-based coding scheme and motion compression strategy, the
proposed video codec achieves high vision quality, high compression speed and high
compression ratio. Experimental results on video compression performance demonstrate the
effectiveness and efficiency of the proposed video codec. Then the ActiveX COM component
technique is also implemented and integrated with the proposed video codec to realize
multimedia, internet applications and many other video-intensive applications. Furthermore,
an intelligent surveillance system, which integrates the proposed wavelet-based video codec,
computer peripherals and mobile commmunication;’is also developed in this study. Therefore,
the future e-Home with controlled home electronics, managed video/audio systems and home

security will be realized.

For the purpose of enhance the functions of the proposed video surveillance study, our
future works should focus on: (1) develop and integrate the object detection, classification,
recognition, and tracking techniques. (2) To achieve more effectively content-based coding of
the surveillance video frames, an efficient region-of-interest ROI coding techniques is
necessary for adopting on interesting objects, such as human beings for home security

applications, and target vehicles for traffic surveillance applications.
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