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Minimum-maximum exclusive mean 
(MMEM) filter to remove impulse noise 
from highly corrupted images 

Wei-Yu Han and Ja-Chen Lin 

Indexing terms: Median jilters, Image processing, Digital filters 
. . . . . . . 

The minimum-maximum exclusive mean (MMEM) filter is 
presented to remove impulse noise from highly corrupted images. 
Simulation results show that even if the occurrence rate of the 
impulse noise is very high (70%), the restoration performance is 
still acceptable. 

Introduction: The median filter [l] is a traditional method for 
removing impulse noise. Recently, Russo and Ramponi [2] pre- 
sented a two-step fuzzy reasoning method for achieving good 
impulse noise cancellation as well as preserving image detail. 
Abreu et al. [3] also suggested a rank-ordered mean (ROM) filter 
whose output is the weighted combination of the input signal and 
ROM. When the noise is < 40%, the ROM filter is effective at 
suppressing noise and preserving detail. However, through experi- 
mental observations, we found that the good performances of 
these methods [l - 31 tend to reduce significantly when the occur- 
rence rate of the impulse noise is > 40%. In this Letter we propose 
an MMEM filter suitable for removing impulse noise, when the 
percentage of impulse noise is high. 
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Fig. 1 Two original images 
a Lena 
b Bridge 

Proposed MMEM filter: Let Wn(i, . j) be a window of size n x n 
centred at pixel (2, 11. The proposed fdter is applied to the original 
noisy image pixel by pixel to replace the original grey value g(i, j )  
by the filtered value g(i, J] .  In other words, for each pixel (i, j )  
perform the following: 
Step I :  n = 3 
Step 2: Find the maximum and minimum grey values (gMAx and 
gMJ within the window Wn(i, J] .  
Step 3: Discard all ixels (l, m) E Wn(i, j )  whose Lg(l, 74/41 equals 
Lg,w1,v/41 or LgMAJ4fHere g(l, m) is the input grey value at pixel ( I ,  
m). 
Step 4: If all pixels in the window are discarded and n = 3, then 
set n = 5 and go to step 2. 
Step 5: Calculate the average (origmal) grey value of the pixels not 
discarded, and call this average value AVG. (However, if n = 5 
and if all 25 pixels in the window W5(i, 11 are again discarded, then 

use the average of the filtered output values of the four neighbour- 
ingpixels { g ” ( i - l , j k  l), i ( i - l , j ) ,  g ( i , j - l ) }  astheAVG.) 

Step 6; If j A VG - g(i, j )  I > 30, the filtered output of the pixel (i, j )  
is g“(i, J ]  = AVG; otherwise, g(i ,  j ]  = g(i, j ) ,  i.e. use the original 
grey value g(i, j )  . 
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Fig. 2 Subjective visual qualities of restored images ‘Lena’ produced by 
different $lters 
a Input noisy image (with 700/0 noise) 
b 3 x 3 median filtered image 
c 5 x 5 median filtered image 
d fuzzy filtered image 
e ROM filtered image 
fproposed MMEM filtered image 

Simulation results: Nine 512 x 512 ‘Lena’ images corrupted by 
impulse (salt and pepper) noise with occurrence rate rangmg from 
10 to 90% were tested. (For the original image ‘Lena’ see Fig. la.) 
The peak signal-to-noise ratio (PSNR) is used as an objective 
measurement of the restored image quality. For comparison, the 
median filter [l], fuzzy filter [2] and ROM filter [3] were also 
implemented in our experiments. The 1296 weighting coefficients 
for the ROM filter were obtained by recursively computing eqn. 
15 of [3] using some training data. From Table 1, it is observed 
that the PSNR performance of the proposed MMEM filter is 
often better than that of the other three filters, especially when the 
noise probabilities are greater than 40%. We may also inspect the 
restored images to compare the subjective visual qualities. Fig. 2a 
displays the input noisy image whose noise probability is 70%, 
and Fig. 2b - f exhibit the filtered images produced by the 3 x 3 
median, 5 x 5 median, fuzzy, ROM, and MMEM filters, respec- 
tively. From Fig. 2 we can see that except the result processed by 
our method, other filtered images are still seriously corrupted by 
impulse noise. Another nine 512 x 512 ‘Bridge’ images corrupted 
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by impulse (salt and pepper) noise with occurrence rate ranging 
from 10 to 90% were also tested, and the PSNR performance is 
provided in Table 2. 

Table 1: PSNR obtained by different filters for corrupted image 
‘Lena’ 

Noise 
percentage 

Median Median Our 

PSNR PSNR PSNR PSNR 

Noise 

~~~~~ 

percentage MMEM 

Median Median Our 

PSNR PSNR PSNR PSNR PSNR 
(3x3) (5x5) Fuzzy U21 ROM [31 MMEM 

Table 2 PSNR obtained by different filters for corrupted image 
‘Bridge’ 

Conclusions: In this Letter we propose a minimum-maximum 
exclusive mean (MMEM) filter which is robust for removing 
impulse noise. Experimental results show that even if the noise is 
heavy (70’%0), the proposed filter can still work properly and the 
restored image is acceptable. 
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Digital signature for Diff ie-Hellman public 
keys without using a one-way function 

L. Harn 

Indexing term: Public key cryptography 

The author proposes digital signature schemes without using a 
one-way function to sign DEie-Hellman public keys. The 
advantage of this approach is, instead of relying overall security 
on either the security of the signature scheme or the security of 
the one-way function, the security of this proposed scheme is 
based on the discrete logarithm problem. 

Introduction: A one-way function is needed in any digital signature 
scheme. Without using a secure one-way function, a digital signa- 
ture can be easily forged [l, 21. There are some well-known one- 
way hash functions, such as the MD4, MD5, SHA, etc. There 
exists a major difference of security assumptions between digital 
signature schemes and one-way functions. The security assump- 
tions of most signature schemes are based on some well-known 
computational problems, such as the discrete logarithm problem, 
the factoring problem, etc. However, the security of most one-way 
hash functions is based on the complexity of analysing an iterated 
simple function. Since most computational problems are well- 
known and easy to understand, the security of most signature 
schemes can withstand quite a long period of time. However, a 
one-way function may seem very difficult to analyse at the begin- 
ning; but it may turn out to be vulnerable to some special attacks 
later. Thus, in general, the lifetime of one-way functions is shorter 
than that of signature schemes. For example, recent advancement 
of cryptanalysis research has found that MD5 is ‘at the edge’ of 
risking successful cryptanalytic attack [3]. There are two motiva- 
tions of proposing signature schemes without using a one-way 
function. First, instead of relying overall security on the weaker 
assumption between the signature scheme and the one-way func- 
tion, the security of our proposed schemes is based on the discrete 
logarithm problem. Secondly, the overall security can be easily 
understood and analysed. 

Diffie and Hellman [4] proposed the well-known public-key dis- 
tribution scheme based on the discrete logarithm problem in 1976 
to enable two parties to establish a common secret session key 
based on their exchanged public keys. But their original scheme 
can only share one common secret key and did not provide 
authentication for the exchanged public keys. Since them, several 
key exchange protocols [5, 61 to allow two parties to share multi- 
ple secret session keys have been proposed based on the Diffie- 
Hellman public-key technique. In general, these protocols utilise a 
digital signature for each distributed public key to provide authen- 
tication. Since Diffie-Hellman’s public key is obtained by comput- 
ing an exponential function over GFb) and the exponential 
function itself is a well-known one-way function, we propose sig- 
nature schemes without using any additional one-way function for 
signing Diffie-Hellman public keys. In addition, since the Diffie- 
Hellman public key is a random number, our proposed schemes 
are not suitable for signing any given message. 

Digital signature schemes fo r  DifJie-Hellman public keys: Let p be a 
large prime and a be a primitive number in GF(p). Each user 
selects a fixed secret key x E [l, p l ]  and computes a fKed public 
key y = ax mod p ,  where y is signed by one authority. b, a, y }  are 
the user public information. 

A signature scheme uses a fuced secret key to sign a message 
and a verifier uses a signer’s fuced public key to verify the signa- 
ture of a message. In this proposed signature scheme, the message 
itself is a random Diffie-Hellman public key r = ak mod p E [ 1, p 
11 computed by the signer, where k is a secret random integer k E 
[ 1, p-21 privately selected by the signer. 

Now, we use the following model to describe the signing proc- 
ess. The signer uses his secret keys, x and k, to compute the signa- 
ture s which satisfies 

where (a, b, c) are parameters selected from values (r,  s). The veri- 
fication equation is determined accordingly as 

az = bk + c mod 0 ( p )  

ya = ~~a~ mod p 
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