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Abstract

A general-purpose pardld three-dimensiond direct simulation M onte Carlo code
(PDC) using unstructured tetrahedra mesh is developed and validated in this thesis.
Important features of this PDSC include pardlel processing with dynamic doman
decomposition, combination of varigble time-step scheme with solution-based adaptive
mesh refinement, conservative welghting schemefor treatingtrace species and chemical
reaction functions for hypersonic'ar flows. A-multi-level graph-partitioningtechnique is
employed to adaptively decompose the computationa doman according to the
workload distribution among processors during runtime, which can dleviae the
unbaancing loading before it becomes a problem. A three-dimensiond h-refined
unstructured adaptive mesh with simple mesh qudity cortrol, based on a preliminary
D3SM C simulation, is used to obtain suitable mesh resolution to increase the accuracy of
the DSV C solution. A variable time-step method using the concept of fluxes (mass,
momentum and energy) conservation across the cell interface is implemented to reduce
the number of simulated particles and the number of iterations of transient period to
reach steady state, without sacrificing the solution accuracy. A conservative weighting
scheme, ensuring exact momentum and near exact energy conservation during each
particle collision, is incorporated into the PDSC to efficiently treat flows with trace
species. This method is vaidated and shows it can greatly reduce both the number of
particles and computationa time. Chemica reaction module, including dissociation,
recombination and exchange reactions, is incorporated into the PDSC for treating

reactive flows. It is verified by comparing probability, degree of dissociation and mole



fractions of asinge 2-D cdl with theoretica data. Completed PDSC is then goplied to
compute severd complicated, challenging flow problems to demonstrate its superior
computationa capability. The results are dso vdidated with experimentad data or
previous simulation datawherever available.

Organization of this thesisis briefly described as follows. Chapter 1 describes the
back ground, motivation and objectives of the current study. Chapter 2 describes the
general DSM C method and overview of the current implementation of the PDSC.
Chapter 3 introduces the variable time-step scheme in combination with solution-based
adaptive mesh refinement on unstructured tetrahedra mesh. Chapter 4 describes the
pardld implementation and performance of the DSM C method using dy namic domain
decomposition. Chapter 5 describes the conservative weghting scheme and its
superiority in treating flows having trace species. Chapter 6 describes the chemica
reaction functions for treating hypersonic ar flows adong with its vadidation using
sing e-cell simulation. Chapter 7 describes the results of simulating several chalengng
flow problems using the PDSC. Chapter 8 concludes and summarizes the important
findings of the current study, @ong with.recommended future studies.

Keywords: direct simulation Monte Carlo, unstructured tetrahedral mesh, parald
processing, dynamie domain decomposition, variabl e-time-step, adaptive
mesh refinement, ‘conservative weighting scheme, chemicd reaction,

graph-partitioning
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Chapter 1

Introduction

1.1 Background and Motivation of the Thes s

Gas flows ae often described correctly using the Navier-Stokes equations.
However, in some flow regmes, the Navier-Sokes equations fal to gpproximate the
ges dy nami cs behavior and the particle nature of the matter must be taken into account.
Oneof theseistherarefied gas flow (Kn>0.01, see Bird [11]), which the mean free path
becomes comparable with, or even larger than, the characteristic length of flows. These
high Knudsen number flows are now of practicad scientific and engneering importance.
For example, the examples include the pumping characteristics of turbo-molecular drag
vacuum pump [1-3], the low-pressure plasma etching and chemica vapor deposition
(LPCVD) [4], the micro-filter [5], and the micro-electro-mechanica-system (MBEM S),
[6-8], etc. Due to ther importance in practicd applicaions, accurate and efficient
numericd modding of these phenomena;.rather than solving the Navier-Sokes
equations, becomes necessary for-understandingthe underlying physics.

It is wdl known that the Boltzmann equéation is more appropriate for al flow
regimes; it is, however, rarely. used to numerically solvethe practical problems because
of two mgor difficulties. They include higher dimensionality (up to seven) of the
Boltzmann equation and the difficulties of correctly moddingtheintegral collision term.
An dternative method, known as Direct Simulation M onte Carlo (DSM C) method, was
proposed by Bird to solve the Boltzmann equation using direct simulation of particle
collision kinetics, and the associated monograph was published in 1976 [10] and 1994
[11].

Later on, both Nanbu [12] and Wagner [13] were able to demonstrate
mathematically that the DSM C method is equiva ent to solving the Boltzmann egquation
as the simulated particle numbers become large. This method has become awidely used
computationd tool for the simulation of ges flows in which molecular effects become
important. The advantage of using particle method under these circumstances is that
molecular modd can be implemented directly to the cacul aion of particle collisions. It
has been agpplied very successfully to compute rarefied hypersonic flows [8, 14], and
other fundamenta scientific problems, such as flow instabilities [15, 16]. In addition to
the gpace science gpplications, it has adso been utilized in the andysis of ultra-high



vacuum technology [1-3]. Very recently, it was applied to rarefied interna ges flow
problems such as channel, pipe, ducted slider air bearing flows and the results generdly
ag eevery wdl with experiments [8, 14, 17].

Figure 1.1 [11] illustrates the effective limits of mgor gpproximations in the
DSV C method. The dilute gas assumption requires that /d>>1 and &/d=7 has been
chosen as the limit, as shown as a vertical solid line. & and d are mean molecular
spacing and molecular diameter, respectively. The longer tilted dash line represents
Kn=0.1 which is the demarcation between the continuum approach and the particulate
gpproach. On the right-hand side of this line, continuum approach, such as the
Navier-Sokes equations, is vaid; whileit is necessary to consider the particle nature of
theflow on theleft-hand side of thisline. The shorter tilted dash line has been chosen as
L/6=100 as the criterion for the onset of significant statistica fluctuations.

With the increasing importance of the rarefied gas dynamics, an efficient
simulation tool becomes necessary to understand and engneer rarefied gas dynamics.
Thus, in the current study we intend to develop a generd-purpose DSM C code, which
can be used efficiently for ether fundamenta or practicd understanding of genera

rarefied gas dy namics in the medern technological development.

1.2 Reviews of the DSMC Method
1.2.1 Generd Features

The direct simulation M onte Carlo (DSV C) method [10, 11] is aparticle method
for solving the Boltzmann equation describing ges flows. The gas is modeled a the
microscopic level using simulated particles, which each represents a large number of
physica molecules or atoms. The physics of the gas are mode ed through the motion of
particles and collisions between them. M ass, momentum and energy transports between
particles are considered a the particle leve. The method is statisticd in nature and
depends heavily upon pseudo-random number sequences for simulation. Physica events
such as collisions are handled probabilistically using largely phenomenologca models,
which are designed to reproduce red fluid behavior when examined a the macroscopic
level. Generd procedures of the DSV C method consig of four mgor stgs: moving,
indexing, collision and sampling. In the current gudy, we ether use Variable Hard
Shere (VHS) or Variable Soft Sphere (VSS) molecular models [10, 11] to reproduce
red fluid behavior as well as No Time Counter (NTC) method [11] for the collision



mechanics. Details of the procedures and the consequences of the computdiona
goproximations regarding DSV C can befound in Bird [10, 11].

In the following section, we will introduce several well-known DSV C codes,
which include isual DSMIC Program, DAC, MONACO, SMILE and PDSC. The detalls
of the standard DSV C method aongwith the current implementation will be introduced
in Chapter 2.

1.2.2 Existing DSMC Software

There are relaively few genera-purpose DSVIC codes available in the public
domain. Table 1.1 summarizes the list of the main features of the four D SM C codes,
including Visual DSVIC Program, DAC, MONACO and SMILE. They are briefly
introduced in the following in turn. Interested readers can refer to the listed references
for details.
1.2.2.1 Visual DSMC Program

Professor G. Bird, who invented the DSV C method back in 1958, at the University
of Sydney in Audrdia, designed theMsual DSMC Program. It is a stand-adone Window
version that can be used for:two-dimensional, axis-symmetric and three-dimensiona
flows. It is equipped with.the rea-time animation of moving particles and displays of
macroscopic property contours. It is:an exced lent-tool for understanding the basi cs of the
DSM C method and the physics of rarefied gas.dy namics. However, it is not practica to
utilize it for practicd engneering problem due to its speed of simulation. The related
information can befound in http://www.gab.com.au/.
1.2.2.2DAC

For simulating rarefied gas dynamics environment, the DSV C Anaysis Code
(DAC) [18] is a wdl-known D3V C software designed by Gerald J. LeBeau at the
Nationa Aeronautics and Space Administration (NASA). It was awarded by NASA as
the 2002 Softwar e of the Year Award and has been used extensively to support numerous

spacerdated programs, projects and missions. For example, it has been used to simul ate
plume impingement of space shuttle, Russian Mir Space Sation, aerodynamics of
re-entry goace shuttle and Hubble Space Telescope (HST) servicing mission. It is a
2-D/Axi-symmetirc/3-D simulator having features such as parale computing using
dynamic load balancing, adaptive meshing and chemica reaction functions. Both
distributed-memory and shared-memory can be used to run the DAC. Sructured
background grid coupled with unstructured triangular surface grid is used to treat
complicated geometry of objects.



1.2.2.3MONACO

MONACO is a wedl-devdoped DSV C code by Professor I. D. Boyd a the
University of Michigan in the United States [19]. It can be run on both workstaion- and
PC-class clusters. It has been applied to conpute plume flows, hypersonic flows and
materials processing. It is currently under development of coupling CFD and DSMC
methods. The MONACO code aso can be used for 2-D/Axi-symmetirc/3-D simulation.
It can be run by serid or pardld computation with ungructured mesh. Important
features include chemica reactions for hypersonic air flows, variable time-step scheme
and “manua” dynamic domain decomposition. Some preprocessors were developed to
ease the preprocessing tasks.

1.2.24 SMILE

SMILE, stands for Staisticd Modeing In the Low-density Environment, is a
software sysgem based on the DSV C method, which is developed by Professor M.
Ivanov a the Institute of Theoretical and Applied M echanics, Novosibirsk, Russia[20].
It is a pardld version with dynamic,domain decomposition and severd numerica
techniques to save the computationd, time. By now SMILE has been used to compute
high-dtitude aerody namics: problems, nozzle and plume interactions, to name a few.
The detalled features are listed in Table 1.1.

In the following, we will“introduce.and review some important agpects of
implementing DSM C in practice, which:more or less explain our preference to some
specific choices than others.

1.2.3 Structured and Unstructured Mesh in DSMC

M ost goplications of the DSM C have used structured grids [10, 11] to discretize
the physicd domain. For problems with complicated geometry, multi-block meshing
techniques were developed first by Bird [11], which involved two geps: dividing the
flow fidd into several blocks followed by discretizing each block into quadrilateral (2-D)
or hexahedrd (3-D) cells. Subsequent related research has been directed to develop
dternative meshing techniques such as the coordinate transformation method by M erkle
[21], the body-fitted coordinate system by Shimada and Abe [22] and the transfinite
interpolation method by Olynick et al. [23]. However, al of these still used structured
gids. It is much easier to program the code using structured grids; however, it often
requires tremendous problem specific modification. To aleviate such restriction, an
unstructured grid sygemis an dternative choice. M any physicd problems involve very

complicated geometry of objects; thus, ungructured mesh has been recommended to
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take advantage of the flexibility of handling this situation, athough it might be
computationdly more expensive. In addition, using ungructured mesh has the
flexibility of goplying graph-partitioning technique for parale implementation of the
DSV C method [24-26]. Boyd's group [27-29] has gpplied such technique to compute
thruger plumes produced by spacecraft and found that the results are very satisfactory.
Wilmoth et al. [30] have used two types of grid (unstructured tetrahedra and structured
Catesian grids) to compute the low-density, hypersonic flows about reusable launch
vehicle. Both methods were shown to gve comparable results. Wu's group [8, 31] has
aso developed 2-D and 3-D codes to compute nozzle plume and vacuum pump,
respectively. It was concluded that unstrudured grid has certain advantages in grid
refinement as compared with strucured grid.

1.2.4 Adaptive Mesh Refinement

The success of the DSV C method relies on the proper digribution of simulated
particles and cels. The collision partners of each cell are sdected from each cdll
without consideringtheir relative pesitions. This assumption is reasonable as long as the
cdl dimension is less than a mean free path. Idedly, the cdl size has to be sma | enough,
e.g, one third of the mean free path [10, 11]- Thus, solution-based mesh adaptation
becomes critical step in obtaining accurate flow solution using DSV C, eyecialy for
flows having highly non-uniform density. variations. The development of mesh
adgptation in CFD and DSM C'are described in the following for the purpase of
comparison.

CFD: For the past decade, the development of CFD using unstructured adgptive
meshes has greatly extended the capability of predicting complex flow fields. Severa
adaptive mesh techniques have been developed to increase the resolution of “important”
region and decrease the resolution of “unimportant” regon within the flow fidd, as
reviewed by Powell et al. [32].

In generd, mesh adagptation can be categorized into three methods [33]: (1)
re-meshing (mesh generation), (2) mesh movement, and (3) mesh enrichment (or
h-refinement). For the first method, a solution based on theinitia mesh is obtained, and
then the mesh is regenerated, which the mesh points are more concentrated on where
resolution of the solution is needed. This new mesh may contain more or fewer mesh
points than the origna mesh. For the second method, the tatd mesh points remain the
same in the computationa domain. It is common to use a ring andogy, in which the

nodes of the mesh are connected by springs whose stiffness is proportiond to certain
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measure of solution activity over the spring. The mesh points are moved closer into the
region where solution gradients are relatively large. This is often gpplied to the aid
adaptation of a structured mesh. For the third method, mesh enrichment, mesh points
are added or embedded into the regions where relatively large solution gradients are
detected, while the gobal mesh topology remains intact. It is generally regarded that
mesh enrichment method has certain advantages over the first two methods [33, 34].
One of the mog importat advantages is tha the mesh enrichment technique is in
generd many times faster and robust than the remeshingtechnique [34]. In Ref. [33], it
is mentioned that the disadvantage, however, is tha the implementation of mesh
enrichment involves asignificant modification to existing numerica schemes dueto the
gopearance of hangng nodes [33]. This can be easily overcome, however, by some
simple methods through the dimination of hanging nodes, as proposed by Kalinderis
and Vijayan [35].

DSMC: The corresponding development and the application of the adaptive mesh
technique in particle method, such jas;the DSV C method, has been largely ignored.
Applying adaptive mesh technique in.the DSVL.C method, asin CFD, not only improves
theflow field resolution without increasingthe computationa cost much, but aso more
or less equalizes the statistical uncertainties in the averagng process of obtaining the
macroscopic quantities.

Among the very few studies @out this subject, Wang and Harvey [36] have first
gpplied a solution-based, re-meshing adaptive grid technique (mesh regeneration using
the advancing front method) in undructured mesh to gudy the hypersonic flow fied
with highly non-uniform density variations involving shocks. Later on, in the same
goup, Robinson [25] has gpplied a similar technique combining a pardld DSMC
method to compute a hypersonic flow over compression ramp at different Knudsen
numbers. However, some unexpected results such as lower accuracy for a refined mesh,
as compared with a coarse mesh, arose due to smaler particle-per-cell caused by too
many cells.

Cybyk e al. [37] have developed a technique using the M onotonic Lagrangan
Grid (MLG) in the DSM C method, which provides a time-varying gid sysgem that
automaticaly adapts to locd number densities within the flow fidd. However, the
gpplication of this MLG technique to externa gaes flows is not promising due to the
particle sorting problems inhered in the scheme. Additionally, this technique highly
restricts the time-stgp size as compared with the traditiond DSV C method, which
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makes the cost of obtainingthe steady-gate solution comparably high.

Garcia and Bd| [38] have developed an adaptive mesh and a gorithm refinement
(AMAR) embedding the DSM C method within a continuum method (N-S equations
solver) at thefinest level of an adaptive mesh refinement (AMR) hierarchy. This method
can cope with problems involving physics in severd orders of magnitude of length
scae.

Recently, Wu's group [39, 40] dso proposed 2-D and 3-D DSV C methods with
adaptive mesh using h-refinement techniqgue. Density was used as the adaptation
parameter considering the statistica nature of the DSV C method. However, highly
skewed cdlls often appear since no quality control of the mesh has been implemented.
Thus, somepolicy duringmesh adaptation should be added to improve the mesh qudity.
Concerns Related to M esh Adaptéetion

Before implementing the adaptive mesh techniques, severa concerns need to be

considered as pointed out by the excellent review article by Powell et al. [32] and the
references cited therein. These coneerns.are mainly applied to CFD; however, most of
these are trueto the DSM C method.as wel. These include the datasructure, the initia
mesh generation, the mesh.adaptation procedure, the adaptation parameters and criteria,
and the effect of mesh adaptaion on computationd agorithm. These are briefly
described in turn in the followingfromthe pergoectives of the DSV C method.
Data structure

There exists grong relationship between the selected mesh adaptaion and the data
structure to be used. The mgority of the DSM C codes apply dructured mesh as
mentioned previously. Structured mesh alows the paticle tracking relatively easy and
accesses the mesh information in memory more directly; however, it lacks the flexibility
on mesh adaptation. There are two ways of adapting the structured mesh. One way,
cdled r-refinement, is to “ distort” the mesh distribution, so tha mesh redistributes more
crowded in the regon where it needs mesh refinement. Another way, cdled
h-refinement, is to add mesh in thelocalized region in both x- and y-directions; however,
it increases unexpectedly the mesh population in ather unexpected regons as wdll,
where they do na require a dl. To alow for the addition (or deletion) of mesh in the
computationa domain avoiding the problem outlined in the above, more sophisticated
mesh data structure, rather than the simple strudured mesh, has to be adopted.
Unstruaured mesh cannot be mapped onto a computaiona space with structured (i,))

indexing. Instead, the connectivity information of mesh has to be stored, which makes
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the mesh data access indirectly. However, the spawning of the mesh in the regons of
interest is much easier as compared to sructured mesh due to the un-ordered data
structure. It was thus concluded that unstructured mesh is superior to strucured mesh
considering the advantages and implementation of mesh adaptation.
Initial Mesh Generation

The initia un-adapted mesh required for computation is generated via either
advancing front method or Delaunay triangulation if unstructured mesh is used. The
detailed descriptions of these two methods can be found in Lohnern and Parikh [41] and
Baker [42], respectively, and are not repeated here.
Mesh Adaptation Procedure

We have to decide how to adapt the mesh. For the unstrucdured mesh, there are
generdly two ways of adapting the mesh: remeshing and embedding [36]. For the
remeshing procedure, generation of connectivity information for dl the mesh is
required at each adaptation ¢e. This is expensive in generd as mentioned previously.
For the embedding technique, locd, h-refinement is used to introduce new mesh points
and only the mesh in the immediatevicinity of new mesh need to be connected. Hence,
it requires less computational effort. In" addition, we aso have to decide if isotropic or
an-isotropic refinement is-used. Generdly, the quality of the mesh using isotropic
refinement is superior to that using an-isotropic refinement. Thus, some mesh quality
control policies may haveto be implemented to ensure the good qudity of cells.
Adaptation parameters and criteria

The decision of where to refine or coarsen the mesh is one of the very critica
issues in mesh adaptation scheme. For the DSM C method, it often requires that the
computationa mesh sizeis much smaller (at least 1/3~1/2) than the local mean free path
[10, 11], which is inversdy proportiond to theloca number density. However, density
is naturaly a parameter to be considered. In addition, the choice of density as the
adaptation parameter helps equaize the statistical uncertainties throughout the cells due
to the sanpling process for obtaining the macroscopic quantities.
Effect on Computational Algorithm

The effects of mesh adaptation on DSV C are trivid since the cell is used mainly
for seecting collision partners and sampling the paticles. Thus, the computaiona
procedure is exactly the same except the number of the cels increases after mesh
adaptation.



1.2.5 Variable Time-Step Scheme

The accuracy of a DSM C simulation is directly related to the number of simul ated
particles per cdl throughout the cells. As the number of simulated particles increases,
the statistical uncertainties of the macroscopic properties reduce due to better collision
condition. The number of simulated paticle per cel is shown to inversely prgportiona
linear and square of gas density for two- and three-dimensiona flows, respectively. Tha
is, the simulated molecules are fewer in higher density regons, while lower density
regions are over resolved. More computationa time is spert cdculaing the lower
density regons than is needed. A strategy to increase the computaiona speed without
jeopardizing the accuracy of the solution isto reduce the number of simulated particles
by using cell/particle wei ghting, but maintaining near-uniform particle distribution per
cdl, e.g, cdl we ghtingfor axisymmetric flow [10, 11], particleweighting and variable
time-step [43, 44]. Kannenberg and Boyd [43] presented drateges for efficient particle
resolution in DSM C. The authors manipulated variations of particle weight, variations
of time-step and grid arrangement to,ebtain a more uniform particle count throughout
theflow field. It was shown that careless.useof cell/particle weighting often introduces
some detrimenta effects to the datigica ‘accuracy, which is caused by repeatedly
cloning the particles in the flow figld [43]. Neverthe ess, variable time-step method
represents one of the simplest.and*most efficient ways of particle weighting that avoids
the problem of particle cloning, if careful orid manipulation is done [43]. To obtain a
more uniform distribution of model particles per cel throughout the computaiona
domain, avariabletime-step schemeis highly recommended.

M arkelov and Ivanov [44] proposed amethod with zoned variable time-stepsin the
DSMC method to simulate an axisymmetric shock wave/laminar boundary layer
interaction by the DSV C method and to anadyze the influence of flare length on the
separation regon extent. The authors employed the SMILE code to obtain adaptive
mesh. The simulation domain was divided into sub-domains with different time-steps.
This technique dlows controlling the number of particle in each sub-domain. A
rdatively uniform particle distribution and 30% decrease in the tota number of
molecules was reported, correspondingy, to ahigher computationa efficiency.

Moss et al. [45] have developed a local time-step scheme in the DSV C method
and apply to compute a 5-deg wedge flow. A grid generation and adaptation procedure
is dso incorporated to insure the cell size requirement of the DSV C method. In this
method, only one time-step is used throughout the flow field for unsteady flow. If the
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flow is steady, then the compuationa effort can be facilitated by subdividing
computationd domain into an arbitrary number of regons with different local
time-steps. Thus, the number of particles and overdl computationd timefor steady sSate
arereduced usingthelocal time-step for each sub-domain.

Usami [46] also has developed adifferent time-step schemeto simulate supersonic
jet expansion a a very large pressure ratio. The flow filed has been divided into 12
blocks and classified into seven classes, where the further block from the orifice has a
longer time-step. If the particle passes through the interface of each domain, the
time-step of the further block from the orifice becomes twice as the closer block.
1.2.6 The Paralld DSMC Method

The DM C method has become a widey used computdiona tool for the
simulation of gas flows in which molecul ar effects become important. The advantage of
using a particle method under these circumstances is that molecular model can be
applied directly to the calculation of particle collisions, while the continuum methods
use macroscopic averages to accountsfer. such effects. Therefore, particle methods can
predict these effects with much higher, accuracy. Also, it is the only viable tool for
analy zing the gas flows in.the transitional regime. Nevertheless, the main drawback of
such direct physica method is its-high computational cost. That is why the DSMC
method was only used for analy zing hrgh Knudsen number flows (or transitiond flows).
For lower Knudsen number gas‘flows near the continuum regime, the computationa
cost isprohibitively high, even with the most advanced computer nowaday s. Hence, it is
important to increase the computaiona speed to extend the gpplication range of the
DSM C method.
1.2.6.1 Domain Decomposition

Generdly, these are two methods to partition the simulated domain, which are
geometry-based and graph-based domain decomposition. Geometry-based method is
usudly faster but provided poor edge cut (E;) since they pay no heed to the connections
of the point in the mesh. Many physica problems can be expressed within the
framework of graph theory, such as discrete gptimization problems and matrix
reordering. Sketch of graph and mesh is shown in Fig 1.2. A smdl portion of a
triangular grid, which is usudly made by commercial mesh software, is shown as the
thinner lines. The bold solid circles and bold lines represent the vertices and edge cuts
of the grgph, repectively. The gragph G(V, E) is the collection of these vertices (V) and
edge cuts (E) on the basis of the connectivity between the cells. One of the advantages
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in expressing the problem in terms of a graph istha each of the edges and vertices can
be assigned a weight to account for the specific numerica application. For example, in
DSM C, thevertex (cdl center) can be we ghted with the particle numbers with al edges
having unitary weight. The brief overviews of each partition method are described in the
following.
Geometry-based method

Geometry-based methods use soatid (or coordinate) information of mesh to

partition the domain. These methods are usudly simple and fast but provide poor E.
(cuttingedge) and poor load balancing.
Coordinate Partitioning

This method is the sinplest way of geometric partition that is only working for
rectangular and cubic domain. In this method, the domain is split into NxN, and
NyxNyx N, sub-domain, which is based on their geometric position for 2-D and 3-D
mesh, respectively. The chief advantages are tha the partition domain is easy to
obtained, and the chesper computationa cost. Examples of this method are given in
Hauget al. [47].

Recur sive Coor dinate Bisection (RCB)

This method is similar to the coordinate partitioning that attempts to minimize the
boundaries between the sub-domans.”The.procedure is to find out the longest
coordinate direction of the domain and then split the mesh in haf. And then each
sub-domain is recursively divided by the same method. This method is also fast but the
qudity is low and sometimes obtains the disconnected sub-domains. Furthermore, it is
only useful in splitting the domain by the normd direction of the coordinate axes.
Examples of this method are given in S mon [48].

Inertial Recur sive Bisection (IRB)

This method is a modification from the RCB method due to the geometry of the
domain is not dway s orthogond to the coordinated axes. The concept of this method is
to find out the longest inertial axis. The domain is split in half to produce bisection and
then applied recursively. A smdler sub-doman boundary is created than the RCB
method. IRB has been implemented within the context of dynamic load balancing for
DSM C by Diniz & d [49].

Graph-based method
A conventiona graph-partitioning problem is to subdivide the n vertices between

the NP sub-domains while minimizing the number of edge cuts, E., and ba ancing the
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weight in each sub-domain. For example, in DSV C, each vertex can be weighted with
the number of particles with dl edges that connect cdll centers, havingunitary weight. A
truly dynamic load balancing technique is required for DSM C because the load
(approximatey proportiona to the number of particles) in each sub-domain changes
frequently, egpecialy during the transient period of simulation. Domain decomposition
in DSV C may becomevery efficient by taking the advantage of successful development
in graph partitioning. However, it is well known that it is NP complete, which means
that the gptima solution of this problem is impossible to compute in polynomia
bounded time. Instead, it is relaxed to seek near-optima solutions within reasonable
time. In computer science, there are several methods developed for achieving
near-optima solutions to this problem. Related description and reviews of graph
partitioning can be found in the ref erences [48, 50-53].

Greedy Partitioning

This method is first proposed by Farhat [50] to decompose the domain of thefinite
element computation. This method,is garted from determining a vertex in the domain.
This vertex “ bites” the neighboring vertices until appropriate prgportion of the graph is
formed. And the next vertex of the other’ sub-domain is seeded on the border of the
previous sub-domain and the proceses are ‘repested until the whole domain is
partitioned. The variant employed here differs from Farhat [50] only in that it works
with graph based rather than the nodeand elements of afinite dement mesh.

Recur sive Spectral Bisection (RSB)

Smon [48] first presentsthis graph partition by computingthe L aplacian matrix of
the gaph. Then, the egenvector (Fiedler vector) corresponding to second largest
el genvalue, when associated with the vertices of the graph, gves a measure of the
distance between the vertices. Once the measures of digance are computed for dl
vertices, they can be sorted by their vaue and then slit into two parts. This method
seens to produce good quality partitions, but it is relatively computationdly expensive
on caculatingthe Fiedler vector.

Multilevel Scheme

Barnard and Simon [51] first proposed multilevel partitioning to accelerate the
convergence in CFD simulations. The process of this partitioning is first coarsing to
obtain asmall graph; it is easier and finds a good partition of asmal graph than alarge
gaph. The second stage is computing a hi gh-quality bisection, that is, small edge-cut, of
the coarse graph. And finally the refinement process is operated hereto get the partition

12



domain and repesat these three processes until the partition reaches comparable quality.
M ultilevel schemes now are considered state of the art datic patitioners. METIS [52],
developed a the University of M innesota, is avariant of the multilevel scheme of graph
patitioning The idea of multilevel scheme draws from the multi-grid technique.
Reported performance was impressivein terms of CPU time.
Two-Sep Method

Two-ge methods may be seen as relatives of the multi-level partition methods.
The concept of two-gep partition method is to refine the initiad domain by a chegp and
high-speed partition method. M oving the vertices on patition boundaries gptimizes the
domain decomposition. A cost function F is proposed to determine the minimum vaue,

whichis, F =aE_+(-a)L, where E; the edge cut associated with the decomposition,

L is the degree of load imbalance and « is a pendty parameter. JOSTLE [54] uses an
initid domain decomposition (generated by geedy partitioning) and successivey
adjusts the partition by moving vertices lying on partition boundaries. In this method,
vertex shedding is locdized singe'only the vertices along the partition boundaries are
dlowed to move, not the wvertices|anywhere in the doman. Hence, this method
possesses a high degree of concurrency and has the patentiad of being applied in the
dynamic domain decomposition in‘the event of load imbaancing across the processor
aray.

Others

In addition, Plimpton and Bartel [55] have proposed arandom partitioning method
for the DSM C method. The computationa cells are randomly picked up to form
separate sub-domains. Thisisthe simplest and afast method of domain decomposition,
resulting in maximum edge cuts and disconnected domains, dthough it may gve
moderate load baance.

Thus far, there seems no report tha matured graph-partitioning tool has been
incorporated in the pardld DSMC method on an undructured mesh. Thus, it is
interesting and technica ly important to learn that if the graph partition tools can be used
efficiently in conjunction with the D3V C method. Thus, we use PJOSILE [56] to
dynamically decompose the computational domain for the parale D SV C simulation in
the early stage of the study and, recently, we use ParMETIS [57] instead for its
robustness and much bigger user community around the world, which is often the

drivingforceto improve thetool.
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1.2.6.2 Static Domain Decomposition (SDD)

In the pad, severd studies on pardld implementation of DSMC have been
published [58-62] using static domain decomposition and structured mesh. M essage
passing was used to transfer molecules between processors and to provide the
synchronizaion necessary for the correct physica simulation. Results showed
reasonable speedup and efficiency could be obtained if the problem is sized properly to
the number of processors.

Recently, Boyd's group [29, 63] designed the pardld DSM C software named
MONACO, which emphasized high data locality to match the hardware structure of
modern workstations, while maintains the code efficiency on vectorized supercomputers.
In this code, unstructured grids were used to take the advantage of flexibility of

handling complex object geometry. Satic domain decomposition technique was used to
distribute cdls among processors. Interactive human interruption is required to
redistribute the cells among processors to maintain workload balance among processors,
which is indeed unsatisfactory _from practica viewpoint. Timing results show the
performance improvement on workstationsand the necessity of load baancing for
achieving high performance on parale ‘computers. M aximum 400 IBM -SP2 processors
have been used to simulae flow aound a planetary probe with approximately 100
million particles, which pardlel-effictency. of 90% has been reached by manualy
redistributing the cells among” processors during simulaion. However, the pardld
efficiency for n processors is unusudly defined as theratio of computationa timeto the
sum of computationa and communicationa time, rather than which is normally defined
as theratio of thetrue peedup totheideal speedup (n) for nprocessors.

1.2.6.3 Dynamic Doma n Decomposition (DDD)

Until very recently, dynamic doman decomposition technique was used in
conjunction with the parald implementation of DSV C method. Ivanov's group [64] has
developed a pardlel DSV C code cdled SMILE, which implements both the staic and
dynamic load baancing techniques. SMILE has united the back ground-structured cells
into groups, so-caled "cluster”, which is the minimum spatia unit, and are distributed
and transferred between the processors. The dynamic domain decomposition agorithm
is scaable and requires only local knowledge of the load distribution in a sysem. In
addition, the direction and the amount of workload transfer are determined by the
concept of heat diffusion process [65]. In addition, an automatic granularity control is

used to determine when to communicate the data among processors [65].
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Around the same period of time, dynamic load balancing technique, using Stop At
Rise (SAR) [66], which compares the cost of re-mapping the decomposition with the
cost of nat re-mapping, based on a degradation function, was used in conjunction with
thepardld implementation of the DSV C method [60, 62]. In the study [60], they used
aruntime library, CHAOS for data communication and data structure manipulation on a
structured mesh. Results show tha it yields faster execution times than the scaar code,
dthough only 25% of parald efficiency is achieved for 64 processors. LeBeau [67]
reported that pardld efficiency up to 90% is achieved for 128 processors for the flow
over a sphere. It is not clear how they implemented the dynamic load baancing,
dthough they did mention they have used the concept of heat diffusion [65]. In
LeBeau's study [67], surface geometry is discretized using an unstructured triangular
oid representation. A two-levd embedded Cartesian gid is employed for the
discretization of the computational domain.

In summary, studies about DSM C uwsing both purely unstrucdured mesh and
dynamic domain decomposition wesie relatively few inthe pagt [24-26], dthough using
unstructured mesh exhibits, higher flexibility in handling objects with complicated
geometry and boundary conditions. Robinson [24-26] has been the firg to deveop a
heuristic, diffusive, hybrid-graph-geometric, locaized, concurrent scheme, ADDER, for
repartitioning the domain ‘on aw ‘unstructured mesh. Dramatic increase of parald
efficiency was reported as compared with tha of static domain decomposition. However,
Robinson [24-26] has shown that the paradld efficiency begins to fal dramaticadly as
the number of processors increases to some extent due to the large runtime of the
repartitioning the domain rel ative to the DSV C computation. Thus, the utilization of a
more efficient repartitioning runtime library is essentia to improve the performance of a
pardld DSM C method.

Based on previous reviews, the development of the pardlel DSM C method has not
taken the advantage of the great success in graph partition. Considering the nature of
DSMC, atruly dynamic domain decomposition technique is required because the load
(approximately proportional to the paticle numbers) in each sub-domain changes
frequently, especialy during the transient period of simulation. However, such
implementation is definitely not an easy task to accomplish.

1.2.7 Conservative Weighting Scheme
For most goplications, each species of the flows has the same order of particle

density. It is unfortunately that sometimes the flow involves trace particle situation. One
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typicad example is the hypersonic flow in aerospace engneering, which includes
launching and reentry processing From the MSSE-90 Atmosphere M ode
(http://nssdc.gsfc.nasa. gov/space/modd/models/msis.ntml], the components of the
amosphere a 80 km dtitude are nitrogen mol ecules (N,), oxygen molecules (O,) and
oxy gen atoms (O). The ratio of mole fraction oxygen atom to nitrogen molecule is less
than 10”°. This means tha to simulate one oxygen atom in a computationa cell would
require 100,000 nitrogen molecules, if the same particle weighting is used for both
species. Another example is the chemicad vapor decomposition (CVD) in materids
processing. Chemical species of most importance in CVD process often occurs in very
smal amount of quantities. The amount of the trace gas, for example, SH,, existing in
CVD is usualy very smal for low-pressure environment, on the order of 10 or even
smaler for the mole fraction. The above two examples present a mgor difficulty to the
D3SM C dgorithm. To simulate one particle of the trace gas in a computationd cell at
this mole fraction would require simulation of 10,000 other particles, if constart
weighting scheme is applied for,al: species. Flows with trace species will lead to
computationa waste for these non-trace particles. Even with a numericaly efficient
DSMC code implemented on paralel. computers, this simulation would require
hundreds of hours or even more of execution time.

To circumvent this difficulty, a“conservative weighting scheme (CWS) was
devdoped by Boyd [68] to ded with the trace species often involved in some
non-reactive physica processes, which is otherwise considered computationaly
impossible using the conventiond DSM C method. This conservative weighting scheme
improves gedtly the gdistica uncertainties by decreasing the weighting factors of
trace-species particles, while it ensures the conservation of bath momentum and energy
between two colliding particles with large difference of we ghtingfactors.

1.2.8 Chemical Reactions

So far, we havereviewed or discussed features of the DSV C method in simulating
non-reactive flows. As the flow speed is very high and with gppreciable temperature,
consideration of chemical reactions becomes necessary to fathfully simulate the ges
flows. Thus, how to efficiently model the chemica reactions under the framework of
DSM Cisimportant for simulating hy personic flows.

The totd collision energy model (TCE) is proposed by Professor G. A. Bird [10,
11], which indicates the reaction probability is a function of tata collision energy and

coefficients of Arrhnius equation. Dogra et al. used this chemica model to simulate a
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1.6-meter-diameter sphere in hypersonic rarefied flow [69]. Professor Boyd aso
developed a chemistry modd, which is so called vibrationdly-favored dissociation
(VFD). A three-body recombination reaction is aso present in this paper [70]. A new
modified reaction modd is aso proposedto figure out sygematic errors when used with
discrete energy modes by Ivanov’s group [71]. A hypersonic flow over spacecraft in the
M atian and Earth amosphereis simulated to study the flow field with chemistry.

1.3 Objectives of the Thes's
Based on previous reviews, the ultimate goal of the current study is to develop a

generd-purpose three-dimensiona DSM C code (PD SC) with the following f eatures:

1. Using unstructured tetrahedra mesh for better treetment of complex geometry of
boundaries.

2. Padlel processing with dynamic domain decomposition for a fast and
load-bal ancing simulation.

3. Using variable time-step scheme; in combination with solution-based adaptive
mesh, to reduce the simulated particles and to increase the accuracy of the
numerica solution.

4. Using conservative weighting-scheme to efficiently trest gas flows with trace
Species.

5. Smulaing hypersonic ar . flows ‘considering chemica reactions including
dissociation, exchange and recombination reactions.

The thesis begns with descriptions of the conventiond DSM C method and
overview of the current implementation of the PDSC in Chapter 2. M esh adaptaion and
variable time-step scheme for an unstructured mesh will be discussed in Chapter 3.
Parallel computing of DSMC are presented in Chepter 4. Chaters 5 and 6 are
description and verification of conservative wei ghting scheme and molecular chemical
reactions of PDSC, respectively. Chepter 7 presents some gpplications of the current
DSM C inplementation to some redistic flow fidds. Findly, conclusions of the current
study and the recommended future studies are summarized in Chapter 8.
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Chapter 2
An Overview of the Current | mplementation
of the DSV C M ethod

2.1 The Bdtzmann Equation

As mentioned previously, the Boltzmann equation is vaid for all flow regimes. It
describes the statistica distribution of paticlesin afluid. It is one of the most important
equations of non-equilibrium statistica mechanics, thearea of statisticad mechanics that
deds with systems far from thermody namics equilibrium. The Boltzmann equation is
used to study how afluid transports physicad quantities such as heat and current, and
thus to derive trangoort-related properties such as viscosity, therma conductivity and
electricd conductivity. There are some assumptions made in the derivation of the
Boltzmann equation which define limits of applicability.

1. Molecular chaos is anjessentid component which is vaid when the
intermolecular forces are short range. It dlows the representation of the two
particles distribution function ‘as & product of the two singe particle
distribution functions.

2. Distribution functions do not change before particle collision. This implies
that the encounter is of. short time duration in comparison to the mean free
collision time.

3. Assumeadl collisions are binary collisions.

Particles are uninfluenced by intermolecular potentids externd to an
interaction.

According to these assunptions, the Boltzmann equation is derived and shown as

Eq. (2.1);
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The meaning of particle phase-space distribution function f is the number of
particles with center of mass located within a smal volume d% near the point r, and

velocity within arange du, a timet. F; is an externd force per unit mass, t isthetime

and u; is the molecular velocity. o is the differentia cross section and dQ2 is an eement
of solid ande. The prime denotes the pog-collision quantities and the subscript 1
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denotes the collision partner. The meaning of each term in Eq. (2.1) is described in the
following;

1. The first term on the left hand side of the equation represents the time
variation of the distribution function of theparticles.

The second term gves the spaid variation of the distribution function.
Thethird term describes the effect of aforce on the particles.

4. Thetermat right hand side of the equation is cdled the collision integrd. It is
the source of most of the difficulties in obtaining solutions of the Boltzmann
equation.

However, the Boltzmann equation is rarely used to numericaly solve the practica
problems because its higher dimensiondity (up to seven) and the difficulties of
modeling the integrd collision term. Instead, the DSV C method has been used to
simulated problems involving rarefied gas dynamics, which is the main topic in the

current thesis.

2.2 Generd Description of the Standard DSMC

Due to the expected-rarefaction caused' by the very smdl size of micro-scde
devices or the rarefied gas flows, the current research is performed using the DM C
method [10, 11], which is".a paticle-based. method. The basic idea of DSV C is to
cdculate practicd gas flows throughthe use of a method that has a physicd rather than
a mathematical foundation, athough it has been proved that the DSM C method is
equivdent to solving the Boltzmann equation [12, 13]. The assumptions of molecular
chaos and a dilute gas are required by both the Boltzmann formulation and the DSV C
method [10, 11]. The molecules move in the simulated physicd doman so that the
physica timeis a parameter in the simulation and al flows are computed as unsteady
flows. An important feature of DSV C is that the molecular motion and the
intermolecular collisions are uncoupled over the time intervas that are much smaller
than the mean collision time. Both the collision between mol ecules and the interaction
between molecules and solid boundaries are computed on a probabilistic basis and,
hence, this method makes extensive use of random numbers. In mog practica
applications, the number of simulated molecules is extremely smal compared with the
number of real molecules. The generd procedures of the DSM C method are described
in the next section, and the consequences of the computationa approximations can be
found in Bird [10, 11].
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In real molecular collision, the force between molecules is strongy repulsive at
short digance and weskly dtractive a larger distance. Models for andyticd and
numerica studies involve some degree of approximation. These models are developed
to imitatethe red particle collision according to experiment. There are three molecular
collision models, which are the Hard Sohere (HS), Variable Hard Sphere (VHS) and
Variable Soft Sphere (VSS) mol ecular modds, in the standard DSV C method [11]. The
tota collision cross section of the hard sphere modd is proportiond to the square of the
constant diameter. It has the advantage of easily ca culated collision mechanics because
of the isotropic scattering that means all directions are equdly possible for the
pog-collision velocity in the center-mass frame of reference. But the cross-section
should vary with reative velocity in redity. The variable hard sphere (VHS modd
proposes the collision diameter is a function of reative speed, which can predict the
viscosity more accuratey. The cross-section is determined from the viscosity coefficient,
but the ratio of the momentum to the viscosity cross-section follows the hard gphere
vaue. Thus, the variable soft phere (VSS modd is developed to predict the correct
viscosity and diffusion coefficients, which*.the scattering of post-collision is not
isotrgpic any more.

The procedure for the collisien’is based ‘on the cdl, which collision pars are
chosen from the cdls. The eorrect probability of collision between two particles is
proportiona to the produd of thelr relative speed and tatd collision cross-section. The
collision pairs then are chosen by the acceptance-re ection method. The no time counter
(NTC) method is an efficient method for molecular collision. This method yield the
exact collision rate in both simple gases and gas mixtures, and under either equilibrium
or non-equilibrium conditions.

Note that the corregponding molecular data including reference diameter (d.e),
reference temperature (T,¢f), and the viscosity tenperature exponent (w) for each species
aretaken from thoselisted in Ref. [11]. Solid wallsfor dl cases considered in this study
are assumed to be fully diffusive (100% thermal accommodation), unless otherwise

specified.

2.3 TheStandard DSMC Procedures
Figure 2.1 is a generd flowchart of the DSV C method. Important geps of the
DSM C method include setting up the initid conditions, moving all the simul ated

particles, indexing (or sorting) all the particles, colliding between particles and sampling
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the molecules within cells to determine the macroscopic quantities. The details of each
step will be described in the following subsections.
2.3.1 Initidization

The first 4 to use the DIV C method in simulating flows is to set U the
geometry and flow conditions. A physica space is discretized into a network of cdls
and the domain boundaries have to be assigned according to the flow conditions. A
point has to be noted is the cel dimension should be smaller than the mean free path,
and the distance of the molecular movement per time-step should be smaller than the
cdl dimension. After the data of geometry and flow conditions have been read in the
code, the numbers of each cel is calcul ated according to the free-stream number density
and the current cdl volume. The initid particle velocities are assigned to each particle
based on the M axwel-Boltzmann distribution according to the free-stream velocities
and temperature, and the positions of each particle are randomly dlocated within the
cdls.
2.3.2 Particle Movement

After initidization proeess, the molecules begn move one by one, and the
molecules move in a straight_line over.the time-step if it did not collide with solid
surface. For the sandard DSM C code by Bird:[10, 11], the paticles are moved in a
structured mesh. There are two passible conditions of the particle movement. First isthe
particle movement without interactingwith solid wal. The particle location can be easy
located according to the velocity and initia locations of theparticle. Second is the case
that the particle collides with solid boundary. The velocity of the particle is determined
by the boundary type. Then, the paticle continues its journey from the intersection
point on the cdl surface with its new absolute velocity urtil it stops. Although it is
easier to implement by using structured mesh, it is difficult for those flows with
complex geometry.
2.3.3Indexing

The location of the particle after movement with regpect to the cdl is important
information for paticle collisions. The reaions between particles and cdls ae
reordered according to the order of the number of particles and cells. Before the
collision process, the collision partner will be chosen by arandom method in the current
cdl. And theidentities of the collision partners can be easy determined accordingto this
numbering sy stem.
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2.3.4 Gas-Phase Cdlisions
The other most inportant phase of the D3V C method is gas phase collision. The
current DSV C method uses the no time counter (NT C) method to determine the corr ect

collision ratein the collision cdls. The number of collision pairs within acell of volume

V. over atimeinterval At iscdculated by thefollowing equation;
YONNFy (076 ) o AUV, (2.2)

N and N ae fluctuating and average number of simulated particles, respectively.
Fy istheparticleweight, which is the number of real particles that asimulated particle
represents. o, and ¢ arethe cross section and the relative speed, respectively. The
collision for each pair is computed with probability

(076,)((04C, ) (2.3)
The collision is accepted if the above vaue for the pair is greater than arandom fraction.
Each cell is treated independently and the collision partners for interactions are chosen
a random, regardless of ther. pasitions,within the cels. The collision process is
described sequentially as follows:

1. Thenumber of collision parsiscaculated according to the NTC method, Eq.
(2.2), for each céll.

2. The first paticleis.chosen randomly from the list of particles within a
collision c4ll.

The other collision partner is aso chosen at random within the same cell.
The collision is accepted if the computed probability, Eq. (2.3), is greater than
arandom number.

5. If thecollision pair is accepted then thepog-collision velocities are calcul ated
using the mechanics of dastic collision. If the collision pair is not to collide,
continue choosingthe next collision pair.

6. If thecollision pair is polyatomic ges, the translationa and interna energy can
be redistributed by the Larsen-Borgnakke mode [72], which assumes in
equilibrium.

The collision process will be finished when all the collision pairs are handled for

al cdls and then progress to the next step.
2.3.5 Sampling

After theparticle movement and collision process finishes, the particle has updated
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positions and velocities. The macroscopic flow properties in each cell are assumed to be
constant over the cdl volume and are sampled from the microscopic properties of each
particle within the cdl. The macroscopic properties, including density, velocities and

temperatures, are cdculated in the following equations [10, 11];

p=nm (2.48)
c,=C=cC,+C (2.4b)
3 1 2 .52.02
> KT, = > m(u'® +Vv* + w*) (2.40)
2
Trot = E(grot /é/r) (24d)
2
Tv = E (gv /é/v) (24e)
Ttot = (3Ttr + é/rotTrot + é/v-rv)/(3+ ‘é/rot + gv) (24f)

n, m are the number density and molecule mass, receptively. c, ¢,, and ¢ ae the totd
velocity, mean velocity, and randem velecity, respectively. In addition, Ty, T,y Ty and

T aetranslationd, rotationd, vibrational.and'total temperature, respectively. ¢, and

rot

g, aretherotationd and vibrationa energy, respectivey. ¢, and ¢, arethenumber
of degrees of freedom of rotation and:vibration, respectively. If the simul ated particle is

monatomic gas, the translational temperatureis regarded simply as thetatd temperature.
Vibrationa effect can be neglect if the temperature of the flow is low enough.

Theflow will be monitored if steady stateis reached. If theflow is under unsteady
situation, the sampling of the properties should be reset until the flow reaches steady
state. As arule of thumb, the sampling of particles starts when the number of mol ecul es

in the caculation domain becomes approximately constant.

2.4 Overview of the Current Implementation of PDSC

So far, there have only severd well-developed DSM C codes which mentioned in
Section 1.2.2. It is very hepful to develop a general-purpose pardle DSV C code for
simulating problems of rarefied gas flows. Thus, development of this numerica solver
is the main subject of this thesis. To make the PDSC friendlier to use, an gplicable
preprocessor and pogdprocessor are necessary. Figure 2.2 shows the overview of the
planed PDSC, which includes a graphic-based preprocessor, main numerica solver and

apogprocessor. They are described in the next sectionsin tern.
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2.4.1 MuST Visua Preprocessor

A gaphicd user interface (GUI), which names M uST Visud Preprocessor (Fig
2.3(b)), is developed by Professor Wu's group [73]. It is used to ease the parameter
settings of boundary conditions, initial conditions and paralel processing because these
procedures are tedious and complicated as can be shown in Fig 2.3(a). This
preprocessor can be either used for cell-based (e.g DSM C) or for node-based (Finite
Element M ethod) numerica methods. Firgly, the MuST Visua Preprocessor will ask
for mesh connectivity information, which is easy to oltain from mesh generators. The
mesh types can be quadrilaterds, trianges, hexahedrons, tetrahedrons, prisms and
pyramids. Secondly, the prgorocessor will transfer mesh format into graph and process
the initia partition according to the we ghting of each cell. Thirdly, the processor can
create the boundary surfaces automaticaly and we can assign the boundary types very
easily to createtheinpu files for the PDSC.
2.4.2PDSC

Paralldd DSM C Code (PDC) is:the main solver developed in this thesis, which
utilizes unstructured tetrahedrd mesh. Figure 2.4 is the features of PDSC and brief
introduction is listed in thefollowing paragraphs.
Unstrudured Tetrahedral M esh

Reasons of PDSC usingunstructured tetrahedral mesh are: (a) it can be easily used

for flows with complicated boundary conditions, (b) pardle processing can be essier
implemented via gaph-patitioning technique, which can handle irregular
inter-processor boundary of dynamic domain decomposition, (C) it can be coupled with
unstructured node-based numerical method (e.g. N-S equations).

According to these advantages of using unstructured mesh, a special particle
ray -tracing technique has to be designed to efficiently track the particle movement for
the gpecid gid system, ungructured grid, which we use in the current sudy. Briefly
speaking, the movement of a particle is determined by the velocity and initia position
of the particle. If the intersecting face is an 1/0O boundary, the particle will be removed.
If not, then process the interaction according to the ecified wal boundary condition.
The details of paticle ray-tracing techniques of two- and three-dimensional domain are
described in Ref. [8, 74].

Callision Cross-Section Data
As mentioned in Section 2.2, the variable soft ohere (VSS) model can reproduce

the viscosity and diffusion coefficients correctly. The reevant parameters of using VSS
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model for the DSM C method can be found in Bird's book [10, 11]. This reference
provides some usua gaseous species. When the flow involves some special species, it
has problem to obtan the reevant parameters of the VSS molecular model. To
overcome this problem, a quantum chemistry method is proposed to cdculate the
intermolecular energy surface according to the distance between molecules [75]. Then
the simulated intermolecular energy paentid is fitted through the Lennard-Jones (L-J)
paentia to obtain the constants. Based on these constants and ges kinetic theory, the
trangport coefficients, which are viscosity and diffusion coefficients, are derived. Finally,
the parameters of the VSS mode are derived by fitting these computed coefficients to
those derived from the VSS modd.

Pressure Boundary Treatment

In order to perform accurate simulation for inflow/outflow pressure boundaries,
genera procedure for treating these conditions by using the concept of particles flux
conservation is developed in PDSC [76]. This function is useful for applicaions of
micro-manifold, micro-nozzle and slider ar bearing.

Unstrudured Adaptive M eshwith Vaiiable Time-Sep Scheme

To obtain accurate simul ated results, ‘two- and three-dimensiona h-refinement

adaptive mesh with variable time-step scheme is developed [39, 40]. Some parameters
are used to determine the adgptiveleveland asimple cell quaity control can prevent the
cregtion of high aspect ratio cdls. This'module is not only valid for PDSC, but dso
suitable for other numerical simulators. The detail of adaptive mesh refinement and
variabl e time-step scheme can be found in Chapter 3.

Parallel with Dy namic Domain Decompaosition

To save the enormous computationa cost of the standard DSM C code, a pardld
DSM C with dynamic domain decomposition. M essage passing interface (M PI) is used
for data communication. This function can automaticaly repartition the graph domain
according to theloading of each processor, which is the particle number of each cdl, to
achieve the load bdancing of the simulation. It dso can be used for ather particle
simulation and equation solvers. Thedetall of this festureis presented in Chapter 4.
Conservative Wei ghting Scheme

When the flow involving trace particle species, the simulation needs lots of
simulated particles to satisfy the DSMC limit, which will lead to immense
computationd time. A we ghting scheme is developed to deal with this kind of flows

[77]. Thebasic concept is assigningthe lower weight for trace particle speciesto create
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more simulated particles. This method does not use particle cloning and destroying to
avoid the staistical error. The detall of conservative weighting scheme is introduced in
Chapter 5.

M olecular Chemica Reaction

Finadly, PDSC dso has the function to simulate flows with chemical reactions.
Chemistry is important and needs to be considered when the flow vedocity and
temperatureis very high. The chemistry in PDSC is developed with help of Professor 1.
D. Boyd a the University of Michigan in United Sates. It has dissociation, exchange
and recombination reactions in PDSC. Chapter 6 is a sedion of detalled introduction
and validation of this feature.

2.4.3 Postprocessor

After the DSM C solver (PDSC), it needs apogprocessor to view the result of the
simulation. The output data of PDSC can be transferred from cell-based data into
node-base data easily and then importing into both Teglot and Grgpher for diglaying

purpose.

2.5 Concduding Remarks

This chapter has presented an overview of the current implementation of the
DSM C method in brief. Thefirst*part of this.chapter was concerned with the generd
description of the sandard DSVIC ‘method, which is proven that it does provide
solutions that are consistent with the Boltzmann equation. The detail of the DSMC
method can be found in Ref. [10, 11]. The second part describes an overview of the
current implementation of PDSC. A graphical user interface, which names M uST Visua
Preprocessor, is developed to dea with conplicated and tedious procedures. This
preprocessor not only can be used for cdl-based simulators (e.g DSV C or PIC), but
aso for some node-based solvers (eg. CFD or FEM). Then, severd important features
of the PDSC are dso introduced to dedl with different problems of flows. The next
chapter will introduce the unstructured adaptive mesh with variabl e time-step schemein
DSM C methodto improvethe accuracy and efficiency of the computation.
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Chapter 3
Unstructured Adaptive Mesh Refinement with

Variable Time-Step Scheme

The accuracy of the DSV C method depends on the number of simulated particles
and a suitable mesh. It is necessary to adapt the existing mesh according to the flow
filed to achieve higher resolution of flow propeties and apply the variable time-step
scheme to obtain a more uniform particle distribution and efficient computation. Thus,
in the current section, the general features of the proposed PDSC with variable

time-step scheme combining mesh adaptation will be described in detail.

3.1 Variable Time-Step Scheme
The number of simulated particles per cel is rlated to the number density, cell

volume and particle weignt by thefollowingreation;

_nV

N
P Wi

31

N, is the number of simulated molecules of pth cell. W, is the particle weight which is
defined as ratio of the number ofred particles to the number of simulated molecul es,
and n and V are the number density ‘and the volume of the computationa cell,
respectively. If the number density is assumed to be a constant, the simulated particle
count decreases by decreasing the cell volume or increasing the particle weight. As
mentioned previously, mesh refinement can help to obtain abetter cell-size distribution,
idedly on the order of theloca mean free path. The volume of a cell can then be rel ated
to density by the fact that the mean free path is inversely proportiond to the number
density. Thus, the reationship between these variables is shown as Eq. (3.2),

AXoc Aoc N (3.2
For two-dimensiond flow, the cdl volume is given by
V oc AXx AX
o« 2 aen? (33)

For three-dimensiond flow, the cell volume is given by
V oc AXx AX X AX

o Pocn?d

(3.4)
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Substituting Egs. (3.2)~(3.4) into Eq. (3.1), gvethefollowingrelation between number
of simulated particles and flow density (assuming constant particle wei ght):
N, cn?ocAx, 2D

35
Npocn_zocAXZ, 3D (359)

According to Eqg. (3.5), the number of simulated particle is inversely linear and square
proportional to the number density with respect tothe two- and three-dimensiond flows.
That is, the lower density regons have larger simulated particle numbers and the higher
density regons have fewer simul ated molecular numbers. This effect is more obvious in

three-dimensional simulation. This will lead to computational waste and incorrect
results at lower and higher density regons, respectively. To avoid this problem, a
variabl e time-step scheme is proposed to oltain a more uniform particle distribution as
follows:

From Eq. (3.5), the density distribution is inversely proportiona to the dimension
of thecdl. Thus, thefirst 2 of variable time-step schemeisto find out the cel, which
has the minimum cell volume (V). and to calcul ate the locd time-step of the cdl as

Eq. (3.6). Thetime-stg is-aso proportiona te Ax and inversdy proportiond to the
number density,

,/V !
min oc AXOC n—l, 2D
3% ey £+ 4/2KT /M)

3 ,;; .
min -1

o« AXcen, 3D
3x U, ., ++/2KT/m)

min,2D =

(3.6)

min,3D =

U,., ad /2kT/m are the mean and therma velocity, respectively. Then, each locd
time-stepAt; of each cell can be assigned based on At ;, and the cell volume V; as Eq.
(3.7).

V.
Ati = . V : XAtmin,ZD’ 2D

min

V.
At = ;/V ' xAt i p, 3D

where V; and At; are the volume and local time-step of i™ call. ketch of the concept

(3.7)

of thevariabletime-step schemefor asimulated particle moves across the cell interface
isillustrated in Fig. 3.1.

Basic idea of variable time-step method in PDSC is to enforce the flux
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conservation (mass, momentum and energy) of moving simulated particle when
crossing theinterface between two neighboring cells. If we scae thelocal cell time-step
to the locd cell size (or loca mean free path), then the bex way to enforce flux
conservation is to change the particle weight factor without destroying or cloning the
particles during particle movement across the cell interface. The cloning of particle can
generdly induce unpredictable random-wak effects in a datigicd simulation like
DSMC. One of the advantages in implementing the variable time-step scheme is to
reduce both the simul ated particle numbers and transient time-step to Seady sate, when
the sampling normaly starts in DSVI C. This will result in gppreciable time saving for
the steady DSV C simulation. The net flux of the physicd particles, including mass,
momentum and kinetic energy, should be enforced conservation when a simulated
particle crosses the cdl interfaceform the cell 1 and to thecdll 2. Thus,
( _NWe, L NWo,

f,=—22_"2y 3.8
LAXAL 2 AxAt, (38)

where W's, ®@'s (=m, mv, mv%/2.0rother internd energy) and At's are the particle
weight, conserved flux quantity and.timesstep, respectively, and the numbers at
subscript represents cel numbers. Note tha' A represents the area of cedl interface
between cdl 1 and 2. N, iS number-of the simulated particle in cel 2, which orignated
from cdl 1. There are severa choices of the-corresponding parameters to saisfy Eq.
(3.8), with which we can play. The best choice is to set N,=1 (without particle cloning
or destroy) andtokeep @, =, without changngthe veocity across the cdl interface,

Eq. (3.8) can berewritten as Eq. (3.9)

Loz (3.9)

In other words, % will be the same for all cdls throughout the computationa
domain.
Inserting Egs. (3.7)~(3.9) into Eq. (3.1), the number of simulated particles per cdl is,

Np=——oc 2 o o], 2D

W, At At

Al Ad (3.10)
Np=ob o 28 XBX o 23X o Ax, 3D

W, At At

Using this agpproach, resulting number of simulated paticles per cdl for the
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three-dimensional flow scaes with Ax (~3/V,, V. isthe cell volume) [43] if cell sizeis

proportional to thelocal mean free path, which otherwise scaes with (Ax)z. In doing so,
the simulated particle will only have to adapt itsweight that is proportiond to the size
of time-step, which is gpproximately commensurable to the loca mean free path if
solution-based adaptive mesh is used. Of course, the remaning time for a simul ated
particle, when crossing cdl interface, should be rescaled according to the ratio of
time-steps in orignd and destination cels. In the PDSC, the procedure of varigble
time-step schemeis listed in the following;

1. Choseaminimum cel volumeto calcul ate the reference time-step, Eq. (3.6).

2. Assign thetime-step for each cell based on the cell size, EqQ. (3.7).

3. Deeminethe particlewe ght for each cdl by Eq. (3.9).

4. Thetime-ste hasto be modified if the particle crosses the cdl interface.

By using this variable time-step scheme, the simulated particle number and
transient time will be reduced to speed up the computing.

3.2 Unstructured Adapti ve:M eshiRefi nement
3.2.1 Generd Features

Based on the reviews in 'previous-ehapter and considering the gpplications of
DSV C, the general featuresof .an adaptive mesh generation scheme are proposed as
follows: (1) unstrucured mesh (triangular, quadrilateral and hybrid in two-dimensiona
mesh and tetrahedrd in three-dimensional mesh); (2) h-refinement with mesh
embedding; (3) loca adaptation criteria and free-stream parameter (relaive locd
density ratio to free-gream vaue) as the mesh adaptaion parameters; (4) upper limit on
maximum number of levels of mesh adaptation. And the variable time-step scheme is
incorporated into the ungructured adaptive mesh to reduce the number of simulators.

All mesh adaptation methods need some means to detect the requirement of loca
mesh refinement to better resolve the features in the flow fields and hence to achieve
more accurate numerica solutions. This aso gppliesto DSV C. It is important for the
adaptation parameters to detect avariety of flow features but does not cost too much
computationd time. Often gradients of properties, such aspressure, density or velocity,
are used as the adaptation parameters to detect rgpid changes of the flow-field solution
in traditional CFD. However, by consideringthe statistica nature of the DSV C method,
density is adopted instead as the adgptaion parameter. Using density as the adaptation
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parameter in DSM Cisjustified since it is generdly required that the mesh size be much
smaller than the loca mean free path to beter resolve the flow features, as mentioned
previously. Thus, density is used to deermine the mesh adaptation in the current study.
3.2.2 Adaptation Parameter and Criteria

There are two adgtaion criteriato use if the cdl should be refined or not. One is
the local cell Knudsen number, Kn., based on density. The other is the free-stream
parameter ¢. Thedetails are described in the fol lowing

Firstly, to usethe density as an adaptation parameter, alocd cell Knudsen number
is defined as

Kn, = A , 2D

‘/IA° (3.11)
Kn, =%, 3D

e

where A; is the loca cell mean free path based on HS model and A. and V, are the
magnitude of loca cell area and,locd. cell volume of two- and three-dimensional
domain, respectively. When the mesh, adaptation module is initiated, the loca cell
Knudsen number for each -cell.is computed and-compared with a preset vaue, Kng. If
this value is less than the presd value, then mesh refinement is required. If not, check
the next cell until al cells are cheeked. This adaptation parameter is expected to be most
stringent on mesh refinement ‘(more cals are added); hence, the impact to PDSC
computationa cost might be high, but is required to obtain an accurate solution.

Secondly, considering the practicd applications of mesh adaptation in externa
flows, we have added another constraint, ¢ > ¢, where ¢, free-stream parameter of each
cdl, is defined as

g =L (312)

o0

and ¢ is apreset vdue. Not only the above constraint helpsto reduce thetotd refined
cdl numbers to an acceptable level by reducing the cell numbers in the free-stream
region a great dedl, but also reduces the totad computationa time up to 30% as can be
shown later.
3.2.3 Adaptation Procedures

In our simulations, the h-refinement has been developed to obtain a reasonable
adaptive mesh. The concepts of the adaptadion procedures of two- and
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three-dimensional simulation are similar, but the details are complicated and non-trivial.
Before outlining the procedures of mesh adaptation, three general rul es are described as
follows:

(1) Isotropic mesh refinement is employed for those cells, which flag for mesh
refinement. A new node is added on each edge (face) of a parent cell and connecting
themto form child cells. In general, this will create hangingnodes in the interfacial cell,
which is not refined, next to theisotropically refined cell. Existence of hanging node(s)
not only complicates the particle movement, but also increases the cost of the
cdl-by-cel particle tracing due to the increase of face numbers. Hence, a remedy is
proposed as follows in item (2).

(2) An-isotropic mesh refinement is utilized in the (interfacial) cells next to those cdls
have just been isotropically refined. The child cells are formed no matter what type of
theinterfacia cdl is, consideringthe generdity of the practicd programming However,
some specid treatment is required. The remova of hangng node(s) in the interfacia
cdls does increase the computational cost; it is, however, trivial as compared with the
disadvantages caused by the hangngnode&(s).

(3) Isotropic mesh refinement is used-to remave the cels of high aspect ratio. In the
interfacial regions between refined -and unrefined cells, bad quality cedls (large aspect
ratio) do occur. In DSM C, this will “introduce lar ge errors when particles are collided in
the cdl if it istreasted the same ‘as ather normal cedls. The remedy to remove these high
aspect raio cdls is recorded these cdls, which has been refined by an-isotropic
adaptation. If these labded cdls suffering the second an-isotropic refinement, these
cdls will beforced to refine by isotropic adaptation.

The mesh adaptation procedures are performed after enough samples of data at
each origna cdl are gathered. As arule of thumb, about 50,000 particles sampled in a
cdl are considered enough for the mesh adgptation purpose. The mesh adaptation
module is initiated and checks through dl the cedlls to determine if mesh enrichment is
required based on the specific adaptation parameter, which was explained previously. If
mesh enrichment is conducted, associated neighbor identifying arrays are updated or
created, coordinates and number of face for new cells are recorded, and sampled dataon
the coarse parent cell are redistributed (based on the magnitude of cdl size) to thefiner
child cells accordingy. The above procedures are repeated urtil the prescribed
maximum number of adaptation levels has been reached or no mesh enrichment is
required for al the cels in the computationa domain. Before preceding the DSMC
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computation using the most updated mesh, dl sampled data are reset to zero. Findly,

the DM C conputdion is then conducted on the find refined mesh to accumulate

enough samples for obtaining the macroscopic propertiesin the cells.

In summary, the following steps summarize the procedures for mesh refinement:

1.
2.
3.

Set up initia grids and input data.

Process computaion until enough sampled dataare gathered a each cell.
Compute the adaptation parameters of each cdl by using Eq. (3.11) and Eq.
(3.12).

Refine dl the cdls in which both the Kn, is less than the preset Kn,. and ¢ is
larger than ¢ by conducting isotropic mesh refinement. If the adaptation
criteriaare not met, go to step (8).

Create and updae the neighbor identifying array's, coordinates, face numbers,
and distribute sampled data to child cells, respectively. Reduce the simul ation
time-step to half.

Check if there are any ;hanging.nodes in the interfacia cells. If it does, then
conduct an-isotropic meshurefinement. Also create and update associated cell
data as described-in step (5).

Return to (2) if both the accumulated adaptation levels are less than the preset
maximum vaue and mesh refinement is required.

If the accumulated adaptation levels are greater than the presa vaue or no
mesh refinement is required, then reset dl sampled data to zero and precede
the DSV C computéaion as normal.

The corresponding flowchart is illustraed in Fig 3.2 Nate tha the proposed mesh

adaptation is capable of refining the mesh close to the body surface following the red

surface geometry if the surface contour can be cast into parametric function format. The

details of the adaptation procedure are present as follows.

3.2.3.1 Two-Dimensional Adaptation

These rules gpplied to quadrilateral and triangular mesh in two-dimensiona

simulation, as illustrated in Fig. 3.3 and Fig 3.4, respectively. The mesh adaptation can

be categorized into isotropic and an-isotraopic.

1.

| sotr opic adaptation:
If the cdl is suggested to be isotropic adaptation, quadrilatera and triangular

child cells are formed with respect to the parent cdl. In general, this will

create one to three hangng nodes in the interfacial cell, which is not refined,
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next to the isaropicaly refined cell. For example, for a quadrilatera
interfacial cdl with three or four hanging nodes (Fig. 3.3), an isotropic cdll
refinement is conducted and forms four quadrilatera parent cells.
2. An-isotropic adaptation:
For the an-isotropic adaptation, triangular child cells are formed no matter
what type of the interfacia cdl is, considering the generality of the practica
proggiamming. Typicd methods of interfacial mesh refinement in the
quadrilateral and triangular cells are adso shown in Figs. 3.3 and 3.4,
respectively. However, some specid trestment is required. For example, for a
quadrilateral interfacial cel with one or two hangng nodes (Fig 3.3), an
isotropic cell refinement is conducted to form three or four triangular cedls,
respectively.
3.2.3.2 Three-Dimensional Adaptation
The basic ideas of refiningthe 2-D unstructured mesh, first by isatropic refinement,
then by an-isotrapic refinement, remain the same for the three-dimensional tetrahedra
unstructured mesh, athough:more complicated conditions will be encountered. The
adaptation has two kinds of refinement, which ae isotropic and an-isotropic
refinements as 2-D adaptation. When the cdl is determined to berefined, it will process
theisotropic refinement, that.is, the orignd cél will be divided to e ght subcells equally.
This process will create hangng nodes for the ne ghboring cells. In order to remove
those hangng node, an-isotropic mesh is processed to over come the difficulty of this
problem. The tree diagram of mesh adaptation is shown as Fig 3.5.
No matter the parent cdl is adapted by isatropic or an-isotrgpic mesh refinement.
The child cells are al formed as tetrahedrd cdl. As Fig. 3.6 illustrates, there are six
types with different hanging node numbers. Thetetrahedra interfacial cell having oneto
five hanging node away s forms tetrahedra child cells by adding appropriate node(s) on
the edge(s) of the interfacid cedl. The number of refined cdls in the interfacia
tetrahedrd cdl is ether two, four or eight depending upon the distribution of the
hanging nodes. Rules of removing hanging nodes can be briefly summarized as follows:
1. An-isotropic adaptation:
a  Onehanging node (Type 1): Formingtwo tetrahedrd child cells by directly
connecting the hanging node to the other two nodes in theinterfacia cell.
b. Two and three coplanar hanging nodes (Type 2a, 3b): In the case of thetwo

coplanar hanging nodes, one node is added to the same coplanar face. The
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cdl, with these two types with different hangng nodes, will be refined as
four tetrahedra child cells by an-isotropic adaptaion.

2. Isotropic adaptation:

a Others (Type 2b, 3a, 4, 5, 6): Forming eight tetrahedrd child cells by
adding appropriate nodes to fill up the six edges of the interfacial cell and
then form the child cells as that in isotropic mesh refinement described
earlier.

Usualy, no matter for the two- or three-dimensiond adaptation, the an-isotrapic
adaptation will form two or four child cdls with high aspect ratio. These cells with bad
quaity maybe lead to poor simulated results. Thus, some modifications must be
operated to inprove the cdl qudlity. Isatropic mesh refinement is again used to remove
the cells having high aspect ratio, as shown in Fig 3.7, which represents the simplest
goproach of mesh qudity we can think of. The method is fird marked the cdl with
an-isotropic adaptaion. Then, these cdls will beforced to refine by isotropic adaptation
if these labeled cells suffering .second an-isotropic adaptation. It is effective in
improving the mesh quality,athough.it.is simple. Besides, one other important S
during the mesh adaptation procedures is to modify the old cdl neighbor-identifying
array s and add the new cell-nei ghbor=identifyingarray s accordingly.

3.3 \Verifications of Unstructured  Adaptive Mesh Refinement and
Variable Time-Step Scheme

The tet cases include two-dimensional and three-dimensional simulations. A
hypersonic cylinder flow and a 15°-compression ramp flow ae simulated in
two-dimensiona domain. A three-dimensiona supersonic flow over a sphere is also
presented as a benchmark test. Related issues about the advantages of using variable
time-step method and ungructured adgtive mesh will be discussed dong with the
presentaion of simulated results. Results are then compared with experimenta dataand
previous simulation wherever available. In addition, physics of the flow field rlated to
these problems will be described as brief as paossible, since we are interested in
demonstrating the code capability at this moment.
3.3.1 Two-Dimensional Hows
Hypersonic Flow over a Cylinder
Flow and Smulation Conditions

Flow conditions are the same as those of Kouraand Takahira[78] and represent the
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experimenta conditions of Bltefisch [79]. This flow problem is chosen to demondrate
the capability of resolving the expected high density in the stagnation regon and the
high-density gadient across the detached bow shock around the cylinder. For
completeness, they are briefly described here as follows: Variable Hard Sphere nitrogen
ges, freestream Mach number M_=20, free-dream number density n.=5.1775E19
particleﬁlme’, free-stream temperature T,=20 K, fully therma accommodated and
diffusive cylinder wal with T,/Ty=0.18, where T,, and T, are the wall and Sagnation
temperatures, regpectively. Temperature dependent rotaiona energy exchange mode of
Parker [80] is used to mode the diatomic nitrogen gas with the following parametric
setting limiting rotationd collision number Zr =21, patentia well-depth temperature
T*=79.8 K. Resulting Knudsen number based on free-stream condition is 0.025, based
on the free-stream mean free path and diameter of the cylinder. The diameter of the
cylinder is 1m. An unstructured triangular mesh is used for the simulation. Sketch of
computationad domain and complete listing of physicd and VHS parameters are shown
in Fig. 3.8 and Table 3.1. The varigble'time-step (VTS and constant time-step (CTS
schemes with adaptive mesh'are usediinthis simulation.

M esh Adaptation Concerns

Corresponding adaptation criteria for-mesh adaptation is Kne=1.1 with maximum
number of adaptaion levels'equal to 4. Additiond constraint, free-sdream parameter, ¢
=1.05, which reduces greetly thefind refined tota cell numbers, is used not to refine
those cdlls with normdized density ratio close to unity (within 5% in this case). The
side effect of this congraint might increase the skew of the interfaciad cdls between
un-adaptive free-stream cdIs and adaptive cdl; however, the reduction of computationa
cost is gpreciable and up to approximately 20-30%. Fina free-stream cdl size is
expected to be much longer than the local mean free path; however, the solution is nat
expected to deteriorate since nearly uniform flow properties prevail in the free-stream
region. Thus, initia 7,025 triangular cdls are used for the simulation.

Evolution of adaptive mesh & each leve (only 0,2,4 shown) with cdl quality
control is presented in Fig. 3.9 and corresponding results are summarized in Table 3.2.
In Table 3.2, the cdl numbers increase from 7,025 to 75,099 after four levels of mesh
adaptation, the number of cdls is much less than that used by Kouraand Takahira[78],
which had 200,000 cells, but the positioning of the cells in the present study may be
superior to theirs due to the mesh adgptation scheme gpplied. Asillustrated in Figs. 3.9,
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the mesh is refined across the strong bow shock around the cylinder as well as the
stagnation regon in front of the cylinder. It is clearly that thepraposed mesh adaptation
method captures the important flow features such as the bow shock in this case. We
would expect the results in these mesh-refined regions to be better than those without
mesh adaptation.

Comparisons of the Results Using Different M eshes

Figure 3.10 is a normalized density contour with different meshes. The upper and
the lower figures are the density contours with the origna and the level-4 adaptive
meshes, respectively. There are some results tha we need to nate. Firg, araher srong
bow shock stands off a some distance away from the cylinder. The flow is highly
compressed across the nearly norma shock to the stagnation point, where density
increases tremendously. Second, the flow is slightly compressed across the oblique
shock away from the cylinder and then is slightly expanded further downstream. A
relatively rarefied regon (as compared with free-stream) with the size of cylinder
diameter is formed with density ratiodess than 0.5 behind the cylinder since most gas
particles are directed away .from the cylinder across the oblique shock as discussed
earlier. Third, maximum .values of ‘normaized density are 14.4 and 39.3 a the
stagnation point dueto thethighly| refined mesh in this regon, while minimum vaues of
0.279 and 0.283 are observed just-behindthe cylinder with the initiad and adaptive mesh,
respectively. Figure 3.11 presents the comparisons of the contours of normalized
temperatures with different resolution meshes. The distributions of translationa and
rotationa temperatures can be demonstrated clearly in this figure, where Ty, and T,y
represent the translationa and rotationa temperature, respectively. In generd, thetrends
of the results with different meshes are similar, but the distributions of vaue are
different. These figures show that these temperatures are increased according to the bow
shock and reached to a maximum vaue at the stagnation point. And then it decreases
away from the bow shock and the cylinder by expansion effect. Clearly, strong
temperature non-equilibrium exists in the bow shock egpecidly for theregons near the
stagnation line.

Centerline Properties Distribution

Results of normalized number density (n/n,), and normaized translational and

rotationa temperatures ((T-T..)/(T,-T.)) dong the stagnation line are presented in Fig.
3.12. Previous experimenta data of Butefisch [79] and DSV C data of Koura and

Takahira [78] are dso included in these figures for comparison. In these figures,
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normaized density and temperature are nearly the same and the agreements are
remarkable, except for the data in front of the cylinder. Also appreciable thermal
non-equilibrium occurs in the wake and shear layer around the cylinder. The simulated
results with initial mesh are under predicted dueto thefact that the cdl istoo coarsefor
solving theflow field. However, therma non-equilibrium due to complicated flow field
is well resolved using the adaptive mesh.

Comparisons of AdaptiveM esh With or Without Cell Qudity Control

Distribution of the adaptive mesh with or without cdl quality control after fourth
level adaptationis presentedin Fig. 3.13. Asthisfigureillustrated, the refined cells with
high aspect ratio are removed by isotropic adaptaion with cdl quality control. Figure
3.14 illustrates normdized density and tenperatures dong the stagnation line. These
results are approximately the same and agree with the previous experimenta and
simulated data. Although the discrepancy of the present results is not obvious, it is
intuitive that the results with good cell quality should be more accurate.

Comparisons of the Results UsingCT.Sand VTS Schemes

The constant time-step.'scheme (CT.S) and variable time-step scheme (VTS are
both used with the same adaptive mesh (level-4)-in this simulation. Both the simulaion
time-steps are set as 20,000. Variation of particle distribution is reduced gestly as
illustrated in Fig 3.15, which shows thecomparison of distribution of averaged number
of particles per cdl on leve-4'adgptive mesh using constant time-step (CTS and
variable time-step (VTS methods. In this figure, the upper part is the result using
constant time-stegp scheme. It is clear that the particle distribution is extremedy
non-uniform. The free-stream and wake regions have larger particle numbers, while
fewer particle numbers a the bow shock regon, due to the cell dimension and density
effect as mentioned in Section 3.1. The particle distribution seems more uniform and
desirable which prevents the wage of compuationa time. In addition, using VTS
method, the reduction of averaged number of particles per cdl can beaslarge as 10-fold
and 30-fold in the regons of obligue bow shock and wake regon behind the cylinder,
respectively. Thisis achieved by keeping the particle wel ght the same in the reference
cdl (minimum cedl, near the stagnation point in this case) for bath VTS and CTS
methods. In the ather words, the gatigica uncertainty in the minimum cell is kept the
same for comparing both methods. Resulting simulated particles a steady date are
reduced from 0.85 million, using constant time-stgp (CTS), to 0.16 million, using
variable time-step (VTS in this case (Fig 3.16). The number of simulated particles
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using variabl e time-step scheme can be reduced about five times of the constant variable
time-step scheme. In addition, another benefit of gplying VTS method to ungructured
adaptive mesh is that it can reduce dramatically the number of iterations of transient
period towards geady date, asillustrated in Fig. 3.16. In addition, the required number
of iterations for transient period, when VT Sis gpplied, is only about 25% of that if CTS
is applied. In the current case, if we expect roughly the same statistica uncertainty in
the minimum cdll to obtain macroscopic properties for both CTSand VT S methods, the
combination of VTS and unstructured adaptive mesh could savethe computationd time
up to one order of magnitude.

Density Didributions

Figures 3.17 and 3.18 illustrate comparisons of normdized density and
temperature contours with different time schemes, respectively. The upper and lower
regions are the results using CTS and VTS methods, respectively. All the properties
distributions are dmost the same except for the density distribution at the wake regon
dueto arelative fewer particles are gpplied by variable time-step scheme.

Centerline Properties Distribution

Normdized density and temperatures aong the stagnation line are shown in Fig.
3.19. The results of varidble time-step method seem more agreeable with previous
experimenta by Buitefisch [79] "and simulated-results by Koura and Takahira [78] than
constant time-stgp scheme. Therefore, the variable time-step scheme not only can
reduce the computationa time but also obtains amore accuracy resultsin this case.
Hypersonic Flow Over a 15°-Compress on Ramp
Flow and Smulation Conditions

A hypersonic flow over aflat plate with a 15°-compression ramp is investigated by
Holden and M osdlle [81] and Robinson [24]. The corresponding boundary settings for
simulation and generd features of flow fieddd are depicted in Fig. 3.20. The flow
conditions are briefly described in the following, Variable Hard Sphere nitrogen gas,
free-stream M ach number M_=14.36, free-stream density p. and temperature T, are
5.221E-4 kg/m3 and 84.83 K, thelength of the cylinder, X., and ramp, X, are 43.891 cm
and 36.86 cm, respectivey, fully thermaly accommodated and diffusive flat and ramp
wal with T,, =294.4 K. Resulting K nudsen numbers and Rey nolds numbers based on X,
are0.0002 and 1.04E5, respectively. Constant ratationa energy exchange model is used
with the rotaional collision number Zr=5. Vibration energy transfer is negected due to

thelow temperature involved. The completelistingof physicad and VHS parameters are
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summarized in Table 3.3
M esh Adaptation Concerns

In this simulation, free-stream parameter ¢ and adaptation criteria Kn.. for mesh
adaptation areset to 1.05 and 1.1, regpectively. The cdl number of the initid triangular
mesh is 15,063 and the maximum number of adagptation levels equa to 2. The
simulation procedureis the same as the cylinder flow.

Figure 3.21 is the evolution of adaptive mesh at each level with cdl quadity control
and corresponding results are summarized in Table 3.4. The number of cdls increases
from 15,063 to 83,776 after two levels mesh adaptation. The number of cels is larger
than tha used by Robinson [24], which had 66,482 cdls. The numbers of simulated
particles are about 350,000 and 640,000 of the present and Robinson, respectively. And
the simulation time-steps are 24,000 and 160,000 of the present and Robinson,
respectively. Themesh is refined across awesk leading-edge shock stands off at severd
mean free path from the tip of the plate. At the same time, a viscous boundary layer
gows downstream dong the flat, plate.due to the low Reynolds number laminar flow
(Re=1x10°). As mentioned «€arlier, the layer:is thickened greatly by the pressure rise
caused by the compression.ramp. It is clearly. captured in this figure. We would expect
the results in these mesh-refined regons are better than thase without mesh adaptéion.

Comparisons of the Results' UsingDifferent M eshes

Results of normdized density (p/p.) contour with initial and level-2 adaptive
meshes are presented in Fig. 3.22. Both the contours have the similar trend but the
distributions are much different especidly at the week leading-edge shock and the
portion of the ramp. The maximum density ratio occurs & the mid portion of the ranp,
where the leading-edge shock and the compression ramp shock interact with each other
(Type VI interaction in Fig. 3.20). Theseratios of initial and level-2 adaptive meshes are
6.39 and 8.79, respectively. The minimum value of density ratio abovetheplateis lower
than ambient vaue in the early portion of the plate due to the leading-edge shock, and
thevalues are 0.28 and 0.25 with respect to initid and level-2 adaptive meshes.

Figures 3.23 illustrates the pressure (C, = P~ P, ), shear stress (C; = ;2)
Yo

B %pui

g - ) coefficient distributions, dong the solid wal, with

Yo

initial and level-2 adaptive meshes. Previous experimenta data of Holden and M osdlle

and heat transfer (C, =
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[81] and the DSM C data of Robinson [24] are dso included in these figures for
comparison. In these figures, the circle hollow symbols and the solid line represent the
experimenta by Holden et al. and simulated data by Robinson, respectively. The lines
with hollow triangle, hollow quadrilateral arethe present datawith respect to useinitiad
and adaptive meshes. As shown in Fig 3.23(a), there are something needed to note.
First, the pressure digribution generally increases with the digance from the leading
edge, reaches a maximum vaue at gpproximately the position of x=0.76 m, and then
decreases to some value before the ramp corner. Second, the result of level-2 adaptive
mesh is mor e agreesbl e to experimental dataof Holden and simulation of Robinson due
to the reasonable mesh is obtained after refinement. But the present results are worse
than Robinson’s because the numbers of simulated particles and sampling are not
enough. In addition, shear stress and hesat transfer coefficient distributions are shown in
this figure, dthough there is no experimenta and simulated result available. This
representsthat there have alarge improvement after mesh adaptation.
Comparisons of AdeptiveM esh With.or Without Cdl Quality Control

M esh refinements withor without cdll qudity control are adso discussed in this

simulation again. Figures 3.24 and 3.25 aretheleve-2 adaptive mesh distribution and
normalized density contour with or-without cell quality control, respectively. From Fig.
3.24(b), there exist some cellswith hrgh aspect ratio in font of theleading edge and the
region after the leading edge shock: These high aspect ratio cels are removed by cdl
quaity control (in Fig. 3.24(c)). The locd normaized density contour with a vaue
equa to 0.66 presents more scatter distribution than the datawith quality control in Fig.
3.25. Hence, a suitable adaptive mesh with good cel quality can obtain accurate
simulated results.

3.3.2 Three-Dimensional Hows

Supersonic Flow over a Sphere

Flow and Smulation Conditions

A supersonic flow pagt asphereis simulated to demonstrate the gpplicability of the
current mesh refinement and variable time-step scheme to three-dimensional flow
problem. Smulation is conducted for one to sixteenth of a sphere by taking advantage
of the inherent axial symmetry of this problem. Sketch of one to sixteenth sphere is
shown in Fig 3.26. Simulation by this geometry can reduce vast particles and cel
numbers and then it will be proven the domain is enough to the simul aion. Considering

a supersonic flow over a sphere, related flow conditions are listed as follows: Variable
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Hard Sphere nitrogen ges, free-stream Mach number M. = 4.2, free-stream number
density n,, = 9.77E20 particla/ms, free-stream temperature T,= 66.25 K, stagnation
temperature T, = 300 K, fully therma accommodated and diffusive spherewal with the
temperature T,, (equa to T,). The corresponding free-stream Knudsen number Kn,, is
0.1035, based on the free-stream mean free path and diameter of the sphere. The
diameter of sphereis 1.28 cm. These flow conditions represent the numerical simul ation
and experiments conducted by Russdl et d [82] and list in Table 3.5. Figure 3.27
presents normalized density contour with three different cross sections, including two
symmetric planes and the center plane between these two symmetric planes, to identify
the computationa domain is enough to this simulation. It is clear the results are almost
the same.

M esh Adaptation Concerns

The loca cdl Knudsen number criterion (Kn..) and free-stream parameter (¢) for
mesh adaptaion are chosen as 2 and 1.05, regectively, since we are deding with an
external flow. Evolution of adaptive surface mesh a each leve (0-2) with cdl quality
control is presented in Fig. 3.28, and'corresponding results are summarized in Table 3.6.
The number of cdls is increase from initial mesh (5,353) to the level-2 adaptive mesh
(164,276) and the increased scale‘is larger then two-dimensional case resulting from
that aparent cell can be divided to 2, 4, or 8 child cells. Hence, the number of cells and
adaptation level should be careful T1o'avoid too many cedlls are formed. In Figure 3.28(c)
(level-2 adaptive surface mesh), it illustrates tha the high-density regon dueto the bow
shock around the sphere is clearly captured with much finer mesh distribution. In
addition, the mesh distribution in the free-stream regon is comparably coarse as
compared with the local mean free path dueto application of the free-stream parameter
mentioned earlier. Application of the free-stream parameter effectively reduces the
number of cdls in the free-stream regon, where the cell-size requirement (Ax < A1)
could berelaxed dueto nearly uniform density distribution in this regon.

Comparisons of the Results Using Different M eshes

The mesh distribution and normadized density contour of initid and leve-2
adaptive meshes a x-y plane are illustrated in Fig 3.29. In these figure, the upper and
lower pats are represented as the results of initid and level-2 adaptive mesh,
respectively. A grong bow shock is observed in front of the sphere in Fig. 3.29(a), and

the density contour distribution are obvious different due to the mesh adaptation. A
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maximum vaue of 4.26 and 5.14 are observed at the stagnation point, while aminimum
vaue of 0.0215 and 0.016 are observed just behind the sphere with respect to initia and
level-2 adaptive meshes. Comparisons of normaized temperatures at x-y plane are aso
presented in Fig. 3.30. The temperatures are increased when the flow interacts the bow
shock and reach to a maximum at the stagnation point, and then decreased after the
shock and the sphere. Thedistributions are quite different especidly at the wake regions,
which justify the use of adaptive mesh in the current study. In addition, normalized
density dong the stagnation line with different meshes is compared in Fig 3.31 with
experimental data by Russdl [82]. Results show that the better agreement with
experimenta data is found using level-2 adaptive mesh near the gagnation regon in
front of the phere.
Comparisons of AdgptiveM esh With or Without Cell Quality Control

Comparisons of adaptive mesh and the normalized density contour with or without

cdl qudity control a x-y plane are presented in Fig 3.32. The upper figure in Fig
3.32(a) is the adaptive mesh withoutseell quaity control. As this figure illustrated, the
cdls of high aspect ratio .are formed especidly a the interface of adaptive and
un-adaptive regons due to-the first type.an-isotropic adaptation. The refined cells with
high aspect ratio are exactly removed by the cdll quaity control procedure a the lower
figure. Figure 3.32(b) is thecomparisonof theflow density at x-y plane and normalized
to the free-stream density. Roughly, theresults are very similar, but the refinement mesh
with cdl quality control has beter solutions in Fig. 3.32(b). In this figure, the vaue of
1.05 is located on the interface of adaptive and un-adaptive regon. The contour lines
with cdl qudity control are smoother and straight. Figure 3.33 presents normaized
density distribution dong the stagnation streamline. Both results agree excdlent with
experiment.

Comparisons of the Results Using CT Sand VT S Schemes

Comparisons of constart time-step scheme and variable scheme are aso discussed
in this simulation by using level-2 adaptive mesh (164,276). Variation of particle
distribution is reduced greetly asillustrated in Fig. 3.34, which shows the comparison of
distribution of averaged particles per cel on leve-2 adaptive mesh using constant
time-step (CTS and vaiable time-step (VTS methods. In this figure, using VTS
method, the reduction of averaged number of particles per cdl can beaslarge as 10-fold
and 30-fold in the regons of oblique bow shock and wake regon behind the sphere,
respectively. Thisis achieved by keeping the particle weight the same in the reference
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cdl (minimum cdl, near the stagnation point in this case) for bath VTS and CTS
methods. In the ather words, the gatigica uncertainty in the minimum cell is kept the
samefor comparing both methods. The simulated particle count with different schemeis
shown in Fig 3.35. As two-dimensiona simulation, the paticle numbers of variable
time-step schemeis obvious fewer than constant time-step scheme. Resulting simul ated
particles a steady staearereduced from 1.7 million, using constant time-step (CTS), to
0.34 million, using variabletime-step (VTS in this case (Fig 3.35). In addition, another
benefit of applying VTS method to ungructured adaptive mesh is that it can reduce
dramatically the number of iterations of transient period towards deady stae, as
illustrated in Fig. 3.35. In this figure, the required number of iterations for transient
period if VTSis applied is about only 25% of that if CTSis gpplied. In the current case,
if we expect roughly the same statistica uncertainty in the minimum cell to obtan
macroscopic properties for both CTS and VTS methods, the combination of VTS and
unstructured adaptive mesh could save the computationa time up to one order of
magnitude. In this simulation, thetata. computaion time of variable time-step and
constant time-stg are about.’31.4 and.5.7 hours, respectively. It saves about 5.5 times
computationd time with the same time-stes.
Density Didributions

Figures 3.36 and 3.37"are the contours of normalized density and temperatures

with different time schemes, respectively. The upper and lower regons are the results
using CTS and VTS scheme, respectively. The trends are similar but there is a little
different a the wake regons. Figure 3.38 illustrates normdized density dong the
stagnation lineusing CT Sand VT Sschemes. The experimentd results are aso included
in this figure for comparison. Both of the results agree very wdl with the experiments.
The results are dmost the same dthough the particle number of variable time-step
schemeis fewer about five times of constant time-step scheme.

3.4 Concluding Remarks

In contrast, this chapter is introduced the DSV C method combined adaptive mesh
and variable time-step scheme, which is implemented in two- and three-dimension
simulations. Accurate results and more efficient computaion can be achieved by a
uniform particle distribution. The results serve both to vaidate the DSVI C code and to
provide some insight into the complicated nature of these flows. Take the 3-D

supersonic phere flow as an example, the adaptive mesh refinement (AM R) can refine
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those cells near the bow shock region. The variabl etime-step (VTS scheme can reduce
the simulated particles from 1.7 million, which is by using constant time-step scheme
(CT9), to 0.34 million and the required transient time decreases to only 25% of the
constant time-step scheme. The next chapter is going to introduce the DSM C method
incorporating the pardld computing to reduce the computationa cos and gpeed up the
efficiency of the computations. This exploitation will bringthe D SV C method to wider
applications of flow problems.



Chapter 4
Parallel Computing of DSM C

The direct simulation M onte Carlo method (DSVIC) is a particle method for the
simulation of gas flows. The method is statigica in nature and the gas is model ed a the
microscopic levd using simulated particles which each represents a large number of
physicd molecules or aoms. Physicd events such as collisions are handled
probabilisticaly using largely phenomenologca models, which are designed to
reproduce rea fluid behavior when examined a the macroscopic level. It has been
proven tha the DSV C method is valid for rarefied gas flows even for near-continuum
flows, but the computaiona cost is vad to aford. Thus, to pardleize the DSV C
method is necessary, which is introduced in this section.

4.1 The Paralld DSMC Method

The DSV C dgorithm?is readily . paradldized through the physicad domain
decomposition. The cdlls of the computationa grid are distributed amongthe processors.
Each processor executes the DIV € agorithm in serid for al particles and cedls in its
own domain. Parallel communication occurs when particles cross the domain (processor)
boundaries and are then transferred between processors. High pardlel performance can
only be achieved if communication is minimized and the computationa load is evenly
distributed among processors. To minimize the communication for doman
decomposition, the boundaries between sub-domains should more or less lie dong the
streamlines of the flow field; however, it is nearly impossible to achieve this partition
for most practica flows. In practice, we can only minimize the number of edge cuts, E,
under the framework of graph theory. Fortunately, the advancement of networking
speed has reduced the communication time between processors to an acceptable leve.
For the DSV C dgorithm, the workload (or equivalently the number of particles) in each
processor changes frequently, especidly during the transient period of a simulation;
while the workload attains a roughly constant vaue during the steady-stae sampling.
Thus, a truly dynamic (or adaptive) domain decomposition technique is required to
perfectly balance the workload amongthe processors.

Figure 4.1 shows asimplified flowchart of the pardld DSM C method proposed in

the current study, which incorporates the multi-level graph-partitioning technique. In
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generd, this dgorithm not only works for the DSV C method, but dso it is suitable for
other paticle-based methods, such as M olecular Dy namics (M D), Particle-In-Céll (PIC)
and M onte Carlo methods in plasmaphysics. Nate that processors are numbered from O
to np-1 in this figure. Before detaling the propaosed procedures (Fig 4.1), we will
instead discuss the preprocessing required for this pardld implementation. In this
implementation, an unstructured mesh is fird congructed by a commercial code,
Hyper Mesh ™[83] or other equivaent meshingtool. Then, apreprocessing code is used
to reorder the fully ungructured mesh data into the globally sequential but locally
unstructured mesh data for each processor in conformation with the partitioning
information from graph partitioning tool (JOSTLE) [54], as schematicaly presented in
Fig 4.2. In addition to the above, another important information output from this
preprocessor is the cdl-nei ghboring information, which is needed for particle tracingon
an unstructured mesh. Origna agorithm [84] used to obtain the information of cell
nei ghbors, using the concept of loops over cels by identifying repeated node number,
has been found to be very inefficientrasthe total number of cells increases up to severd
tens of thousand. Ingead, we have replaeed it by avery efficient dgorithm, using the
concept of loops over nodes by searching through the cells sharing the node, which
turns ou to bevery efficient. For .example, for preprocessing 3 million unstructured 3-D
cdls, it takes less than 20 minutes on a 1.6-GHz (Intel) persona computer. Preliminary
results show that the preprocessing time increases approximately linearly with the
number of cells. Parald processing to speed up this preprocessing is currently in
progress and will beincorporated into theparaled DSV C codein the very near future.
Notetha thepartition information from JOSTLE provides the cdl numbers (m,, for
the n™ sub-domain, where n=0 to np-1) and mapping of cdls in each partitioned
sub-domain. After the cdl-number reordering, the céls in each sub-doman are

renumbered such that the corresponding gobal starting and ending cell numbers for the

n-1 n
n" sub-domain are Zmi +1 and Zmi , respectively. In each processor, the cdl
i=0 i=0

numbering is unordered (unstructured), but both the starting (smalest) and ending
(largest) cdl numbers increase with processor numbers. We term this as “globally
sequential but locally unstructured”. Thus, in each processor the memory is only needed
to record the garting and ending cell numbers for al processors, in addition to the cell
related datain each processor. The mapping between dobal and local cell data, however,

can be easily obtaned by a simple aithmetic operation due to this gecid
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cdl-numbering design. Therequired array sizefor cell related datais gpproximatey the
same as the number of cdls in each sub-domain. For example, if there are one million
cdls totdly inthe simulation with 100 processors, each processor will only be required
to store the array on the order of 10,000. The memory cost reduction will be
gpproximately 100 times in this case. This simple reordering of cell numbers
dramatically reduces the memory cost otherwise required for storing the mapping
between the local cdl number in each processor and the gobal cel number in the
computationa domain if un-reorderingunstructured cells are used.

In addition, a processor neighbor-identifying array is created for each processor
from the output of the preprocessor, which is used to identify the surrounding
processors for those particles crossing the inter-processor boundaries (IPB) during
simulation. From our practica experience, the maxi mum number of processor-neighbor
is on the order of 10 a mog; therefore, the increase of memory cost due to this
processor neighbor-identifying array is negigble. The resulting globally sequential but
locally unstructured mesh data withsthe partition information is then imported into the
pardld DSM C code as theinitia mesh distribution.

Agan referring to Fig. 4.1, after reading the preprocessed cell data on a master
processor (CPU 0), the cell data arethen distributed to dl other processors accordingto
the designated initial domain decomposition. All the particles in each processor then
start to move as in sequentid DSMI'C dgorithm. The particle rdlated data are sent to a
buffer and are numbered sequentially when hitting the inter-processor boundary (1PB)
during its journey within asimulation time-step. After al the particles in aprocessor are
moved, the destination processor for each particle in the buffer is identified via asimple
arithmetic computation, owing to the previously mentioned approach for the
cdl-numbering scheme, and are then packed into arrays. Considering communication
efficiency, the packed array s are sent as a whole to its surrounding processors in turn
based on the tagged numbers recorded earli er. Once aprocessor sends out al the packed
arrays, it waits to recelve the packed array s fromits surrounding processors in turn. This
“send” and “recelve’ operation serves practicaly as a synchronizaion sep during each
simulation time-step. Received particle data are then unpacked and each particle
continues to finish its journey for the remaining time-step. The aove procedures are
repeated twice since there might be some particles cross the IPB twice during a
simulation time-step. Theoreticadly it could be more than twice, but in our practica

experience it is generdly a most twice for "normal” domain decomposition and by
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carefully choosing the simulation time-step. After dl particles on each processors have
come to their final destinations at the end of atime-step, the program then carries out
the indexing of al particles and the collisions of particles in each computéiona cdl in
each processor as usua in a sequentid DSV C code. The particles in each cdl are then
sampled a the appropriatetime.

High pardld efficiency can only be achieved if communication is minimized and
the computaiona load is evenly distributed among processors. To minimize the
communication for static domain decomposition, the boundaries between sub-domains
should lie dongthe streamlines of theflow field [63] as mentioned previously; however,
it is nearly impossibleto achievethis partition for most practica flows. Fortunately, the
advancement of networking speed has reduced the communication time between
processorsto atolerable anount.

4.1.1 Static Doman Decomposition (SDD)

In the previous research about the pardld DSV C code, three gatic doman
decomposition methods are used by; considering the estimated particle weight on each
vertex (cell center) [84]. This represents the fire goplication of the gaph patition
techniques in DSM C to the best of the athor’s-knowledge. The weight on each vertex
is estimated by running the sequentia DSM C code with about 10% or fewer (for some
cases only 3% is used) of the totd particle-number, which is used for a red parald
simulation. The variations of weight on vertices obtained this way can be shown later
that they are roughly equivalent to those obtained by running al particles (100%). For
the simple coordinate partition, the gpeedup (efficiency) of 25 processors is 13.6
(54.5%), while it increases to 15.6 (62.5%) for the multi-level method (JOSTLE) and
15.5 (62.2%) for the multi-level scheme (METIS). Note that the percentage number
gppearing in the parenthesis right after the gpeedup representsthe corresponding paralle
efficiency.

Although the DSM C possesses nearly 100% pardlelism (except for initialization
and fina output), and an estimated particle distribution is used as a weight to get a
suitable partition domain, both the vaues of speedup and efficiency by using static
domain decomposition are expected to be lower than the ided values due to the load
unbalancing and communication as mentioned previously. Dynamic doman
decomposition can improve the pardld performance by baancing the load of each
processor and are described in the next section.
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4.1.2 Dynamic Domai n Decomposition (DDD)

This section presents an overview of the dgorithms implemented of dynamic load
decomposition scheme. As mentioned above, the pardld performance will become
worse resulting from the communication and the load unbaancing. Dynamic domain
decomposition scheme for an unstructured mesh is implemented in this thesisto gpeed
up the parale computing. It is a non-trivia task and it is the main contribution of the
PhD research. Basic concept is the domain will be repartition when the loading of each
processor is becoming unbalancing. The simulator ams to baance the number of
particles on the sub-domains. The flowchart with dynamic domain decomposition is
shown as Fig. 4.3. The procedures of the flowchart are dmost the same except some
processes of dynamic domain decomposition method. There are three main processes,
which are decision policy for repartitioning, repartition the domain and cell/particle
migration, for dynamic doman decomposition. The detalls are described in the
following.
4.1.2.1 Decision Policy for Repartitioning

DSM C represents atypica dynamic.(or adaptive) irregular problem, i.e., workload
distributions are known ofly_a runtime, ‘and can change dramaticdly as simulation
proceeds, leading to ahigtdegree of load i mbaance among the processors. Thus, some
decision policy is required to determine' when-to repatition the conputaional domain,
since the repartition is often expensive computationdly. It has been shown that, for
some problems using DSM C, remapping the domain a fixed intervals leads to poor
padld performance[7, 60]. Therefore, it is highly desirableto ether pre-determine the
optimd interva for repartitioning, or using a clever monitoring policy to decide when to
repartition. The former choice is definitely impractical since pre-runtime andysis is
generdly required to determine this optima choice. Therefore, in the current study, a
decision policy, Siap At Rise (SAR) [66], is enployed to determine when to repatition
the domain. SAR, a“geedy” repartitioning policy, attenpts to minimize the long-term
processor idletime and tries to solve the load i mba ance in advance before it becomes a
problem since the last repartitioning. SAR assumes the processors sy nchronize a every

time-step. Andthen theidle time of each processor is known. The quality
12 N =,
=D T () =T() (4.1)
n4sg

represents the average idle time per processor per time-stgp since the last re-baance.
This decision policy chooses to repartition the computationa domain based on the vaue

50



of adegradation function W(n) at the n" time-step, which is defined as follows:

S (T () -T()+C

W(n) =2 . (4.2)

where Tpha(j) isthe maximum amount of time required by any processor to conpletethe
jth time-step, Tag() is the average time required by a processor to complete the jth
time-step, and C is the amount of time required to complete the repartitioning operation.
This degradation function representsthe average idle time for each processor including
the cost of repartition. In generd, W(n) tends to decrease with the increasing vaue of n.
The summation term in Eq. (4.2) will eventudly increase as the workload unbaance
deveops, while the repartitioning cost, C, is goproximately constant during simul ation.
Repartitioning is not performed until the time that W(n)>W(n-1), i.e,, when the first
locd minimum of degradation function is detected. This decision policy for
repartitioning the domain is inherently advantageous over the fixed-interval scheme in
tha no prior knowledge of the evolution of the problem is necessary for the
determination of the repartitioning interva,-and the repartitioning can be expected to
follow the dynamics of the problem witheut wasting computing resources. A detail
analysis of the behavior of ‘degradation function is proposed by Nicol and Saltz [66].
4.1.2.2 Repartition the Domain

In the current sudy, we have.incorporated the pardld runtime library, PJOSTLE
[56], as the repartitioning module in our pardld DSM C code. JOSTLE [54], a serid
version of PJOSTLE, uses the multi-level implementations that match and combine
pairs of adjacent vertices to define a new graph and recursively iterate this procedure
until the graph size fdls under some threshold. The coarsest graph is then partitioned
and the partition is successively refined on dl the graphs garting with the coarsest and
endingwith the origina. At evolution of levds, thefinal partition of the coarser graph is
used to gve the initia partition for the next finer level. PJOSTLE [56], a pardld
version of JOSTLE [54], uses an iterative optimization technique known as rdative gan
optimization, which both baances the workload and attempts to minimize the
inter-processor communication overhead. This pardld agorithm runs on singe
program multiple data (SPMD) paradigm with message passing in the expectation that
the underlying unstructured mesh will do the same. Each processor is assigned to a
sub-domain and stores adoubl e-linked list of the vertices (cel | centersin D SM C) within

that sub-domain. However, each processor dso maintains a “hao” of neighboring
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vertices in other sub-domains. For the serid version, the migration of vertices simply
involves transferring data from one linked-list to another. In parald implementation,
thisprocess is far more complicated than just migrating vertices. The newly crested halo
vertices must be packed into messages as well, sent off to the destination processors,
unpacked, and the pointer based data strudure recreated there. This provides an
extremely fast solution tothe problem of dynamically load-balancing unstructured mesh
[53].

In DSMC simulation, the workload of each processor is goproximatey
proportional to the number of paticles in the corresponding sub-domain. Thus, we can
assign the weight of each vertex in graph as particle numbers in the corresponding cell
in estimating the workload during simulation. PJISOTLE [56] will try to maintain perfect
load ba ance while optimizing the partitions based on pre-determined balance factor.
This factar, which affects the patitioning quality and cod, is defined by B=Syad/Sopt,
where Sy is the largest dlowable weight of the sub-domains and S is the optimum
sub-domain size which equal to thejaverage weight of these sub-domains. B is 1.03 in
the current study, unless otherwise specified. Simul ated results have shown afairly even
particle distribution anongprocessors is.obtained using the abov e setting, which can be
seen later.
4.1.2.3 Cdl/Particle Migration

After repartitioning the domain; relationship between cells and sub-domains has to
be updated according to the new partition. Any cell may be assigned to a processar,
which is different from the orignal processor it belongs to. Thus, cell/particle associ ated
data need to migae to ther new parenta processor properly. Theoreticaly, the
multi-level gragph-patitioning scheme is much faster than the hybrid graph-geometric
partitioning scheme developed by Robinson [24-26], in which only the "hao" cells of
each sub-domain are alowed to move among processors after each repartition.

In addition, the origna cell neghbor-identifying array, nbr(face_ number,
local_cdl_number)=local_cdl_number, in a sequentiad code has been changed to
nbr (face_number, local_cell_number)=global _cel number inthe parald code. Thus, a
conversion array between local and globa cell numbers is required to access the data
efficiently. Note that the gobal cell numbers associated with each cell is not changed
throughout the simulation. Only the loca cell numbers for each cell in each processor
has to be updated according to the new partition. Of course, the conversion array

between locd and gobal cdl numbers has to be changed accordingly for those cells
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involved in migrating among processors. Thus, the update of ne ghbor-identifying array
after cdl data transferred between processors becomes very easy. Only the loca cell
numbers for the transferred cells have to be changed with negigble computationa cost.

The detail procedures of cell/particle migration after the repartition is shown in Fig.
4.4 and briefly summarized as fol lows;

1. Pack into buffer arrays the to-be-transferred particle related data particle by
particle. They include positions, velocities, internal energ es and the new loca
cdl numbers in the degination processor, to which the particle shal reside.
The new locd cdl numbers is assigned as the vaue, which is the sum of one
and the most updaed prepartitioned maximum loca cel numbers in
prepartitioned dedination processor. Having packed the to-be-transferred
particledata, they are then removed from the source processor they belongto.

2. Pack into buffer arrays theto-be-transferred cdl rdated data cdl by cell. The
procedures for each cell are described in detail as follows. First, record the
data of the to-betransferred,cell, including new local cel number in the
destination processor (as in.step. 1), cell/node coordinates and sampled datain
the cdl and related cell face' Second, update the relation between the loca
and globa numbers, 1.e,-the data of the to-be-transferred cell numbers are
then replaced by'.the data of the-maximum cedl numbers in the source
processor. Then, subtract one from the maximum loca cell numbers in the
SOUrce Processor.

3. Migate both the particle- and cell-data in the buffer arrays as a whole to the
destination processors.

4. Receiveand unpack these datafrom the buffer.

5. Reorder and change the neighboring cell numbers accordingly.

After dl the subroutines of dynamic domain decomposition processed, the genera
pardld DSM C method is goplied immediately and then the next repartition is cdled if
the loading becomes unbd ance again.

The current pardld code, in SPMD (Single Program M ultiple Data) paradigm, is
implemented on the IBM -SP2 machines (distributed memory system) using message
passing interface (M PI) to communicate information between processors. It is thus
essentialy no code modification required to adapt to cther pardld machines (e.g
IBM-SP2, IBM - M P, PC-clugers) with similar distributed memory sysem once they

usethe same M PI libraries for data communi cation.
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In the next section, we are going to compare the performance of the static and
dynamic domain decomposition method for simulating the driven cavity flow. In the
current study, we use the stae-of-the-art graph partitioning tools, JOSTLE [54], to the
static domain decomposition, and usethe pardld graph partitioningtool, PJOSTLE [56],
to the dynamic domain decomposition. Although the current repartitioning tool we use
is ParM dis [57].

4.2 Paralld Performance of the Parallel DSMC Method

In order to ted and dsudy the padld peformance of the current padld
implementation of DSV C using dynamic domain decomposition, we have used a
two-dimensiond, high-speed, bottom lid-driven cavity flow at different problem sizes as
the test problem, similar to that used in Robinson [24]. We have tested the
implementation on different pardld machines, including IBM-SP2, IBM -SMP and PC
cluster sysem, which are dl memory-distributed machines. In this thesis, we will only
describe the results on two commercia parallel machines a Nationd Center for
High-performance Computing (NCHC) .in Tawan. The simulations are operated on
IBM-SP2 and IBM-SM P-padld machines up to 64 and 128 processor numbers,
respectively. The detail configures-of each sysem are shown in Table 4.1. In what
follows, the tes flow conditions, preliminary simulated results of the lid-driven cavity
flow, dynamic domain decomposition, parale performance and time breakdown
anaysis of theparalel D SV C code will bereported in turn.
4.2.1 Flow Conditions of Driven Cavity Flow

In order to ted the performance of the proposed pardld DSV C agorithm, we use
a 2-D high-speed driven cavity flow with bottom plate moving to the right with the
speed of eight times the most probable speed as similar to that used in Robinson [24].
Figure 4.5 illustrates the sketch of the driven cavity flow. Related flow conditions
include argon gas, thewall temperatures are all set to be 300K and diffusive (100% full
therma accommodation), and lower wadl veocity is eight times the mogs probable
speed based on wall temperature. Initial gas temperatures within the enclosure are set to
be 300K. The corresponding Knudsen number, based on the initid uniform mean free
pah and length of the square box, is equa to 0.04 cavity flow as the benchmark
problem [24]. The No Time Counter (NTC) method and Variable Hard Sphere (VHS)
molecular modd [10, 11] are used for collision kinetics and reproduction of red fluid

properties, regpectively. Datain the cell are sampled every two time-steps in the current
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study, unless otherwise specified. Different problem sizes, including small, medium and
large problem size, are considered for simulation (Table 4.2), where the number of
particles and the number of the cdls are in the range of 225,000~3,600,000 and
11,250~180,000, respectively. Average number of paticles per cdl is kept
approximately at 20 particles for three test problem sizes. Nearly uniform triangular
mesh is used throughout the sudy. Smulations are run for 50,000 time-stgps with
time-step about 1/2 of theinitid mean collision time-step. DSV C code is implemented
on IBM-SP2 and IBM -9 P with processor numbers in the range of 1~64 and 1~128,
respectively.

Preliminary Smul ated results

An ultra high-density regon appears a the very right-hand bottom corner due to
the high-speed moving plate a the bottom of the cavity. Alsothe densities at thetwotop
corners are higher than the initia vaue. In addition, most of the regon above the
moving plate is rarefied as compared with the initial value since the particles are
"entrained” to collide with the moving plate. It is a good benchmark to tes the paralle
performance becauseit will l.ead to lar,ge load unbal ancing

Pardlel Performance

Satic and dynamic doman, decomposition methods are both applied in this
simulation to investigate the pardie performance of our PDSC. JOSTLE [54] patition
library is used to provide theinitid decomposition by assigning constant particle wel ght
on each vertex (cel center). In other words, the number of cells of each sub-domain is
goproximately the same initidly within thepredetermined baance factor, which is 1.03
in the current gudy, unless atherwise gecified. For dynamic domain decomposition,
PJOSTLE runtime library [57] is incorporated in the code to repartition the doman
based on SAR policy as the DM C simulation proceeds. In this sudy, different
strateges of activating SAR policy a intervas of 2At, 10At and 20At are implemented
and compared, which will be shown later.

Two paameters often used to measure the performance of the pardld
implementation are speedup and efficiency. These two parameters are defined as
follows;

Soeedup is defined as the ratio of the required running time for a particular
gpplication using one processor tothat using N processors, i.e.,

Speedup = tt—: (4.3)
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Efficiency is then defined as
Speedup

Efficiency = (4.9)

and is just theratio of thetrue gpeedup to the ideal peedup, N, and hence its vaue lies
between zero and one. The peedup and efficiency of ided pardld agorithm are the
number of the processors and unity, respectively.
4.2.2 Simulations on IBM-SP2
Speedup and Efficiency

Results of pardld speedup and efficiency of the cavity-flow computation, at

different problem sizes on IBM -SP2 machine, as afunction of the number of processors
are presented in Fig. 4.6. In these figures, there are four curves with circle, triange,
guadrilateral and cross symbols with respect to SDD, DDD hy cdling SAR at intervas
of 2At, 10At and 20At. And the linear dash line represents the ided case. As expected,
the pardle performance of those using dy namic doman decomposition is much better

than those using static dynamic domain decomposition. Severa trends for different
problem sizes are described indetal_as follows.
Small Problem Sze

Super-linear speedup «(efficiency > 100%) occurs clearly for number of processors
less than or equd to 16, if dynamic 'doman decomposition is applied (Fig. 4.6(a) and
Fig 4.6(d)). Thisis mainly attributed:to boththe cache effects and better load ba ancing
among processors. However, the efficiency decreases with increasing number of
processors (Up to 64) as expected, due to load unbalancing among processors, if static
domain decomposition is applied. Figure 4.7 shows that the compuationa time per
particle as afunction of particle numbers on asingle processor (IBM -SP2), in which the
minimum computationa time per particle occurs a gpproximately 4,000 particles and
incresses with increasing particle numbers as particle numbers is grester than 4,000. As
the number of processors increases over 16, negative effects of load unbaancing and
communi cation increase among processors begn to play amore important rolethan the
positive effects of cache effects. Thus, the parale efficiency decreases monotonously
with increasing number of processors (up to 64) even if dynamic domain decomposition
is used, as shown in Fig. 4.6(a) and Fig 4.6(d).

In addition, results show that pardld performance for applying SAR scheme less
frequently is generaly better than applying SAR scheme more frequently for number of
processors less than 64. As the number of processors increases up to 64, dl three
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strateges of applying SAR scheme result in roughly the same vaue of padld
efficiency, mainly due to the rdative load unbalancing developed among processors
levels the advantages gained by repartitioning the domain less frequently. Also, in the
smdl problem size, it might be difficult for the repartitioning library to re-decompose
the domain more exactly sincetoo few particles stay within aprocessor if the number of
processors is high, e.g, only approximately 3,500 particles per processor with 64
processors. Nevertheless, for the smal problem size the pardld efficiency using
dynamic domain decomposition improves gppreciably in the range of 30-50%, as
compared with staic domain decomposition.
Medium Problem Sze

Smilarly, super-linear speedup exists for the medium problem extending even up
to 48 processors, if dynamic domain decomposition is activated (Fig 4.6(b) and Fig
4.6(e)). This unusud extended super-linear speedup should be attributedto the relaively
small cache size available on the super-scadar workstation, in which the array daa can
be accessed very fast. However, the super-linear speedup is not seen at dl if the
dynamic domain decomposition is.deactivated, which nevertheless demonstrates the
effectiveness of implementing dynamic domain decomposition. As the number of
processors is over 48, this super-linear speedup disgppears due to increasing
communi cation among processors: For the medium problem size, parale performance
(Fig 4.6(b) and Fig 4.6(e)) using dynamic domain decomposition is generally 50-100%
higher than that using staic domain decomposition as the number of processorsis less
than or equal to 64. Notethat goproximately 90% of parald efficiency can be reached
a processor numbers of 64 for the medium problem size. In addition, advantage of
activating SAR schemel ess frequently is diminishing for the medium problem size due
to the increasing problem size, in which the repartitioning cost becomes comparatively
less important than useful paticle computation.
Large Problem Sze

For the large problem size, super-linear speedup generaly disappears even if the
dynamic domain decomposition is activated (Fig. 4.6(c) and Fig 4.6(f)). The only
exception is the case, which activates SAR scheme morefrequently (at interva of 2 At),
which baances the workload among processors more efficiently than the other two
cases. Pardld efficiency of 107% can still be reached for number of processors of 64
when activating SAR scheme at interva of 2 At.

In conclusion, the results are shown that the simulation with larger problem size
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can obtain higher parale performance. The simulations by using dynamic domain
decomposition method present a better performance then using static domain
decomposition and dependent to the problem size. And the optima frequency of
activating SAR scheme generdly increases with increasing problem size.

Dy namic Domain Decomposition

Typicad evolution of dynamic domain decomposition using grgph patitioning
technique are shown in Fig 4.8 and Fig. 4.9 for the large problem size using 16 and 64
processors, reypectively, when activating SAR scheme at intervals of 2At. As mention
above, JOSTLE is used to form the initid partition by assigning the unitary weight on
each vertex, and PJOSTLE is used to repartition when the loading is unbaance. It is
clear that regon covered by each sub-domain (processor) changes as the simulation
proceeds dueto repartitioning among processors when theinitial size of each domain is
approximately the same. There exists a smadlest sub-domain in the right-hand lower
corner of the cavity due to the presence of highest density in this region (Figs. 4.8(c)
and 4.9(c)). In addition, the size of; theisub-domains above the movingplateis generaly
larger as compared with others due te therarefi ed conditions caused by the fast moving
plate (Figs. 4.8(c) and 4.9(¢))..It clearly demonstrates that the current implementation of
dynamic domain decomposition is.very effective in following the dy namics of the flow
problem under study.

Figure 4.10 illustrates both the number of paticles in each processor and the patition
count as afunction of the number of simulation time-steps for the large problem size
using 16 processors when activating SAR a intervas of 2At. It only shows the time
history of both quantities in the early stage of simulation in each processor for the
clarity of presentation. In this figure, we are not trying to identify the evolution of
particle numbers in any specific processor, dthough different lines represent different
processors. Results show that number of particles in each processor approaches to the
average number of particles per processor (225,000) right after the repartition, which
shows the load baancing takes effect once the repartitioning functions. Note that we
have preset the baance tolerance value to be 3% in PJOSTLE library [57], which
represents that load imbaance among processors less than this vaue, shal not
repartitionthe domain, even the SAR scheme decides to do so. In addition, the deviation
of the number of particlesin some processors from the average vaue deteriorates faster
in the early stage right after the repartition, where the flow changes dramatically from
initidly uniform distribution, as shown in Fig. 4.10. As the flow reaches steady state,
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the repartitioning is less frequently as expected, which can be seen clearly with smdler
vaueof slopeinFigs. 4.11 and 4.12. These figures show the typica domain repartition
counts as a function of simulation time-stgps for 16 and 64 processors. Each solid
symbol indicates a repartitioning of the computationa domain. Generdly, a first it
incresses more rapidly (larger value of slope) with simulation time during transient
period and then increases less rapidly (smaler vaue of slope) with simulation time as
flow approaches steady stae (~10,000 steps in Fig. 4.12). Similar trends can be found
for other flow conditions. Natethat the repartition history for larger problem size after
20,000 steps is skipped dueto the limitation of accessing time to the pardld machine.
An interesting feature of smal problem is the remapping process are cdled a every
opportunity after deady gate, tha is, indicating the flow field is unable to baance the
load. The instability named “flip-flop” will occurred when the number of processors is
increased or the problem size is too smal. When the weight of the transferred vertices
would reach such a leve that ther transfer would take a sub-doman from an
over-loaded state to an under-loaded, state, or vice-versa. In such condition, the
repartition is repegting The problem .dominates on 64 processors even for the
simulation with medium problem sizein Fig-4.12.

Figures 4.13 and 4.14'shows the final. normalized workload distribution (or number
of particles per processor) “with'respect to processor numbers among the 16 and 64
processors for the three different problem sizes using different drateges of
implementing SAR (2At, 10At and 20At), respectivey. It is clear that the workload
distribution is much more uniform with dynamic domain decomposition than that
without dy namic domain decomposition. In addition, the workload distribution is found
to be most uniform for SAR-2At scheme since it monitors the load imbalance more
often than athers. This does nat guarantee better parald efficiency (referring to Fig
4.6(d) and Fig. 4.6(e)), since frequent repartition is expensive as compared with the
norma DSM C computation.
Time Breskdown of Pard ldl | mplementation

Figure 4.15 illustrates the typica fraction of time gpending in DSM C compuation

and dynamic domain decomposition per simulaion time-step as a function of the

number of processors by employing SAR scheme a the interva of 2At. Note that the
DSM C computaiona time includes the “useful” DSV C computationd time, the idle

time and the communicational time during particle movement between adjacent
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processors. It can be seen that, for the smal problem, the average fraction of time
spending in repartitioning the domain per time-step increases dramatically with the
number of processors, which explains the rgpid decrease of pardle efficiency a this
condition for employing SAR every 2At in Fig 4.6(d). M ore or less, similar trend is
found for medium problem size. On the contrast, for the large problem, the fraction of
time for repartitioning the domain remans approximately the same (~0.04) with
incressing number of processors up to 64. Corregpondingy, the fraction of time for the
D3SM C computaion varies insignificantly as the number of processors is over 24. This
shows the current pardld DSV C method may be highly scaable at least for the large
problemsize.

Figure 4.16 is the real CPU running time in seconds required to complete one
time-step of “useful” DSM C and “repartition” with different problem size and the
number of processors. The red time for repatition is derived by the number of
repartitionsthroughout the computation. We can see some information from this figure.
First, the time spending on callingroence “useful” DSV C process increases as the
increasing problem size and-decr essing,the number of processors. Second, the time of
per repartition of each problem sizeis reduced with the increasing of processor number.
In generd, therepartition timeis praportion to theproblem size, especidly for the small
number of processors. Tha is becausetheloading of large problem sizeistoo large and
the repatition process has to"take a'rdative long time to ded with. But this
phenomenon is disappearing as the increasing of the processor number. Finadly, the cost
of repartition is very smal and can be ned ected by comparingwith “ useful” DSM C.

The reative cost of each stgp of the pardld DSM C program with different
problem size on IBM SP2 is shown in Fig 4.17. The data with dynamic doman
decomposition are dso included for comparing. The solid and dash lines represent the
data with gatic and dynamic domain decomposition, regectively. The cos of message
passing is included in MOVE subroutine, and it cost about 60~70% of thetata time. It
increases as increasing the number of processors. The trend displayed with different
problem sizeis quditatively the same.

Degree of Imbalance

Degee of imbalance is a useful indicator for measuring the workload
non-uniformity among processors, which is an important parameter for justifying
dynamic domain decomposition in the current study. It is interesting to examine the

maximal degree of imba ance in the system, |, Which is defined as
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1
I max W (vaax _Wmin) (45)

where Wi and Wy, are the maximum and minimum particle numbers across the

processor, reectively. W isthe average particle numbers of each sub-domain. Figure
4.18 shows the variation of maximal imbaance with processor numbers for three
different problem sizes. The solid and dash line represent the parald simulation with
static and dynamic doman decomposition, respectively. In general, the maxima
imbal ance developed by static domain decomposition (0.5-2) is much hi gher (2-6 times)
than that by dy namic domain decomposition (0.1-0.5). In addition, workload i mbal ance
developed very fast among processors as the number of processors increases, if dynamic
domain decomposition is not used. Although the maxima degree of imbalance for the
smal problem size deteriorates with increasing number of processors, it is farly
constant within 0.4 for the medium and large problem sizes, which again demonstrates
the effectiveness of the dy namic domain decomposition.

4.2.3 Simulations on IBM-SMP.

Figure 4.19 presents the parallel,performance by using static and dy namic domain
decomposition on IBM -SMP. with respect to smal, medium and large problem size,
respectively. The number of progessors is up to'128. The trend are very similar to the
simulation on IBM -SP2 and'do not repeat here-again.

In conclusion, a proposed DSVI'C code with padld, dynamic doman
decomposition method is implemented here to speed up the computing efficiency and
presented by solving atwo-dimensional driven cavity flow. The results show the present
researches arevery wel and powerful, and the present method has potertia to simulate

more realistic physica problems.

4.3 Verifications of the Paralld DSMC

The simulated cases in Chapter 3, tha is, atwo-dimensiona hy personic flow past a
cylinder, a two-dimensional hypersonic flow past a 15°-compression ramp, a
three-dimensional supersonic flow past gphere, are again used here to compare the
results using statistic and dynamic domain decomposition methods. Results are then
compared with experimenta data and previous simulation wherever avail able, while the
description of flow physics of thetest problems will be as brief as possible sinceit only
serves to verify the gplicability and its accuracy of the proposed method. Flow

conditions and results for each case are described in thefollowingin turn.
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4.3.1 Two-Dimensional Hows
Hypersonic Flow over a Cylinder
Flow and Smulation Conditions

Flow conditions of this case are shown in Section 3.3.1. The adaptive mesh is used
here to improve the accuracy of the solutions. The flow domain is divided to 64
sub-domains for the parale computing and run on IBM-SP2 machine a& NCHC in
Tawan.

Domain Decomposition

Figure 4.20 shows the partition history of the dynamic domain decomposition for
this simulation. Large variation of sub-domain area in the initial domain decomposition
results from the use of a solution-based adaptive mesh, which is obtained from a mesh
adaptation module based on a preiminary paald simulation. Constant time-step
scheme is used in this simulation. For the initial domain decomposition, we have
assigned the uniformweight of each cdl to form the initial domain decomposition. The
cal number in each sub-domain is.@preximately the sameinitialy, athough the size of
each sub-domain is highly different. T his.is because the cellsin front of the cylinder are
smaller than those in the wiake regons of the adaptive mesh. Figure 4.20(c) shows tha
the find decomposition, which adgptsto the flow dynamics as simulation continues, is
totaly different from the initia "decompaosition. Although the interfaces are not smoath
and there are severd cells which areisolated from their parent sub-domain. These
fragments can lead to more interfaces between sub-domains and increasing the cut
edges. But the agorithm is still working for our code. The number of simulated
particlesis about 1.3 million and the number of samplingis 10,000 in this simulation.

Comparison of Properties Contours

Figures 4.21 and 4.22 illustrate the contours of normalized density and
temperatures with gatic and dynamic doman decomposition methods. From these
figures, the simulated results using static or dynamic domain decomposition are almost
the same. It proves tha the dynamic domain decomposition method can provide
accurate results and reduces lots of computaiona time.

Centerline Properties Distribution

Figure 4.23 illustrates the computed centerline densities and temperatures
(rotationa and translationa) using dy namic domain decomposition, regpectively, dong
with the simulation data without dynamic domain decomposition and previous

experimental data [79]. Density increases rapidly aong the centerline in front of the
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cylinder and becomes relatively small in the wake regon. Temperature aso increases
rgpidly aong the centerline but decresses rapidly after the bow shock. Strong
non-equilibrium between rotationa and translationa temperatures is found after the
cylinder due to the highly rarefied conditions in the wake regon. Nevertheess,
ag eement between the current simulation with gatic/dynamic domain decomposition
and expeimental data wherever available is excdlent, considering the experimenta
uncertainties. In addition, the running times of static and dynamic doman
decomposition are about 6,400 and 2,700 seconds. Thus, simulation using dynamic
domain decomposition reduces the running time up to 60% in this case, as compared

with tha using static domain decomposition.

Hypersonic Flow Over a 15°-Compress on Ramp
Flow and Smulation Conditions

A flow over a 15°-compression ramp is aso proposed as the second benchmark
here to identify the validity of dynamic.doman decomposition method. The problem
and flow conditions are described in.Section3.3.1. The flow domain is aso divided to
64 sub-domains and run on:lBM -SP2 mechine a NCHC.

Domain Decomposition

Figure 4.24 shows the'initid and fina demain decompaosition for this simulation.
Smilar to previous case, constant time-step scheme is used in this simulation. The
initidl computational domain is aso partitioned by uniform weight. Thus, each
sub-domain has an approximatey cell number. Somelarge domains above theflat plate
are found due to the rarefied conditions in the region (Fig 4.24(a)). In addition, some
smdl domains a the end of the ramp plate and shock regons are found, where the
density isvery high due to the oblique shock orignating approximately from the ramp
corner. The simulated particles are about two million and the number of sampling is
10,000.

Comparison of Praoperties Contours

Figures 4.25 and 4.26 illustrate the contours of normaized density and
temperatures with staic and dynamic domain decomposition methods. Again, the
results by using dy namic domain decomposition scheme agree excellent with those with
static domain decomposition scheme. Thus, the implemented dynamic domain
decomposition method is avery powerful tool for simulations.

Centerline Properties Distribution
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Figure 4.27 presents the pressure, shear dress and heat transfer coefficients dong
the solid wall using static and dynamic domain decomposition methods. Data include
computationa results without dy namic domain decomposition, previous DSM C results
by Robinson [24] and experimentad data by Holden [81]. Results show tha pressure
coefficient increases rapidly near thetip, declines slowly aongtheflat plateto alowest
vaue near the ramp corner and finaly increases dramaticadly dong the ramp wall.
Results generdly agree with previous simulation and experimenta data, athough the
current simulated data seems to agree favorably with experimentd data along the ramp
wall, as compared with those of Robinson's [24]. Find rapid decline of our simul ated
data should be attributed to the vacuum condition we have imposed a the outflow
boundary. In addition, the results of dong the solid wall that are obtained with and
without dynamic doman decomposition coincides excellently with each other shear
stress coefficient and heat transfer coefficient dthough there is no experimenta or
simulated results. The running time of gatic and dynamic domain decomposition are
about 14,000 and 7,500 seconds., sl;he;simulation time required for dynamic domain
decomposition is about 100% shorter than that required for gatic dynamic domain
decomposition, which again justifies the current pardlel implementation.

4.3.2 Three-Dimensional ‘Hows
Supersonic Flow over a Sphere

Flow and Smulation Conditions

For athree-dimensional simulation, a supersonic flow over a phere is proposed
here again to recognize the vaidity of dynamic domain decomposition method. The
reasons to choosethis as the tes problems are, first, there exist experimentd data and,
second, it is a good test for checking if the simulation can reproduce the flow sy mmetry.
Third, it can prove tha the dynamic doman decomposition method can be easily
extended to three-dimensiond flow. Specific details describing the flow conditions are
presented in Section 3.3.2. The flow domain is divided to 8 sub-domains and run on
IBM -SP2 machine at NCHC. The number of simulated particles is about 1.7 million at
steady gate and the number of cdls is goproximately 164,000 after two levels of mesh
refinement. 10,000 sampling are used to sample for obtaining averaged flow properties.

Domain Decomposition

Figure 4.28 illustrates theinitid and finad domain decomposition for the supersonic
flow pag a sphere on a reduced (1/16) computational domain surface. The initid
domain decomposition (Fig. 4.28(a)) is obtained assigning equa weight to each cell. At
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the find domain decomposition (Fig. 4.28(b)), the sub-main size in front of the phere
enlarges as compared with theinitial sub-domain size, dueto the gpplication of variable
time-step method and increased density in the sagnation and bow shock regon. In this
case, the running times of static and dynamic domain decomposition are about 15,000
and 11,100 seconds, respectively. The computationa time is saved up to 35% using
dynamic doman decomposition, as compared with that using static domain
decomposition. We would expect much higher time saving of more processors are used.
The number of simulated particles is about 1.7 million and the number of sampling is
10,000.

Comparison of Praperties Contours

Figures 4.29 and 4.30 illustrate the contours of the normdized density and
temperatures on x-y plane with gatic and dy namic doman decomposition methods. In
these figures, the results by using dynamic domain decomposition show exce lent
ag eement with those by using static domain decomposition.

Centerline Properties Distribution

Normdized density aongthe stagnationtineis presented in Fig.4.31. The previous
experimenta data by Russdl [82] is‘included for comparisons. All the results using
static and dynamic domain decomposition methods agree well with the experimenta
data[82].

4.4 Concluding Remarks

This chapter has presented a description of the dynamic domain decomposition
method for the unstructured DSM C code. The aim of successful dy namically repartition
the computationa domain is implemented on pardld machines, including IBM series
and PC cluster. The pardld performance of the dy namic domain decomposition (DDD)
method is consistently and significantly superior to the satic domain decompaosition
(SDD) method. The computationa time of the 3-D supersonic phere flow reduces
about 35% by using dynamic domain decomposition method because more baancing
load is achieved. Briefly sesking the DSMC method with dynamic doman
decomposition provides an efficient paralled computing and the results are amost the
same as those with staic domain decomposition. And the agorithm of this method can

easily be gpplied to ather particle methods without many modifications.
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Chapter 5

Conservative Weighting Scheme

For traditionad D3V C code, the weighting of each species is the same (constant
weighting). That means each simulated particle represents the same number of red
physicd paticles. It worksperfectly when the quartities of components havethe same
order. But in many gplications the species has very smdl quantity and it is very
important. For example, the product of chemical vapor deposition (CVD) is an
important factor for film deposition. In order to obtain enough sampling of the trace
species, the number of non-trace particles will become very huge by using the constant
weighting scheme. This will lead to an enormous computational cost. Thus, a
species-dependent weighting scheme is necessary when the flow has trace oecies,

which isintroduced in this chapter.

5.1 Conservative Weighting Scheme (CWS)

To overcome the trage problem: mentioned in the above, recently Boyd [68]
proposed aconservative weighting scheme, which is described briefly in the following.
In this method, each species has its weighting..Non-trace and trace species have larger
(W, and smdler (W,) weithts. (W,./\W; <1), respectively. The first stage of the
conservative wei ghting scheme is to split the particle of abundant species (W,) into a
paticle with weight W, (trace goecies) and a particle with weight of W1-W, when two
particles (trace and abundant goecies) collide. Then, a callision is then performed using
the conventiona DSM C procedure for thetwo particles that have the same weight W,.
The find stage is to merge together the two particles that were split such that the each
linear momentum in three physicd directions is exactly conserved. The momentum
conservative equation is shown as Eq. (5.1);

P, =Wmu, +W,mu, =W,(mu, + gm,u,), ¢=W, /W,
=W[@A-g)mu, +p(mu, + m,u,)] (5.1)

U Uy M gnd ™ ge the pre-collision velocities and the molecular mass of the

collision partners, respectively. Equation (5.1) means the non-trace particle (W,) is split
into two parts imagnatively; one particle has wel ghting W, and the other has wei ghting
W;-W,. The first part will has dastic collision with the trace particle, but the second

pat remains the same situation. Thus, Eq. (5.1) can berewritten as Eq. (5.2)
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P, :Wl[(l_ ¢)m1u1 +¢ (rrﬁul +m,u, )]
=W1[(1_ ) mu, + ¢(mlul + mzulz)] (5.2)

Ui and Y2 arethe post-collision velocities of thefirst part of non-trace particle and the

trace particle, respectively. Then the two parts of non-trace particle are merged as one

particle
P, =W [mu, "+gmyu, ] =W,mu +W,m,u,, U, =(1-g)u, +gu, (5.3)

Uy and Uy arethered fina veocities of the non-trace and trace particles, respectively.

The momentum is conserved by Eq.(5.1)~Eq.(5.3).

Unfortunately, it does not explicitly conserve tatd energy. But the energy
difference (loss) caused by this split-merge process is found to be proportiona to the
weight ratio W,/W, (<1). Theenergy lost for each collision is cal culated by Eq. (5.4),

: 1
AE = B B =W 2 m(" )"+ (4'-4)" + ("W, )’

+VV2 %mz[(l‘ﬁ"_ul)z = (Vlu_vl)z + (Wlu_Wl)Z]

W2 g, 92+ v, )+ (- w)?]
2 (5.4
Thus, the conservative weighting.scheme proposed by Boyd [68] nearly conserves

tota energy as this weight ratio i1s much smaler than unity. The 9lit-merge process

described in the aove can be summarized as Figure 5.1.

It was arqued that if the lit-merge scheme is employed a each collision, then
energy is continuously log from the sysgem because of energy loss [68]. Boyd dso
proposed some practical remedy to keep this energy loss to a minimum by adding lost
energy to the centrd-mass energy in a subsequent collision. In generd, this energy
should only be added to collisions between particles both having the maximum wel ght
used in the simulation to keep this effect a minimum; that is, beaween two non-trace
particles. Thus, energy conservation is essentialy maintained for each iterative step of

the simulation.

5.2 Verifications of Conservative Weighting Scheme
In thefollowing we are goingto perform two simulations to verify the conservative
weighting scheme. The first test case is the singe-cell simulation using both

conventional (constant weighting) and conservative weighting schemes without
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chemica reaction. By comparing the velocity distribution and relative error, it can be
clearly shown that CWS is much superior to the constant weighting scheme if trace
speciesis involved. The second test caseis ahypersonic flow over a3-D cylinder. From
this case we can see the CWS can get the same simulated results by using much less
particles and computationd time.
5.2.1 Maxwel l-Bdtzmann Distribution of A Sinde Cdll
Two-Component Mixture without Chemical Reaction

The first simulation includes two species. Ar and He with different weight ratios.
In this simulation, we would like to know the effectiveness and accuracy of the
conservative wei ghting scheme. We perform the simulation with different weight ratios
using both constant weighting scheme and conservative wel ghting scheme (CWS). The
total simulated particles are 10,000 in the cell, and the weight ratios are Wy, /W=0.1
(10%), 0.05 (5%) and 0.01 (1%), respectively. Nate tha the number in the parenthesis
represents mole fraction of Ar. Thus, Ar is apaentid trace species in this case. The
temperature in the cdll is presd as,1,000 K. Figures 5.2~5.4, with weight ratios of 1/9,
1/19 and 1/99, respectivey,.show the velocity distribution after 20,000 time-steps and
thereative error as a function of simulationtime. Notethat therdative error is defined
as the root mean square of the sum of deviation from the M -B distribution relativeto the
M axwell-Boltzmann distributions: by “dividing the velocity range (-5,000~5,000 m/s)
into 50 sections. In these figures, it is clearly that the constant weighting scheme
performs better than the CWS for the simulations with weight ratios of 1/9 and 1/19.
This is because CWS has energy lost from non-trace gas, and we must add the lost
energy to non-trace ges. When thewe ght ratio is not small enough, the energy loss will
be rdatively large, and hence it will affect the energy distribution. In turn, the velocity
distribution will deviate strongy from the M axwel-Boltzmann distribution, which it
should be in the current test case. But when the weight ratio is less than 0.05, as shown
in Figure 5.4, the CWS can perform as accurately as the congant weighting scheme.
Also the relative errors of both species by the CWS decrease to a reasonable low vaue
in a few time-steps, while that of trace species by the constat weighting method
maintains unacceptably large as simulation continues. This result shows not only the
CWS is as accurate as the constant weighting scheme but is dso very effective for
dedingthe caseinvolvingtrace species with the weight ratio lower than 0.05.
Three-Component Mixture Without Chemical Reaction

This simulation includes three species, Ne, Ar and He, with wel ght ratio 1:99:9900
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in order. The simulation conditions are similar to those of two-species case. The totd
simulated particles are still 10,000 and the temperature in the cell is kept a 1,000 K.
Figure 5.5(a) shows the veocity didribution after 20,000 time-steps. It clearly
demonstrates tha the constant weighting schemeis incgpable of handling the most trace
species because very few particles of Ne exist in the cel. Figure 5.5(b) shows the
reative errors of both the trace gpecies and the mog trace gpecies by the constarnt
weighting scheme are too large and decrease very slowly. Thus, it is clear that the CWS
performs much better than the constat weighting scheme if the trace species are
involved in D SV C simulation.
5.2.2 Hypersonic Flow over a Quasi-2-D Cylinder

The second test case is a hypersonic flow over a quasi-2-D cylinder. The 1-leve
adaptive tetrahedral mesh is shown in Fig 5.6. Theflow conditions arelisted as follows;
the diameter of the cylinder is 1 m, the totd number density and mach number of the
inflow are 1.29E19 and 20, respectivey, the mole fraction of all these cases is 1:99, the
temperatures of free-gream, stagnation,and surface are 20, 1620 and 291.6 K in order.
Resulting Knudsen number .based on. free-stream condition and the diameter of the
cylinder is 0.1. The conservetive weighting scheme and the traditional scheme are used
in these cases and the corresponding particle Afumber are about 0.24 million and 10
million, respectively. Figure 5.7~5.9 are the contours of the number density for each
species with Ar-He, Ar-Ne and Ox-Ny, regpectively. From these figures, it is clear that
the CWS can use few particle and computationd time to obtain the same results by

comparing those of traditiona method.

5.3 Concluding Remarks

In the current dudy, the conservative weighting scheme (CWYS) is assessed to
handle the trace species in the DSM C simulation without chemical reaction using a
singe-cell and a quasi-2-D hypersonic cylinder flow by assigning lower particle
weighting for trace species. The CWS is shown to be effective and accurate in DSVIC
simulation without chemical reaction for 2-species and 3-species mixtures with
concentration ratio (trace to abundant) less than 0.05, which the constant weighting
schemeis difficult to use practicdly. For the quasi-2-D, two-gpecies hypersonic cylinder
flow, different compounds and mole fractions are simulated to tes the ability of
conservative we ghting scheme. The simulated particle number with constant wei ghting

scheme reaches to 10 million, which is decreased to 0.24 million by using conservative
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weighting scheme and the results dmost exactly the same. In short, to get correct

simulated results, the CWSis necessarily when the flows involve trace particle.
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Chapter 6

Chemical Reactions

Chemica reections are important in rarefied gas flows. For example, hypersonic
flows in aerospace/space engineering; film deposition technique in semiconductor and
micro-reactor in medical science, etc.. In these gpplications, the direct simulaion of
M onte Carlo method is the best simulation method which can couple chemica reaction
module directly. We have collaborated with Professor |. D. Boyd's goup a the
department of aerospace engneering of the University of Michigan in deding with
chemica reactions in D SV C. The chemical reaction function implemented in PDSC are
essentid the same as those in M ONACO [70]. These chemicd reactions, involving
dissociation, recombination and exchange, are described in the following.

6.1 Chemical Reactions

In the current PDSC, we had incorporéaed the chemicd reaction module from the
MONACO code by Professor |. D.:Boyd a the University of Michigan. It has tree
typicd chemica reactions, which ae dissociaion, recombination and exchange
reactions. The difference between conventional and chemical codes is the collision
partners have to caculae the reaction probability (steric factor) to determine if the
chemica reaction occurs or not when two paticles are chosen as collision partner. Thus,
the most important part of chemica reaction is how to derive the reaction probability.
The flow chart of chemistry in PDSC is shown in Fig. 6.1 and the process is described
seguentidly as follows:

1. Sdecting two particles randomly in the current cell. The type of chemica
reaction can be easily determined by these two particles.

2. Cdculating the totd energy and comparing with activation energy of the
specific chemica reaction if this collision event has possibility to occur
chemical reaction. If not, processingthe normal eastic collision as usual.

3. Cdculating the reaction probability according to the type of chemistry and
using the Acceptant-Regection method to determine if the chemistry occurs or
not.

4. If the reaction probability is too smal to process chemica reaction, the
collision is processed by the dastic mechanism. But when the reaction

71



probability is larger than a random number, that means the chemical reaction
occurs and we have to assign energes, velocities and positions of produd
particles. For dissociation reaction, the diatomic product is dissociated as two
monatomic atoms which both have the same positions as the produd. For
recombination reaction, two monaomic atoms are compounded as a diatomic
molecule, which position is assigned as the center point of the previous two
reactants. The positions of products for exchange reaction do not change as
pre-collision. No matter what chemical reaction is, the translationd and
internad energes are redistributed by the Larsen-Borgnakke mode [72] and
the pog-collision veocity is assigned according to the pog-translationa
energy.

The chemistry process will be finished when al the collision pairs are handled for
al cells and then progress to the next 2ep. The detaled derivations and vdidations are
shown in the following section.

6.1.1 Dissociation Reaction
A typica bimolecular reaction may. be written as
A{B«'C+D (6.1)
where A, B, C, D represent separate molecul ar species, which can be molecules, atoms,
ions and phatons. The rate eguation for the change in number density of species A can
be written

_dn,
dt

=K (T)nn, =k (T)ncng (6.2)

ki and k. are the forward and reverse rate constants as a function of temperature,

which can be expressed in the following form (Arrhenius equation)
k, =aT®ex (—5) =aT’ ex (_ﬁ) (6.3)
f = p kT p T .

where a, b ae constants, and O=E,/k is the chaacteristic dissociation
temperature. E, and k ae the activation energy and Boltzmann constant,

respectively. These vaues are usua ly obtained from experimenta data

From classical collision theory, the forward reaction may be written [85]

s =0 | G2 (G 64)

KT
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vy IS the collision rate between one A particle with all B particles in the volume,

which may be expressed as

Vg = BaTC’ a =1 for A= B, a=2for A=B (6.5)

ng and o arethenumber density of B particles and the symmetric factor, respectively.

o, isthetaa collision cross section and ¢ is the reative velocity of collision pair.

Thus, o,c, is the average volume that one A-B particle pair sweeps per unit time,

which can bewritten as

0.C, =

J; ref r (66)

O, I« ad m ae the reference cross section, temperadure and reduce mass,
respectively. By subgitution of Egs. (6.5) and (6.6) into Eq. (6.4), the dissociation
probability (steric factor) can be obtained

© o EouBee B ngorg 7o E El o E
NDse é fREAGE) = n,—— j FEZIP (d6=)
k_TC):o;a\/Z r(g+2;—w§ (%)%WX 67)
T re r@: Wrlgr=b)
m, w Ea§+1—w ab%JrW
[—2(2—W)kTref]( ) (—)

This is the so cdled totd collision energy (TCE) modd. The equation that MONACO
uses is the same as the Eqg. (6.10) of the Bird’'s book [11]. Thus, Eq.(6.7) is the
dissociation probability for the current DSM C code. The derivation isin AppendixA.

In the DSV C simulation, the reaction probability is obtained by accumulating the
number of collisions between reactants and the number of collisions that do react. Then
therate constant can be cacul ated by using Eqg. (6.8)

J (—) ( =)d( °>— (6.8)
i

For the theoreticd data, therate constant is evaluated by EqQ. (6.4) and the reaction
probability is calculated by the following equation:

= kia
=

, a=1for A= B, a=2for A=B (6.9

o.C,
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6.1.2 Recombination Reaction
In the DSM C method, collisions are usually considered as binary. It represents a
chalenge to simulate three-body recombination reactions. In Vincenti and Kruger [86],
it is dated tha, for the recombination reaction between two nitrogen aoms and any
third body M,
N+N+M —> N, +M (6.10)

Therate of formation of N, is governed by

Ny,
at
The parentheses in Eq. (6.11) indicated tha, in the new recombination modd for the

DSM C method, the reaction is first trested as a binary collision between two N a&oms.

= (kbnN Ny) Ny, (6.11)

This adlows the derivation of a recombination probability in the same way as for a
dissociating reaction in the previous section. The correct reaction probability mus then
be multiplied by the number density of thethird body n,, . In the MONACO code, the
third body is chosen randomly fromthosethat exist in the cdl. It can be any oecies in
the cdl. Thus, the number .density.rof the third body is the tata number density. The
derivation of the theoretica reaction probability- and rate congants are described in the
following[70]:

(6.12)
that is, P :?b-nM

" 1 r new

P, is the probability of binary collision between two aoms. P, is the new
probability of the recombination reaction. Z,  is the collision rate between nitrogen

atoms. From Eq. (6.12), therate constant can be obtained as follows:

m (6.13)

(kb ny Ny ) ny =
(04

r,new'ZN,N = Pr,new ’

For the MONACO code, the form of the binary recombination probability is chosen as
[70]

[T
P :(i)El,iz \/; .af/ac_nflz_w_( m, ). F(§+—2 ") (6.14)
rb Zr o Zr 23/2—W kbf‘bc o, 2(2—W)kTo F(Z-Fé—W'FZ)

2 2

The new recombination probability will be multiplied by n,, , that is, P, ,=P,-n,.
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The derivation of the MONACO code and the reference [70] can be found in Appendix
B.

For the MONACO simulation, the mean recombination probability is obtained in
the sameway as the dissociation method. Thenthe rate constant can be determined from
Eqg. (6.13), that is,

P ..-0g
k, =o' o for A= B (6.15)
a-n,

For theoretica results, therate constant is determined from the Arrhenius equation

and the reaction probability can be cal culated by the following equation

k, = aTbexp(—g), P @k Ny

new,b = - ’

a=2for A=B (6.16)

6.1.3 Exchange Reaction

There are severd reactions that change the atom in air under high temperature
conditions. If amolecule AB reacts with an atom C to form amolecule AC and an atom
B, which is an exchange reactionswhich fermulareaction is

ABEC <« AC.+B (6.17)

The derivations of theyprobability: of - exchange reaction are the same as the
dissociaion reaction in Section 6.1:1,'which is tota collision energy mode (TCE). Thus,
we do not repeet here. Theonly difference of using D SM C between dissociation and
exchange reactions is in the setting of 'the chem.dat file, which is the information of
reaction constants.

6.2 Verifications of Chemical Reactions
To verify the chemicad reaction function of the DSM C code, a singe cdl with
specific gas, which depends on each case, is simulated. All the wals are diffusive and

thetemperature is the same as theinitia temperature. The range of temperatureis from

3,000 to 13,000 K. The vaue of the initid number density is assigned as Ld 107,
2

pq Isthecharacteristic density for dissociation, which is afunction of temperature.

In practice, the reactions include dissociation, recombination and exchange
reactions. To simplify the chemica reaction, only one reaction (direction) is permitted.
Twenty -two cases are simulated and the corresponding constants of rate coefficients are
used are shown in Table 6.1. Thereaction probability (P, ) and therate constant (k, ) of
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each simulation under different temperatures will be ca culated and compared with the
theoretical data. The definition of the reaction probability (P, ) is the ratio of the
collisions that do react to the tata collisions between reactants. Thus, the number of
collisions between reactants and the number of collisions that do react will be
accumulated through the DSM C simulations, and the reaction probability can be easily
calculated from these two numbers. These reactions are described and discussed in turn.

6.2.1 A Single Cdl with One-Directiona Reaction

1. Disociation reaction between nitrogen molecules (N, + N, > N+ N+ N,);

For the 1% simulation, the initid ges is 100% nitrogen molecules (N,). The
dissociation reactions will occur when two nitrogen molecules collide with each other
with enough collision energy. The probability of dissociation uses the tatd collision
energy model (TCE). Table 6.2 is the simul ation and theoretical results. Figure 6.2 isthe
average probability and rate constant of simulation and theoreticad data as a funadion of
temperature. In Figure 6.2, the data of simulation are in agreement with the theoretica
dataexcept thedataat 5,000 K, Thereasoniis that very few reactions occur dueto lower
reaction probability. Only ten reactions ocecur inthis situation, which leads to inaccuracy
by insufficient sampling.

2. Disociation reacti onbetween nitrogen molecules (N, +N — N+ N+N);

The 2™ test case is the dissociation reaction involving the collision between
nitrogen molecule (N,) and atom (N). The initid number densities of both species are
the same. Only collision between N, and N will be accumulated and processed. Table
6.3 and Figure 6.3 are the comparison of simulation and theoretica results. As
mentioned previously, the daa of lower temperature is not perfect due to fewer
chemicdl reactions.

3. Recombination reaction between nitrogen molecule and atoms

(N+N+N, > N,+N,);

The 3" test caseis the recombination reaction of nitrogen atoms (N), and the third
body musg be nitrogen molecule (N,). The initid particle densities of N, and N are the
same. Comparisons between the simulation and the theoreticd results are shown in
Table 6.4 and Figure 6.4. The ageement is remarkable. But the data of higher
temperatureis not very closeto thetheoreticd data Thevaue is overestimated because
a continuous reaction probability, i.e. TCE mode, is used. The TCE modd is

constructed in such amanner that it reproduced the rate constant gven by the Arrhenius
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equation for an equilibrium continuous distribution. This modd will has some questions

with using discrete vibrational energy modd [70].

4. Recombination reaction between nitrogen mol ecul e atoms
(N+N+N-—> N,+N);

The 4™ test case is the recombination reaction with all nitrogen aoms (N). All the
particles are nitrogen atoms. The results are shown in Table 6.5 and Figure 6.5. This
simulation has the same trend with the third tes case, that is, the error increased with
the temperature. T he reason has been mentioned in previous section.

5. Disxociation reaction between oxygen molecules, (O, + O, > O+0+0,);

After simulating the dissociation and recombination of nitrogen gas, we repest al
types of anaysis for oxygen ges as the cases 5~8. The range of temperatures of these
simulations is from 3,000 to 7,000 K. Table 6.6 and Figure 6.6 are the simulation and
theoreticd results. In Figure 6.6, the data of simulation are in agreement with the
theoretical dataexcept thedataa 3,000 K, which has the same trend as nitrogen cases.

6. Disociation reaction _befween roxygen molecule and oxygen atom

(0,+0—>0+0+0);

The 6™ test caseis the dissociation reaction involvingthe collision between oxy gen
molecule (O,) and aom (Q). The'initid-Aumber densities of both gecies are the same.
Table 6.7 and Figure 6.7 are the comparisens of simulation and theoretical results. The
ag eement is remarkable.

7. Recombination reaction  between  oxygen molecule and  atoms

(0+0+0, > 0,+0,);

The 7" tes case is the recombination reaction of oxygen aoms (O), and the third
body is oxygen molecule. The initid particle densities of O, and O ae the same.
Comparisons between the simulation simulation and the theoreticd results are shown in
Table 6.8 and Figure 6.8. The results are nat very close to thetheoretica results dueto
low reaction probability, but it should be acceptable.

8.  Recombination reaction between oxygen moleculeatoms(O +0+O— O, +O);

The 8" test case is the recombination reaction with all oxygen aoms (O) and the
third body particle is oxygen aom. All the particles are O in the begnning. Table 6.9
and Figure 6.9 are the comparisons of simulation and theoreticd results. By comparing
this reaction with case 7, this reaction has higher reaction probability when the third
body is O. Andthe simulated results agree with theoretical results.
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9. Disxociation of nitric oxidewith nitrogen molecule, (NO+N, - N+ O+ N,);

Now, we are interesed in the chemica reactions of nitric oxide (NO). Cases 9~13
are the dissociation reaction of nitric oxide (NO) with nitrogen molecule (N,), oxygen
molecule (O,), nitric oxide (NO), nitrogen atom (N) and oxy gen atom (O), respectively.
When nitric oxide collides with diatomic particles, which are cases 9~11, the setting of
variabl es of rate constants are the same. The setting of chem..dat of cases 12 and 13 also
arethe samefor monatomic particles. In case 9, theinitid number density of NO and N
are the same. Table 10 and Figure 6.10 are the average probability and rae constant of
simulation and theoreticd data as a function of temperature. The data of simulation are
in agreement with the theoretical data

10. Disociation of nitric oxidewith oxygen molecule, (NO+O, > N+O+0,);

The 10" test caseis the dissociation reaction involving the col lision between nitric
oxide and oxygen molecules. Table 6.11 and Figure 6.11 are the comparison of
simulation and theoretical results. The results are reasonable.

11. Disxociation of nitic-~oxide  with nitric ~ oxide  molecule,

(NO +NO — N+ O+:NO);

The 11" test caseis the dissociation’reaction between nitric oxide molecules (NO).
The initid particles are 100%. -nitric.oxide ‘molecules. Comparisons between the
simulation and the theoretical results are shown in Table 6.12 and Figure 6.12. The
ag eement is remarkable.

12. Disociation of nitric oxidewith nitrogen atom, (NO+N - N+O +N);

The 12" test case is the dissociation reaction of nitric oxide (NO) and nitrogen
aom (N). The initid particle number densities of the reactants are the same.
Comparisons between the simulation and the theoretica results are shown in Table 6.13
and Figure 6.13. The simulated results are very closeto thetheoretica results.

13. Disxociation of nitric oxidewith oxygen atom, (NO+O— N+ O+ O);

The 13" test caseis the dissociation reaction of nitric oxide (NO) and oxygen aom
(O). The initid particle number densities of NO and O are the same. Comparisons
between the simulation and the theoretica results are shown in Table 6.14 and Figure
6.14. The simulated results agree with the theoretica results.

14. Recombination of nitric oxidewith nitrogen molecule, (N+O+ N, - NO + N,)

The following test cases are the reverse reactions of cases 9~13, which are the

recombination reaction to form nitric oxide. Thethird body particles of case 14 to 18 are
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N>, O,, NO, N and O in order. When the third particles are mol ecul es (cases 14~16), the
coefficients of rate constant in chem.dat are the same. For cases 17 and 18, in which the
third body particles are monatomi c particles, are the same. Case 14 is the recombination
reaction with nitrogen mol ecules (third body particle). Table 6.15 and Figure 6.15 are
the comparison of the simulation and theoretica results. The simulated results are
scatter and different from the theoretical results due to low reaction probability. Only
about 50 redl reactions occur in these simul aions, which lead to inaccurate results.

15. Recombination of nitric oxidewith oxygen molecule, (N + O+ O, - NO+0O,);

The 15" test case is the recombination of nitric oxide (NO) and the third body
paticle are oxygen molecules (O,). Table 6.16 and Figure 6.16 are the results of
simulation and theory. The simulations do not agree perfectly because of the low
reaction probability, especialy for the case of higher temperature, in which only 13 redl
reactions occur.

16. Recombination of nitric oxide wth nitic oxygen  molecule,

(N +O+ NO - NO+ NO);

The 16" test case is recombinationreaction of nitric oxide (NO), and the third body
particles are nitric oxides (NO). Comparisons of simulation and theoretical results are
shown in Table 6.17 and Figure 6:17.-This.case has the same situation as case 14 and 15.
The simulated results should'be improved by funning move time-stepsto obtain enough
sampling.

17. Recombination of nitric oxidewith nitrogen atom, (N +O+ N — NO + N );

The 17" test case is the recombination to form nitric oxide (NO) by calliding with
the third body particle, which is nitrogen atom (N). Table 6.18 and Figure 6.18 are the
comparisons between simulation and theoreticd results. From Table 6.18, the reaction
probability is higher than the reaction with monatomic third body particle. But the
samplings are still not enough to obtain accurate results.

18. Recombination of nitric oxidewith oxygen atom, (N +O+0O — NO+O);

The 18" test case is the fina simulation about the recombination of nitric oxide
(NO), and thethird body particleis oxygen atom (O). Table 6.19 and Figure 6.19 are the
results of simulation and theory. In conclusion, the reaction probability of
recombination is lower than the dissociation. The recombination reaction needs more
time-steps to obtain enough samplingand accur ate results.

19. Exchange reaction between nitrogen molecule and oxygen atom
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(N,+O—>NO+N)

After verifying the dissociaion and recombination reaction, the following
benchmarks ar e about the exchange reaction between molecules and atoms. The 19" test
case is the exchange reaction (forward) between nitrogen molecule (N,) and oxygen
atom. In this case, nitrogen molecule will dissociate into two nitrogen atoms and
exchange one of the nitrogen atoms with the oxygen atom, then forms one nitric oxide
molecule and one nitrogen atom. The initia particle number densities of N, and O are
the same. Only collisions between these two species will be accumulated to calcul ate
the reaction probability. The results are shown in Table 6.20 and Figure 6.20. The
simulated results agree perfectly withthetheoretical data

20. Exchangereaction between nitric oxideand nitrogen atom (NO +N — N, +O)

The 20" test case is the exchange reaction between nitric oxide (NO) and nitrogen
atom (N), which is the reverse reaction of the 19" test case. The initid particle number
densities of NO and N are the same. The results are shown in Table 6.21 and Figure
6.21. Although the simulated. results have some discrepancies, the simulations are
acceptable.

21. Exchangereaction between nitricoxide and oxygen atom (NO +O— O, + N)

The 217 test case is-aso!the-exchange reaction (forward), which is a reaction
between nitric oxide (NO) and oxy gen atom (O). Theinitid particle number densities of
NO and O are the same. The results are shown in Table 6.22 and Figure 6.22. These
simulated results are also remarkable by comparingto the theoretica data
22. Exchange reaction between oxygen molecule and nitrogen atom

(0, +N—>NO+0O)

The 22™ test case is the exchange reaction between oxygen molecule (O,) and
nitrogen atom (N), which is the reverse reaction of 21% test case. The initid particle
number densities of O, and N are the same. The results are shown in Table 6.23 and
Figure 6.23. The simul ated results are in good agreement with theoretica data
6.2.2 A Single Cdl|l with Pure Gas (Dissociation and Recombination)

After verifying the singe direction chemical reaction, the following test case isto
simulate the pure species with forward and backward reactions under different number

densities and temperatures. First, a new variable called the degree of dissociation and
are defined by



N# mN? _ massof dissociated A—atoms
N, mN, total massof gas

(6.18)

N?® and N, arethe particle number of dissociated A-atoms and the tota number of

A-atoms presert in the mixture, respectively. There aretwo simulations, in which one is
nitrogen ges and the other is oxygen ges. The ranges of temperature of nitrogen and
oxygen ges are 5,000~13,000 and 3,000~7,000 K, respectively. Three initid number

densities are used for these simulations, which are24 =10°,10°, 107, respectively. The

Yo

constants of the Arrhenius equation of dissociation are from the user guide of the
simulation code. Therdation between forward and backward rate constants is described
in Eq. (6.19),

Ke:k—f—afT &0, /T) (6.19)

Ky B aquje(_Hb/T)

where a, b and @ are constants for esch reaction and the K,, k, and k, arethe

equilibrium constant, forward and reverse rate constants, regpectively. These

coefficients are functions-of tenperature., K. can be obtained from Vincenti and

Kruger [86]. The coefficients of recombination:rate constant can be calculated by Eq.
(6.19). Thetheoretical degree of ‘dissociation is
& _Lagar (6.20)
l-a p
pq, p ad 6 aethe characteristic density for dissociation, number density and the

characteristic temperature of dissociation.

Figure 6.24(a) and 6.24(b) is the degee of dissociaion as a function of
temperature for three values of the density with pure nitrogen and oxygen gas,
respectively. The symbols indicate the simulated results from simulation and the lines
arethetheoretica results. As can be seen, the simulations are reasonablein Figure 6.24.
The dataof lowest temperatureis not good enough dueto too few chemical reactions. A
more correct result should be obtained by using more particles and time-steps.

6.2.3 A Single Cdl with 5 Species with 34 Reactions

In this section, simulations with dissociation, recombination and exchange
reactions (34 chemical reactions without ionizations) of asinge cell are presented. The
flow conditions are as follows; the initid tata number density is 0.01 of standard

atmospheric density and theinitid mole fractions of nitrogen (N,) and oxy gen molecule
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(O,) ae0.8 and 0.2, respectively. Thetatd number of particlesis 100,000. Thecdl size
of each simulation depends on the number density, which the ratio of cell sizeto mean
free path is about 0.2. The order of time-step is 2.E-8. The transient time-step before
sampling and the totd time-step are 2,900,000 and 3,000,000, respectively. The red
time is 0.06 seconds. Thetemperature range of these simulations is 2,000 to 16,000 K.
Theorigina and new fittinginput files (chem.dat) are simulated for comparison. For the

new  fitting rate  constants  of O, +N —>NO+0O reaction is
k., =3.91x10"°T*%®exp(-4.970x10°/kT) . Tables 6.24 are the mole percentage of

each species with orignd and new fittingrate constant. The mole percent is the number
of moles of each species as apercentage of thetota number of moles, which is also the
percentage of number of particles.

Figure 6.25 shows the detailed composition as a function of temperature for each
species. Figures 6.25(a) and 6.25(b) areorigina and new fittinginput data, respectively.
The symbols in these figures are the seady results, which are obtained from a solution
of the rae equations using the.same equilibbrium constants. Some conclusions are listed
asfollows;

1. No chemical reaction occurs for the present daa a 2,000 K, which is
reasonable from the résults-of-the previous singe direction chemical reaction
in Section 6.2. The.dissociation probability of oxygen molecules (O,) is too
low for lower temperature. However, some dissociation of oxygen mol ecul es
occurs in therate equation solution at 2,000 K.

2. Thesimulated results of nitrogen molecule (N,) are overestimated when the
temperature is higher than 10,000 K. It may be because most of nitrogen
molecules are dissociated under higher temperature and leads to too few
particles to obtan correct results.

3.  The oxygen molecules (O,) are scattered because the particles are too rare
when the temperaure is higher. It needs more simulated particles and
time-steps to predict the results.

4. Thetrends of nitric oxide (NO), nitrogen atom (N) and oxygen atom (O) are
in very good agreement with therate equation anadysis.

5. If dl the recombinations are negected in the simulation, al the nitrogen
molecules (N,) and oxygen molecules (O,) will be dissociated as nitrogen

atoms (crossed circle) and oxy gen atoms (crossed square) when temperatureis
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16,000K.

6.3 Concluding Remarks
This chapter has presented a chemical reaction module for the DSV C code. The
tota collision energy (TCE) mode is used to caculate the reaction probabilities of
dissociation and exchange. An extended TCE modd, which is the three-body collision
model, is gpplied to obtain the recombination probability. The function is successful
verified by severa benchmarks and most of those results agree with theoretica data. In
generd, the probabilities of dissociation increase with increasing temperatures and the
recombination probabilities decrease with increasing temperatures from the singe 2-D
cel test cases. Those cases show the chemicd reactions appear and need to be
considered when the temperature is very high. There are some suggestions to the users
of using chemica reaction module, which arelisted in thefollowing;
1. It needs a large totd number of time-steps and a long transient time before
sampling.
2. In generd, the recombination, reaction.has lower probability to react. Thus, the
recombination simulations need more time-stepsto olbtain enough sampling and

accurate results.



Chapter 7

Applications and Examples

The progposed DSMC method combining mesh adaptation, variable time-step
scheme, dy namic domain decomposition, conservative weighting scheme and chemica
reection has been verified successfully by the test problems in Chapters 3-6,
respectively. Thus, to demongrate thepowerful capability of the current simulation tool,
wewill apply it to computethreerather chalengingflows, which are an under expanded
twin-jet flow, a 3-D Apollo re-entry vehicle a 100 km dtitude and a 3-D gphere shagpe
re-entry vehicle a an dtitude of 90 km. The results will then compare with previous
simulated or experimenta studies available in the literature. Note that either only
preliminary results or problem definition will be described in the fol lowing.

7.1 Near-Continuum Underexpanded Twin-jet Interaction
Flow and Smulation Conditions

For atruly three-dimensional flow, two parale, near-continuum, under-expanded
jets issuing from sonic orifices into ahear-vacuum environment is selected as the first
goplication since the experimentd data is avalable [87]. Sketch of the twin-jet
interaction is shown in Fig. 7.1(a). It is expected tha a secondary jet form between the
two primary pardld jets under certain flow conditions. Corresponding flow conditions
represent a chalenging problem since it involves flow reg mes from near-continuum at
theinlet to near free-mol ecular flow at the outlet, where the DSV C method may be the
only available tool for analyzing this problem. Reated flow conditions are listed as
follows: the test gas is nitrogen ges; stagnaion pressure P,=870 Pa; stagnation
temperature T,=285 K; background pressure P,=3.7 Pa; resulting pressure ratio
P,/P,=235. Background pressure effect is either neglected or included in the simul aion,
in which previous simulation by Dagum and Zhu [88] has ignored and vacuum
boundary is used instead for simplicity. The corresponding Knudsen number Kny,
(= Aroat/D; D isthethroat diameter, which equas 3 mm) is 0.00385.

Computaiona domain is reduced to 1/4 of theorignal physicd domain by taking
advantage of the geometrical symmetry of the flow. Height (H), width (W) and length (L)
of the simulation domain aretaken long enough as 10D, 10 D and 20 D, respectively, as
shown in Fig 7.1(b), where the positive z-direction is out of the pgoer. Not that the
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distance between the centers of two primary jet centerline is 3 times the diameter of the
orifice. Interna energy is relaxed through the Borgnakke-Larsen model [72], using a
fixed rotationa collision number of 5. The variable time-step method and an
h-refinement mesh are used to reduce the computationd time further and to increase the
accuracy of the solution, respectively. An h-refinement three-dimensional mesh with
mesh quality control is used in this simulation (32 processors on IBM -SP2 sysem at
NCHC) to increase the accuracy of the solution. The resulting simulated particles are
about 10 millions at steady gate and the number of cdls is gpproximatey 0.66 million
after two levels of mesh refinement (Fig. 7.2). Figure 7.2(a) shows the surface mesh
dong x-y and y-z planes, while Fig. 7.2(b) illustrates the exploded view of the surface
mesh in the same planes near the sonic orifice, where the mesh is refined.
Corresponding loca cdl Knudsen number distribution is shown in Fig. 7.3, where most
of the flow field satisfies the generd cdl-size requirement except the locations very
near the sonic orifice (0.5<Kn..<1). Besides, 20,000 time-steps are used to sample the
particles for obtaining macroscopicproperties.

Dy namic Domain Decomposition

Figure 7.4 illustrates the initia ‘and final domain decomposition on the surfaces of
Xy, y-z and z-x planes for the padld twin-jet interaction using vacuum outflow
boundary. Theinitid domain decomposition.(Fig. 7.4(a)) is obtained by assigning equa
weight to each cdl, which is the same ‘as the three-dimensional sphere flow. Find
domain decomposition changes dramatically as compared with the initid domain
decomposition. In this case, the computationa timeis saved up to 100% using dy namic
domain decomposition, as compared with that using static domain decomposition.
Smilar trend is found for the case using pressure outflow boundary .

Propeties Contour

Figure 7.5 is the paticle distribution by using constant time-step and variable
time-step schemes. As the figure illustrates, the paticle distribution by using variable
time-step scheme is less than those by constant variable time-step scheme. And the
particle distribution is more uniform. Figure 7.6 presents the normdized density
contours (with respect to the density at the sonic orifice) on x-y and y-z planes using
vacuum outflow boundary. Nate tha y-z plane is the symmetric plane between the two
primary jets. It is clear that asecondary jet is formed and centered dong y-axis between
the two primary jets. In addition, the density expends similar to asinge jet on the side,

where there is no jet interaction. Smilar evidence for the formation of a secondary jet
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between the two jets exists aso for temperature (translationa and rotationa) contoursin
Fig 7.7, which is |abel in degree of Kelvin.
Centerline Properties Distributions

Figure 7.8 illustrates the density and rotational temperature distribution dong the
sy mmetric centerline (y-axis), respectively, using different outflow boundary conditions
(vacuum and pressure). Experimental data measured using laser induced fluorescence
by Soga [87] and the D3V C simulation data by Dagum and Zhu [88] using vacuum
outflow boundary condition are dso included for comparison. It is clear that current
simulation data using vacuum outflow boundary condition agree favorably with
experimenta data[87] and previous DSM C simulation data [88] using the same outflow
boundary condition. It is, however, tha the centerline density increases again for y/d>10
when pressure outflow boundary condition is used. Smilar trend is aso found for
rotational temperature distribution in Fig. 7.8(b). Note that the background pressure in
the vacuum chamber is maintained a 3.7 Pa, where no measurement location is clearly
specified in the paper [87]. The only: passible way to fully duplicate the experimenta
conditions is to conduct chamber-scae simulation, which is not possible due to the

unclear experimenta conditions provided in the paper [87].

7.2 Hypersonic Flow aroundaThree-Dimens ond Apollo Re-entry Vehicle

Flow and Smulation Conditions

The second application is a three dimensional Apollo case, which is a 100 km
dtitude and simulated with 34 chemica reactions [89]. Haf of the whole Apollo
geometry is simulated to save the computationa time. Related flow conditions are listed
as follows: the dtitude of this case is 100 km and the ange of atack is 25°; the initid
number densities of inflow gases are determined by the M S SE-90 Atmosphere model
(http://nssdc.gsfc.nasa. gov/space/mode/modes/msis.html), which are nitrogen, oxygen
and oxygen atoms with 8.467E18, 2.025E18 and 3.995E17, reypectively; the velocity
and temperature are 9,592.64 m/s and 190.6 K, respectively; the wall temperature is
fixed and is predicted by the Sephan-Boltzmann Law, which is 1,378 K; the
corresponding K nudsen number Kn (based on the radius of aft compartment) is 0.033.
The cdl number and particle number of this simulation are about 750,000 and
15,000,000, respectively. Themeshis shown as Fig 7.9(a). Figure 7.9(b) is the particle
locations on the slide near the symmetric plane. Each dot means a simulated particle.

There have more particles gathering in front of the object because the bow shock. And
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fewer particles existed behind the object.

Propetties Contour

Figure 7.10 is number density contour of each species, which is a slide of X-Z
plane that can easily understand the flow field of Apollo case. Figure 7.10(a)~7.10(e)
represent the number densities of N2, 02, NO, N and O, respectively. In thesefigures, a
clear bow shock is formed in front of the object and the weak regon is & under part
behind the object. The chemical reactions are occurred at those regons to produce No
and N because the temperature is heated by the bow shock. The temperature and
velocity contours are shown as Fig. 7.11. Figure 7.11(a)~7.11(c) are the contours of
translation, rotation and vibration, respectively. The maximum translational temperature
is located on the bow shock near the upper tip of the object. The vaue reaches to 33,000
K which leads to chemical reactions occurred.  These three temperature contours show
strong degree of thermd non-equilibrium a the shock and wake regons. Figure
7.11(d)~7.11(f) illustrate the velocity contours in three coordinate directions near X-Z
plane. In Fig 7.11(d), the U-velocitysaong X-direction is decreased by the bow shock
and then incressed by rarefaction. The V-velocity aong Y-direction in Fig. 7.11(e) is
amost zero because it is a symmetric case: The W-velocity dong Z-direction in Fig
7.11(f) is interesting. Particles flowing through the lower part of the Apollo are faster
than thosethrough the upper.part-Andthe separation exits behind the object.

7.3 A Three-Dimensona Re-entry Sphere How

Flow and Smulation Conditions

Thethird application is a three dimensiona sphere case, which is a 90 km dtitude
and simulated with 19 chemical reactions [89]. Accordingto the verifications of asinge
cdl, the order of recombination probability is much less than the dissociation and
exchange reactions. Thus, recombination is negigble in this simulation. Only one in
sixteenth physica domain is simulated because its axis-symmetric gegometry. Related
flow conditions are listed as follows [69] the dtitude of this case is 90 km and the
free-stream density is 3.43E-6 kg’m3; the initid mole fraction of oxygen molecule,
nitrogen molecule and oxygen aoms are 0.209, 0.788 and 0.004, respectively; the
free-stream veocity and temperature are 7,500 m/s and 188 K, repectivey; the wall
temperature is 350 K with full diffuse surface; the corresponding Knudsen number Kn
and Reynolds number Re(based on the diameter of the sphere, which is 1.6 meter) ae
0.01 and 3,243, respectively. Thetwo-level adaptive cel number and particle number of
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this simulation are about 670,000 and 3,000,000, respectively. The adaptive mesh
refinement can easily capture the bow shock in the front of the sphere because it is a
hypersonic flow, which is shown as Fig. 7.12.

Propeties Contour

Figure 7.13(a)~(c) illustrate flow field contours of this simulation, which including
normaized density, normaized overall temperature and M ach number on the X-Z plane,
respectively. The normaized properties are based on the free-stream condition. As we
can seg, there is a very strongbow shock stands in the front of the sphere and the wake
region exists behind the object. The normalized density and overadl temperature are
increased adong the X-axis first because the bow shock effect, which the maximum
vaue are about 120 and 60, respectively. Figure 7.14 represents the mole fractions for
five species, which are N2, 02, NO, N and O, aong the stagnation line. Nitrogen and
oxygen molecules stay congant before the bow shock and then decreasing near the
shock regon because the temperature goes very high, which can process the
dissociation reaction. Thus, the molefractions of nitric oxide, nitrogen atom and oxy gen
atom are increased. Figure,7.15 shows.the surface coefficients, including pressure,
skin-friction and heat transfer coefficients, aongthe symmetric line of the surface of the
sphere. This figure is platted as'a-function of the circumferentid ange (6 measured
clockwise from the stagnation point and thesimulation data of Dogra et d. [69] is dso
plotted into this figure for comparison. The pressure (Fig. 7.15(a)) and heat transfer (Fig.
7.15(c)) coefficient decreased with increasing circumferential angle and the maximum
vaue are a stagnation point &=0°. The simulated result agrees very wel with the
reference [69]. The skin-friction coefficient increased then decreasing dong the sphere
surface and the maximum valueis near =40°. As we can seetheresults of skin-friction
and heat transfer coefficients are pretty scattering because the particle sampling is not
enough. M ore paticle number and longer time-steps can overcome this problem and
obtain more accurate simulated results. Although the results are not exact the same, the

results are acceptable by comparingwith reference data

7.4 Concluding Remarks
This chepter presents severd three-dimensional egpplications, which are a
near-continuum paralel twin-jet, the Apollo re-entry vehicle flow and a hypersonic

re-entry gohere flow. All these cases are interesting and important but it is very



complicated and the computation is time-consuming. By using the present PDSC, it
can efficiently simulate and obtain accurate results by using reasonable computing
time, which demonstrates its capability.
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Chapter 8

Conclusions

8.1 Summary
The direct simulation of Monte Carlo (DSM C) method is used to simulate gas

flows under rarefied gas environment in these four decades. M esh resolution, huge

computationa cost and flow involving specific problems are three main drawbacks by

using the DSV C method. To overcome these disadvantages, a generd-purpose pardle
DSV C code (PDSC) is presented and verified by comparing with experiment and

references. The current PDSC has following f eatures;

1.

It is a three-dimensional DSM C code with undructured tetrahedra mesh,
which is easier and flexible to ded with the flow with conplex and irregular
geometry. A cell-by-cdl particle tracking technique can easily and correctly
track particle movements:

A general unstructured adaptive mesh refinement with variable time-step
scheme is developed to save computationa time and to obtain accurate results.
The paticle number of .a 3-D. hypersonic sphere flow by using constant
time-step schemeis1.7-miltion, which can bereduceto 0.34 million particles
by gplying variabl e time-step 'scheme and the transient time is decreased to
only 25%. The computationd efficiency can be speeded up to 10 times and
more accurate result can be obtained if simulation uses suitable mesh
resolution and time-step.

Pardlelization of a 3-D DSV C method is developed to save the computing
time. The parale D SV C code with dynamic domain decomposition is also
implemented to speed up the computationa efficiency. The dynamic domain
decomposition function can dleviate the unbaancing loading between each
processor. This method can save 30-100% for the driven cavity flow by using
static domain decomposition method.

Conservaive weighting scheme (CWS) for flows with trace species is
incorporated in PDSC to obtain reasonable number of simulated particles. A
quasi 2-D hypersonic cylinder flow is used to verify this function. The tota
paticle number by using constant weighting scheme is up to 10 million,

which can be reduced to 0.24 million if the conservative weighting scheme is
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activated.

5. Chemicd reaction is developed for hypersonic reactive flows. It is tested by
severd cases, which includes comparisons the reaction probability (Pr) and
rate constant (ki) of each single reaction, degree of dissociaion of pure
species and the mole fraction of air (5 species) for a 2-D sinde cell. This
function can correctly simulate dissociation, exchange and recombination
reactions and the results agree with theoretical data

Finally, severd applications, which are a 3-D pardld underexpanded twin-jets, a

hypersonic Apollo re-entry vehicle and ahypersonic re-entry sphereflow, are simul ated
to demonstratepatentia and ability of the PDSC.

8.2 Recommended Future Studies

There is still has something to make the PDSC complete. The diagr.am of

recommended future studies is shown in Fig. 2.4 and described in the fol lowing

1. To develop hybrid mesheade in PDSC. This can be a hybrid code with
structured/ungructured and_ tetrahedra/hexahedrad mesh sysem, which can
savethe cdl number and reduce the time of tracking particle;

2. To cowle withather numerica solves which can extend its capability of
simulate complex flows.*Combiningwith computationa fluid dy namics (CFD)
solver can solve the flow has continuum flow region. Combining with
partticle-in-cdl (PIC) method can simulate flows with plasma. Incorporating

with particle flux method (PFM ) can simulate inviscid flow.
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Appendix A

Derivation of the Probability of Dissociation/Exchange

How to derive the reaction probability of the particle method is the most important
issue to process the chemica reaction. For the dissociation and exchange reactions, the
tota collision energy modd (TCE) is used in M ONACO. To make sure the MONACO
uses the TCE modd as mentions in Bird's book [11], simple derivation in thefollowing
shows the dissociation probability of MONACO isthe same as the Eq. (6.10) in Bird's
book.

From\PHYS\col _modd .c directory
ETA[iclass]|=refcxs* 2.0/sqrt(P1)* pow((2.0*GA SCONST *Trefvhs)/reducedm([iclass],om
ega)* pow(2.0* GA SCONST /reducedm([icl ass],(0.5-omega))

20 ,2RT 4 omear 2Rt omea 20 ,2RTis o 2R\, .,
ST T TG T e R (omega= 0 —1/2)

if ispec=jspec=¢ = 2, if ispecljspec= ¢ =1,

From \PHYS\chem.c directory

ZETAra[iclass] = ecies|ispec).DOFrai + gecies]jspec] . DOFra=¢, , + &, ,;
ZETAVvib[iclass] = species|ispec] .DOFvib + gecies[jspec] . DOFvib=¢, , + ¢, ,;
ZETAC(]iclass] = DOFrd + ZETArd[iclass| +ZETAvib[iclass]
=2(2—-omega) + &, 1+ ¢ oGyt G = 2AY2- @) + G+ G o+ Gt G
REAphi2[iclass][ireac] =

ETAdliclass]/2.0-1.0=(3/2-w,) +¢ (& = 1 +¢, ,22 wité w2)

REAphil[iclass][ireac] =READ[i class|[ireac]-0.5+omega+REAphi2[iclass][ireac]-
REAphi3[iclass][ireac]=

b-12+ w,-Y2+(32-w,)+ ¢ — REAphi3=b +¢ +1/2 — REAphi3
r0 = REAphi2[iclass][ireac] +1.0= (52— w,,) + ¢

rl = REAphil[iclass][ireac]+1.0=b + ¢ + 3/2— REAphi3

r2 = ZETAvib[idlass]/2.0= ({,, + ¢,,)/2

r3 =r2 + REAphi3[iclass][ireac]= ({,, + {,,)/2+ REAphi3

9



r4 =
REAphil[iclass][ireac]-REAphiZ[iclass][ireac] +REAphi3[iclass][ireac]=b + v, — 1

For Dissoci ation Reaction
READbetdiclass][ireac]

*mc_gamma(r2)/mc_gamma(r3)
*REAdiclass|[ireac] [ETA[iclass]* pow(GASCONST ,-r4)

mc_gamma(r0)/mc_gamma(rl)

FE2-a,+8) _ T(@u+6.)2 a —
I'(b+¢ +32-REAPhI3) T((¢,,+¢,.)/2+REAPhI3) 20 ( 2RT o2 2_R)1_,012
Jre' m m

Plireac] = REAbetdiclass|[ireac]* pow(Ediff, REAphil[iclass][ireac])
*pow(Ecoll,-REAphi2[iclass][ireac])

FE2-w,+8) O T(€u+83)/2) a Rt
I'(b+¢ +3/2—REAphi3) (({,.+¢,2)/2+REAphI 20 ( 2RT o 2_R)1_a,12
Ve m m
(Ecoll _ Ea)b+Z+JIZ—REAphi3 . ECOH—JZHQZ—Z
CE2-a,+8)  T(u+60)[2  almemPTV° L,
I(b+¢ +3/2-REAphI3) T(({,,+¢,,)/2+ REAphi 3 220
(Ecoll _ Ea)b+Z+J/2— REAphi3 —3|{2+a)12 -

For the MONACO code, m, =mxN_, R=kxN,, E, =E.xN,,E, =E,x N,
By comparingwith Eq. (6.10) of the Bird's book.

ﬁllngTr; F(Z_+ 5/2 _ a)AB) ( m )1/2 (Ec _ Ea)f7+-§+1/2
2Gref (kTref )’] B r(é, + n + ?7/2) 2kTref E§+qz_wAB

P (%) =
KT

1/2 1/2-wpg - e
— A‘\/;‘C’an Tref . k1/2—77—(uAB . F(gj 52_ a)AB) . (Ec __Ea)” ez
2\20 (¢ +n+3/2) ES Y2

S0, the probability of dissociation usesthe Eqg. (6.10) of the Bird's book. The

probability of exchange also uses the same equation expect the constants of theArrhenis

equation.
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Appendix B

Derivation of the Probability of Recombination

A three-body modd for recombination reaction is proposed by Professor Boyd.
The third body is used to provide the energy to process recombination reaction. The
detal of this method is described in Section 6.1.2. The following paragraph is the
equation of reaction probability.

From\PHYS\col _modd .c directory

ETA[iclass]

=refcxs* 2.0/sgrt (Pl * pow((2.0*GA SCONST *Trefvhs)/reducedm(iclass],omega)
*pow(2.0*GA SCONST /reducedm][iclass],(0.5-omega))

20 (ZR ref )omega (2R)1I2—omega — 21+Omega+112—0megaa i R]IZ . T omega
'\/_8 m, m, Jmm e
2
= &- RY2.To™®  (omega =, —1/2)
Jmm, &
if ispec=jspec=¢ = 2, if ispecljspec=¢ = 1,
From \PHYS\chem.c directory

REA phil[iclass][ireac]=REA bJi class}|ireac]-0.5+omega=b - /2 + omega = y
r0 = 7.0/2.0+species|ireac].DOFrot/2.0-omege= 7/2 + ¢, /2— omega

rl=r0+ REAphil[iclass|[ireac]= 7/2+¢,/2—omega+ y
READbetgiclass][ireac]= Wp* mc_gamma(r0)/mc_gamma(rl)*
REAdiclass|[ireac] [ETA[iclass] *

pow(GASCONST ,-REAphil[iclass|[ireac])

.
F(—+%—omega) a
W. - . R ¥
g 4 22
F( +2L —omega + ) O RY2 . Tomo
2 2 am e

F(— += ;1 — omega) a_mg

=W - . JRAY2
P omega
F( +2L { —omega+ 7) 220-T™
2 2
Precom=* nobj*volinv * READbetdicl ass|[kspec]

*pow((Ecoll+E3),REAphi1[idass] [ksped])
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[
(= += —omega [
(2 > mega) a.Jam, & R

* nobj * volinv*W, - - -E/
) P F(Z+é_orrega+ Z) ZJEG'Tonega c
2 2
F(Z+é—omega) aJ_g NJ/2
—*nobj * volinv*W, - 2{ 2 Ty (N, y* V2. EZ . NZ
F(E L _omega + y)
7 51
( —omega) | afmm, & o

=*nobj * volinv*W, -
omega

F(£+%—omega+;() 2V20-T

[
F(E+El—omega) | a\/%rg 1

omega ’ kb+omega

.ECZ

=*nobj * volinv*W, -
7 V2o
F(E+%—omega+;() 2NZ2o-T

if ispec=jspec=¢ = 2, if ispecjspec=>¢ =1,
By comparingwith Eq. (13) (Recombination probability of binary collision) of the
paer of Boyd, Phys.FluidsA 4(1), 1992, pp:178-185.
1"(Z + e omega)

P(E)=(Ly o M VT My 2 2 E
Tz pAER DR 2(2—- w)KT, 7 ¢ ¢
' < °  TI(z+=-omega+y)
2 2
(e

\/E a, 1 3 F(—+——omega)
20, (2-w)T, F( +2L _omega+ y)

102



Table 1. 1 Comparison of some wel-known DSV C codes.
& Dy namic Domain Decomposition
® Variable Time-Sep Scheme
¢ Quantum Vibration M odel

d Graphic User Interface

Coordinate

Grid

Paralld

. a b . c d

Simul ator System System Computing DDD VTS Chemistry QVM GUI
Visud Sructured

DSMC 2-D/AXis./3-D b-cells No No Yes Yes Yes Yes
Program Adaptive

Unstrudured
DAC  2-D/Axis/3-D 2leve Yes Yes ; Yes - ;

' embedded
Catesian

MONACO 2D/AXS/3D oo Yes M anua Yes Yes Yes No

SMILE  2-D/Axis/3-D Rectangular Yes Yes Yes Yes Yes Yes
Adaptive

PDSC 2.D/3-p  Unstrudured Yes Yes Yes Yes Yes Yes
Adaptive
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Table 3. 1 The complete listing of physicd and VHS parameters of a hy personic flow

over acylinder.

N ges Kn,=0.025  n,=5.1775E19 (#m°) U= 1823.149 (m/s)
Ma,,.=20 @=0.74 Mye= 4.65E-26 (KQ)  dre=4.17E-10 (M)
Tre=273 (K) T,=291.6 (K) T..=20 (K) To=1620 (K)
Zr =21 T*=79.8
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Table 3. 2 The cell numbers of adaptive mesh with or without cdl quality control.

Leve 0 1 2 3 4

cdl qudity
control
cdlno. 7,025 13,916 13,916 33,737 33,773 67,060 67,021 75,305 75,099
(Kng)min 0.066 0.104 0.1041:0:276 0.171 0300 0.289 0314 0.321

- No Yes No Yes No Yes No Yes
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Table 3. 3 The complete listing of physicd and VHS parameters of a hy personic flow

over a 15°-compression ramp.

N> ges Kn=1,/X.=2E-4 Re=1.04E5  , =5221F-4 (kgm’)
p,,=12.79 (Pa) Ma,,=14.36 U= 2652.1 (m/s) @=0.75
M= 4.65E-26 (KQ)  Ge=4.17E-10 (M)  T,e=273 (K) TW=294.4 (K)
T.=84.83 (K) Zr=5
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Table 3. 4 The cell numbers of adaptive mesh with or without cel quality control.

Levd 0 1 2
cdl qudlit
g y - No Yes No Yes
control
cdl no. 15,063 30,219 30,219 83,398 83,776
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Table 3. 5 The complete listing of physicd and VHS parameters of a hy personic flow

over asphere.
N> ges Kn=4,/D=1.035E-1 Re =30 n,=9.77e€20 (#/m°)
p.=12.79 (Pa) Ma,.=4.2 U..= 697.022 (m/s) @=0.74
Mye= 4.65E-26(KQ)  Ore=4.17E-10 (M) Tie=273 (K) Tw=300 (K)
To=300 (K) T..=66:25(K) Zr=5
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Table 3. 6 The cell numbers of adaptive mesh with or without cdl quality control.

Levd 0 1 2
cdl qudlit
g y - No Yes No Yes
control
cdl no. 5,353 22,510 22,510 151,732 164,276

109



Table4. 1 Comparisons of theparald machinesat NCHC.

System Hardware
IBM -SP2 IBM-SV P
Configuration
1 per node 4 per node
CPU P2SC -160 -M Hz Power3-11 375-M Hz
(64 cpu) (128 cpu)
M emory 256 <IViB (per node) 4 -GB (per node)
L1 Cache (per CPU) 128-KB 32KB/64KB
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Table 4. 2 Number of cells and particles for three different problem sizes for the

driven cavity flow

Problem size Small M edium Large
Cdl numbers 11,250 45,000 180,000
Particle numbers 225,000 900,000 3,600,000
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Table 6. 1 The constants of therate coefficients in chem.dat file.

* Rate constant k = aT® exp(— g) =aT?’ exp(—%)

Reactions a* b * E,*
1. N,+N,>N+N+N, 6.170E-09 -1.6 1.561E-18
2. N,+N—>N+N+N 1.850E-08 -1.6 1.561E-18
3. N+N+N,—->N,+N, 5.691E-40 -16 0
4 N+N+N—->N,+N 1.706E-39 -1.6 0
5. 0,+0,»>0+0+0, 4.580E-11 -1.0 8.197E-19
6. 0,+0->0+0+0 1.375E-10 -1.0 8.197E-19
7. 0+0+0,-50,+0, 6.305E-44 -0.5 0.0
8 0+0+0-0,+0 1.905E-43 -0.5 0.0
9. NO+N,—>N+O+N, 3.830E-13 -0.5 1.043E-18
10. NO+0O, > N+0+0, 3.830E-13 -0.5 1.043E-18
11. NO+NO - N+0O+ NO 3.830E-13 -0.5 1.043E-18
12. NO+N ->N+O+N 1:660E-13 -0.5 1.043E-18
13. NO+O—->N+0O+0O 7.660E-13 -0.5 1.043E-18
14. N+O+ N, > NO+N, 1.583E-43 -0.5 0.0
15. N+0O+0, > NO+O; 1.583E-43 -0.5 0.0
16. N+0O+NO — NO+ NO 1.583E-43 -0.5 0.0
17. N+O+N—->NO+N 3.180E-43 -0.5 0.0
18. N+O+O0O—>NO+O 3.180E-43 -0.5 0.0
19. N,+O—>NO+N 5.300E-17 0.10 5.177E-19
20. NO+N - N, +0 2.020E-17 0.10 0.0
21. NO+O—->0,+N 3.600E-22 1.29 2.719E-19
22. 0,+N—>NO+O 5.200E-22 1.29 4.970E-20
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Table 6. 2 Comparison of the reaction probability and rate constat of N, + N, - N+ N+ N, reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 2.008310E+09 1.000000E+01 4.979312E-09 0.290278E-08 1.910565E-24 0.111380E-23
7000 1.005983E+09 1.030000E+02 1.023875E-06 0.999210E-06 4.273378E-22 0.417043E-21
9000 9.993514E+08 2.472600E+04 2.475205E-05 0.227658E-04 1.1000727E-20 0.101180E-19
11000 9.992670E+08 1.687040E+05 1.688278E-04 0.154345E-03 7.889357E-20 0.721257E-19
13000 9.813145E+08 5.963470E+05 6.077022E-04 0.551246E-03 2.960917E-19 0.268585E-18
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Table 6. 3 Comparison of thereaction probability and rate constart of N, +N — N+ N+ N reaction

Total collisions

. Number of red P P K K
Temp. ((K) between _ . : -
reaction (Simul ation) (Theoreticd) (Simulation) (Theoreticd)
reactants

5000 6.722381E+08 2.000000E+00 2.975137E-09 0.409370E-08 2.427084E-24 0.333959E-23
7000 6.790187E+08 8.070000E+02 1.188480E-06 0.140915E-05 1.054633E-21 0.125045E-20
9000 5.994706E+08 1.897000E+04 3.164459E-05 0.321058E-04 2.990167E-20 0.303375E-19
11000 5.729034E+08 1.262960E+05 2.204490E-04 0.217667E-03 2.190240E-19 0.216260E-18
13000 5.446063E+08 4.427480E+05 8.129689E-04 0.777403E-03 8.421626E-19 0.805319E-18
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Table 6. 4 Comparison of the reaction probability and rate constart of N +N+ N, — N,+ N, reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between _ _ ' .
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

5000 2.653486E+08 6.000000E+01 2.261177E-07 0.235230E-06 6.602036E-46 0.686809E-45
7000 2.659365E+08 2.900000E+01 1.090486E-07 0.116441E-06 3.754451E-46 0.400896E-45
9000 2.625208E+08 2.000000E+01 7.618443e-08 0.678132E-07 3.012677E-46 0.268164E-45
11000 2.573439E+08 1.200000E+01 4.663021E-08 0.437044E-07 2.075406E-46 0.194518E-45
13000 5.382297 E+08 2.600000E+01 4.830651e-08 0.301891E-07 2.382503E-46 0.148895E-45
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Table 6. 5 Comparison of thereaction probability and rate constart of N+ N+ N — N, + N reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between _ _ ' .
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

3000 1.058814E+09 1.606000E+03 1.516791E-06 0.141031E-05 2.214313E-45 0.205886E-44
4000 1.064403E+09 7.730000E+02 7.262284E-07 0.698113E-06 1.250171E-45 0.120177E-44
5000 1.050878E+09 4.980000E+02 4.738893E-07 0.406569E-06 9.369865E-46 0.803879E-45
6000 1.031560E+09 3.370000E+02 3.266960E-07 0.262026E-06 7.2702517E-46 0.583110E-45
7000 1.011896E+09 2.590000E+02 2.559552E-07 0.180997E-06 6.311923E-46 0.446344E-45
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Table 6. 6 Comparison of the reaction probability and rate constat of O, + O, - O+ O+ O, reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ _ .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

3000 909944997 224 2.461687E-07 0.127783E-06 7.407696E-23 0.384524E-22
4000 812138012 14664 1.805605E-05 0.125894E-04 5.838560E-21 0.407089E-20
5000 902565292 211049 2.338324E-04 0.185648E-03 7.994987E-20 0.634750E-19
6000 876586710 1116620 1.273827E-03 0.107052E-02 4.558466E-19 0.383093E-18
7000 846974877 3550774 4.192302E-03 0.363173E-02 1.559184E-18 0.135070E-17
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Table 6. 7 Comparison of thereaction probability and rate constart of O, +O— O+ O+ 0O reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between . _ : :
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

3000 433257607 97 2.238853E-07 0.201857E-06 1.280387E-22 0.115441E-21
4000 437929163 9191 2.098741E-05 0.198873E-04 1.289762E-20 0.122216E-19
5000 429199928 139810 3.257456E-04 0.293266E-03 2.116688E-19 0.190564E-18
6000 417020964 790388 1.895320E-03 0.169109E-02 1.289010E-18 0.115011E-17
7000 402801642 2608729 6.476461E-03 0.573701E-02 4.577705E-18 0.405505E-17
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Table 6. 8 Comparison of the reaction probability and rate constat of O+ 0+ O, - O, + O, reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between _ _ ' .
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

3000 186447756 148 7.937880E-07 0.643972E-06 1.419123E-045 0.115128E-44
4000 188588480 120 6.363061E-07 0.488072E-06 1.299858E-045 0.997041E-45
5000 185131710 9 4.915419E-07 0.383242E-06 1.143789E-045 0.891781E-45
6000 179556576 67 3.731414E-07 0.309784E-06 9.805790E-046 0.814081E-45
7000 173254226 51 2.943651E-07 0.256480E-06 8.650219E-046 0.753692E-45
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Table 6. 9 Comparison of thereaction probability and rate constart of O +0O+0— O, +0O reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between _ _ ' .
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

3000 746437311 3657 4.899273E-06 0.450826E-05 3.781211E-45 0.347944E-44
4000 755242580 2791 3.695501E-06 0.341685E-05 3.259020E-45 0.301328E-44
5000 741177555 2148 2.898091E-06 0.268297E-05 2.911261E-45 0.269516E-44
6000 718982844 1703 2.368624E-06 0.216870E-05 2.687134E-45 0.246033E-44
7000 694873458 1335 1.921213E-06 0.179554E-05 2.437256E-45 0.227783E-44
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Table 6. 10 Comparison of the reaction probability and rate constart of NO +N, - N+ O+ N, reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 249626105 464 1.858780E-06 0.194162E-05 1.412561E-21 0.147551E-20
7000 250173393 28670 1.146005E-04 0.113297E-03 9.473233E-20 0.936544E-19
9000 247166816 271610 1.098893E-03 0.103368E-02 9.672819E-19 0.909877E-18
11000 242704757 1077996 4.441594E-03 0.409384E-02 4.110775E-18 0.378892E-17
13000 238343701 2719260 1.140899E-02 0.103942E-01 1.100956E-17 0.100303E-16
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Table 6. 11 Comparison of the reaction probability and rate congant of NO +0O, - N+ O+ 0O, reaction

Total collisions

. Number of red P P Kq K
Temp. (K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 235424229 628 2.667525E-06 0.205645E-05 1.913965E-21 0.147551E-20
7000 236615349 38244 1.616294E-04 0.119997E-03 1.261472E-19 0.936543E-19
9000 233134814 343420 1.473053E-03 0.109481E-02 1.224226E-18 0.909877E-18
11000 228967220 1315563 5.745639E-03 0.433596E-02 5.020758E-18 0.378892E-17
13000 224779133 3221065 1.432991E-02 0.110090E-01 1.305607E-17 0.100303E-16
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Table 6. 12 Comparison of the reaction probability and rate constart of NO + NO — N+ O+ NO reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 493274083 1872 3.795050E-06 0.389306E-05 1.427100E-021 0.146396E-20
7000 494547920 115934 2.344242E-04 0.227166E-03 9.588958E-020 0.929208E-19
9000 488493032 1070455 2.191341E-03 0.207259E-02 9.544769E-019 0.902750E-18
11000 479800926 4259445 8.877525E-03 0.820839E-02 4.065693E-018 0.375925E-17
13000 470268366 10667725 2.268434E-02 0.208411E-01 1.083194E-017 0.995177E-17
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Table 6. 13 Comparison of the reaction probability and rate constat of NO+N — N +O + N reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 266760622 980 3.673706E-06 0.363018E-05 2.986411E-21 0.295103E-20
7000 270420558 59722 2.208486E-04 0.211827E-03 1.952863E-19 0.187309E-18
9000 264623436 548760 2.073739E-03 0.193263E-02 1.952618E-18 0.181975E-17
11000 259673553 2150813 8.282757E-03 0.765412E-02 8.200219E-18 0.757785E-17
13000 254694166 5391097 2.116694E-02 0.194338E-01 2.184979E-17 0.200607E-16
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Table 6. 14 Comparison of the reaction probability and rate constat of NO+O— N+ O+ O reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 223358315 978 4.378614E-06 0.433327E-05 2.981911E-021 0.295103E-20
7000 224668576 58772 2.615942E-04 0.252853E-03 1.937843E-019 0.187309E-18
9000 221564005 552839 2.495166E-03 0.230694E-02 1.968229E-018 0.181975E-17
11000 217709070 2156316 9.904576E-03 0.913655E-02 8.214855E-018 0.757785E-17
13000 213956988 5394345 2.521229E-02 0.231977E-01 2.180288E-017 0.200607E-16
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Table 6. 15 Comparison of the reaction probability and rate constart of N + O+ N, — NO + N, reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 90122344 40 4.035417E-07 0.304911E-06 2.963733E-045 0.223936E-44
7000 99329520 24 2.416200E-07 0.218537E-06 2.092509E-045 0.189261E-44
9000 98280965 17 1.729735E-07 0.167800E-06 1.720584E-045 0.166912E-44
11000 96350646 10 1.037876E-07 0.134867E-06 1.161857E-045 0.150978E-44
13000 94522664 14 1.481126E-07 0.111954E-06 1.837347E-045 0.138879E-44
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Table 6. 16 Comparison of the reaction probability and rate constart of N + O+ O, - NO+O, reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between _ _ ' .
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

5000 99223776 32 3.225034E-07 0.304911E-06 2.368562E-045 0.223936E-44
7000 99226239 25 2.519495E-07 0.218537E-06 2.181966E-045 0.189261E-44
9000 98226610 18 1.832497E-07 0.167800E-06 1.822802E-045 0.166912E-44
11000 96373596 15 1.556443E-07 0.134867E-06 1.742370E-045 0.150978E-44
13000 94694018 13 1.372843E-07 0.111954E-06 1.703021E-045 0.138879E-44
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Table 6. 17 Comparison of the reaction probability and rate constart of N + O+ NO — NO+ NO reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 99073342 37 3.734607E-07 0.304911E-06 2.742809E-045 0.223936E-44
7000 99355778 21 2.113616E-07 0.218537E-06 1.830461E-045 0.189261E-44
9000 98045441 24 2.447844E-07 0.167800E-06 2.434893E-045 0.166912E-44
11000 96465977 17 1.762279E-07 0.134867E-06 1.972795E-045 0.150978E-44
13000 94639816 15 1.584957E-07 0.111954E-06 1.966150E-045 0.138879E-44

128



Table 6. 18 Comparison of the reaction probability and rate constat of N+ O+ N — NO + N reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 222368524 225 1.011834E-06 0.914497E-06 2.476983E-045 0.223870E-44
7000 223682461 170 7.600059E-07 0.655444E-06 2.193882E-045 0.189205E-44
9000 220237391 124 5.630288E-07 0.503272E-06 1.866755E-045 0.166863E-44
11000 216670853 122 5.630661E-07 0.404463E-06 2.101188E-045 0.150933E-44
13000 212511245 74 3.482169E-07 0.335746E-06 1.439954E-045 0.138838E-44
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Table 6. 19 Comparison of the reaction probability and rate constat of N+O+O — NO+ O reaection

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 222535385 201 9.032271E-07 0.914497E-06 2.211112E-045 0.223870E-44
7000 223472402 185 8.278427E-07 0.655444E-06 2.389704E-045 0.189205E-44
9000 220318540 123 5.582826E-07 0.503272E-06 1.851018E-045 0.166863E-44
11000 216464094 117 5.405054E-07 0.404463E-06 2.016999E-045 0.150933E-44
13000 212461834 65 3.059373E-07 0.335746E-06 1.265119E-045 0.138838E-44
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Table 6. 20 Comparison of the reaction probability and rate constarnt of N, +O — NO+ N reaction

Total collisions

. Number of rea P, P K K
Temp. (K) between _ _ ' .
reaction (Simulation) (Theoretical) (Simul ation) (Theoretical)
reactants

5000 448696187 43293 9.648622E-05 0.100183E-03 6.597438E-20 0.685024E-19
7000 450814795 374796 8.313747E-04 0.812581E-03 6.183565E-19 0.604378E-18
9000 444335334 1205511 2.713066E-03 0.257461E-02 2.148765E-18 0.203911E-17
11000 436669803 2480978 5.681588E-03 0.533062E-02 4.731359E-18 0.443909E-17
13000 428279387 4039183 9.431187E-03 0.878537E-02 8.188798E-18 0.762805E-17
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Table 6. 21 Comparison of the reaction probability and rate constant of NO + N — N, + O reaction

Total collisions

. Number of red P P Kq K
Temp. (K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 532736242 33141438 6.220984E-02 0.582376E-01 5.057131E-17 0.473422E-16
7000 534468471 31479363 5.889845E-02 0.553712E-01 5.208119E-17 0.489622E-16
9000 528640226 29895721 5.655211E-02 0.533227E-01 5.324907E-17 0.502083E-16
11000 519066616 28442223 5.479494E-02 0.517416E-01 5.424891E-17 0.512260E-16
13000 509389746 27193371 5.338421E-02 0.504612E-01 5.510638E-17 0.520890E-16
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Table 6. 22 Comparison of the reaction probability and rate constart of NO +O — O, + N reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 446187472 264810 5.934950E-04 0.607356E-03 4.041802E-19 0.413620E-18
7000 448940904 1222346 2.722732E-03 0.265693E-02 2.016951E-18 0.196820E-17
9000 442632876 2987210 6.748731E-03 0.644966E-02 5.323514E-18 0.508760E-17
11000 435020516 5452565 1.253404E-02 0.118315E-01 1.039573E-17 0.981302E-17
13000 426429436 8435851 1.978252E-02 0.185425E-01 1.710737E-17 0.160350E-16

133



Table 6. 23 Comparison of the reaction probability and rate constat of O, + N - NO+ O reaction

Total collisions

. Number of red P P Kq K
Temp. ('K) between _ _ : .
reaction (Simulation) (Theoretical) (Simulation) (Theoretical)
reactants

5000 446187472 264810 5.934950E-04 0.607356E-03 4.041802E-19 0.413620E-18
7000 448940904 1222346 2.722732E-03 0.265693E-02 2.016951E-18 0.196820E-17
9000 442632876 2987210 6.748731E-03 0.644966E-02 5.323514E-18 0.508760E-17
11000 435020516 5452565 1.253404E-02 0.118315E-01 1.039573E-17 0.981302E-17
13000 426429436 8435851 1.978252E-02 0.185425E-01 1.710737E-17 0.160350E-16
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Table 6. 24 M ole percentage of each species by usingorignal chem.dat.

Temp. N, N, 0, 0, NO NO N N o O
(°K) (Orignd) (Fitting) (Orignd) (Fitting) (Orignd) (Fitting) (Orignd) (Fitting) (Orignd) (Fitting)
2000 80 80 20 20 0 0 0 0 0 0
3000 78.73293  79.30586 19.04047 19.49159 0.5480151 0.2640975 0.0005548 5.9726E-5 1.678009 0.9383817
4000 58.51967 58.68676 0.2123696 0.2220255,:10.4692463 0.938484 1.096412 0.5560535 39.70229  39.59669
6000 25.41407 36.97584 0.0039259 0.0063654. 0/1099764 '.0.2671703 38.56771  25.1045 3590432 37.64613
8000 0.24792  0.2827485 0.0001338 3.5631E=5 0.0020865° 0.0023249 70.51454 70.89766 29.23532  28.81723
10000  0.0164276 0.0224934 2.6668E-5 4.4456E-6: 0.0005067 0.0005867 71.36262 71.67037 28.62042  28.30656
12000  0.0039995 0.0045668 9.9989E-6 6.6664E-6. . 0.0002100:0.0001900 71.63901 71.78274 28.35678  28.2125
14000  0.0016150 0.0016265 5.0041E-6 6.6657E-6 '9.4986E-5 5.9992E-5 71.94937 7216114 28.04892 27.83717
16000  0.0006602 0.0006750 0 1.6665E-6 2.0007E-5 4.5000E-5 7229124 7249075 27.70809  27.50853
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Figure 3. 21 Evolution of 2-D, unstructured triangular cells for ahy personic flow over a
hypersonic 15°-compression ramp with adaptive refinement (a) initid (15,063); (b)
level-1 (30,219); (b) levd-2 (83,776).
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Figure 3. 22 Normalized density contour over a hypersonic 15°-compression ramp with
different meshes (a) initia (15,063); (b) level 2 (83,776).
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Figure 3. 26 Sketch of a hypersonic flow over a one to sixteenth sphere (N, ges,
Kn,=0.01035, D=1.28 cm, T,,=300 K; T,.=66.25 K, M_=4.2).
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Figure 3. 27 Normalized density contours of a 3-D, unstructured terahedrd cel for a
hypersonic ohere flow with three different cross sections.
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Figure 4. 4 Sketch of the dy namic domain decomposition method.
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Figure 4. 8 Evolution of domain decomposition for large problem size using 64
processors, when activating SAR scheme at intervals of 2At, during the simul aion for a
bottom, lid-driven cavity flow (a) initid; (b) intermediate; (c) find.
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Figure 4. 9 Evolution of domain decomposition for large problem size using 64
processors, when activating SAR scheme at intervals of 2At, during the simul ation for a
bottom, lid-driven cavity flow. (a) initid; (b) intermediate; (c) find.
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Figure 4. 20 Partition development for ahypersonic cylinder flow (64 CPUs) (a) initid;
(b) medium; (c) find.
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Figure 4. 24 Partition development for a 15%-compression ramp flow (64 CPUs) (a)
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Figure 4. 25 Comparison of normdized density contour of a hypersonic
15°-compression ramp flow using static and dy namic domain decomposition methods.
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Figure 4. 26 Comparison of normalized temperature contours of a hypersonic
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Figure 4. 27 Comparison of the coefficients aong the solid wal of a hypersonic
15°-compression ramp flow using static and dy namic domain decomposition methods (a)
pressure; (b) shear stress; () heat transfer.

206



y

(b)
Figure 4. 28 Development of partition of a supersonic sphere flow using dynamic
domain decomposition method on the surface of simulation domain.

207



v .
SDD o E
Normalized Density ]
4>
4.
<<< 1.
g > A/ 1
=" i
05— i
0-6\—-— -1
1.05\ -
4-
DDD 13
| | l | | 1 1 l | 1 1 | l 1 1 | | l | | | | l | 1 1 | l 1 1 1 1 ] 1E_1m
1 0 1 2 3 4
x/D
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Figure 6. 23 Comparison of simulation and theoreticad data of O, + N - NO+O
reaction (a) reaction probability; (b) rate constant.
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Figure 6. 25 Equilibrium composition of air a density of 102 am (a) orignal; (b) new
fitting chem.dat. (lines= simulation; sy mbols=rate equation anaysis)
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Figure 7. 1 Sketch of a flow of twin-jet interaction (N, ges, Po=870 Pa, T,=285 K,
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Figure 7. 2 The mesh of level-2 adaptation dong x-y and y-z planes for the twin-jet

interaction (657,624).
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Figure 7. 3 Surface local cdl Knudsen number distribution on initid and leve-2
adaptive meshes for the twin-jet interaction in anear-vacuum environment.

247



(b)

Figure 7. 4 Initid and fina domain decomposition for 32 processors for twin-jet
interaction (@) initial; (b) find.
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Figure 7. 5 Particle distribution for the twin-jet interaction by using constant and
variabl etime-step schemes.
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Figure 7. 6 Normalized density contours (with respect tothe density & the sonic orifice)
on x-y and y-z planes using vacuum outflow boundary for twin-jet interaction.
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Figure 7. 7 Normadlized density contours (labels in Kevins) on x-y and y-z planes using
vacuum outflow boundary for twin-jet interaction (a) translationd; (b) rotational.
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(b)

Figure 7. 9 M esh and particle distribution of the 3-D Apollo case on X-Z plane (a) mesh;
(b) particledistribution.
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Figure 7. 10 Number density contours of the 3-D Apollo case (a) Ny; (b) O; (¢) NO; (d)
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Figure7. 11 Temperature and Velocity contours of the 3-D Apollo case (@) translationd;
(b) rotationd; (c) vibrational; (d) U-veocity; (e) V-velocity; (f) W-velocity.
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(b)
Figure 7. 12 Evolution of adaptive mesh of re-entry sphere (a) initid (100,476); (b)
level-2 (669,072).
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Figure 7. 13 Normalized property contours of the re-entry sphere (a) density; (b) overal
temperaure; (¢) M ach number.
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