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Abstract

This study explores how multiple senses of polysemous words could be
distinguished. It proposes a hybrid and corpus-based linguistic model and specifies
the procedures to build an automatic tagger for sense disambiguation based on
Mandarin verbs. It seeks to proyvide a linguistically motivated solution for detecting
meaning with the aid of linguistic:theories such as Frame Semantics (Fillmore and
Atkins 1992 ), Construction ‘Grammar-(Goldberg 1996) and discourse analysis
(Hopper and Thompson 1980). Beingan-essential property of the lexicon, polysemy
is the key to understanding the interplay between syntax, semantics and pragmatics.
Although polysemy has been investigated in a number of approaches, including
classical feature analysis, prototype theory, frame-based approach, relational approach,
and so on, a systematic and applicable solution is still lacking. Recently, working on
Mandarin lexical semantics, Liu and Wu (2004) proposed a frame-based perspective
in viewing polysemy as belong to different ‘frames’, which is defined by Fillmore and
Atkins (1992). Making use of the distinctions in frame elements and their
grammatical realizations, Liu and Wu (2004) is able to show that semantic differences
may be attributed to different semantic frames the verb belongs to, following ‘the one

sense, one frame’ hypothesis. However, there are cases where two separate meanings
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of the same verb may show exactly the same surface patterns with the same sets of
frame elements. For example, in the case of the motion verb NA £, two separate
senses may end up with the same number and pattern of frame elements, as shown in
(1):

(1) Agent <V <Theme:

a....f* [Agent] £ ¥ @i+ [Theme] ... (sensel ‘carrying’)

bing ren na zhe bao jian ka shang men
patien take ZHE health insurance card up door

‘The patient carried the health insurance card to the counter.’
b....*\[Agent]¥ # ¥ g £ B &3 & [Theme] ? (sense 2 ‘getting’)

wo ke bu keyishundao na ge vyan jiu xue wei
I can not can by the way take CL research academic degree

‘By the way, can I get an academic research degree?’

Therefore, it is apparent that.a purely frame=based approach may be insufficient
in dealing with polysemes. When. frame elements fail to provide determining clues,
what else should be taken into eonsidetation?-The model proposed in this study calls
for consideration of two other wariables: . colloconstructions and contextual
dependencies. This study aims to propose a hybrid multi-module solution to identify
the most appropriate lexical sense in various expressions of a polyseme. The hybrid
approach can be viewed as a sense disambiguating model based on three steps: 1)
frame-based distinction, 2) colloconstruction distinction, and 3) contextual
dependence distinction.

The study is based on naturally occurring data extracted from the Sinica
Balanced Corpus, which is established by the CKIP (Chinese Knowledge and
Information Processing) group at Academia Sinica and open to the public at the

Internet site: http://www.sinica.edu.tw/ftms-bin/kiwi.sh/. Given the high frequency

of occurrences of the target words, only 200 entries are examined closely for the

discussion. Corpus data provide explicit and implicit distributional tendencies which
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may go beyond native speaker’s intuition.

Using corpus data as the input, the first step of the proposed model is to identify
the senses of a polysemous word corresponding to the distinctions in semantic frames,
following FrameNet. The extracted data from Sinica Corpus can be roughly classified
into several frames by their basic patterns of expressing the core frame elements
(arguments). When distinctions of frame elements and their basic patterns fail,
senses are further identified by the second module - Colloconstrucion. In this step,
attention is paid to the collocational patterns of non-core arguments. These non-core
arguments can be classified into various syntactic categories, such as adverbials,
adjectives, aspectual markers, and so forth. @~ And frequent collocates, be it
grammatical or lexical, will be identified with each individual sense. However,
when colloconstruction fails to .indicate any decisive cues, the third module -
contextual information is called ;upon. ' Ins this module, the relevant contextual
elements are thoroughly searched tolestablish-a,relational link within or cross clausal
boundaries. The relational link may. be established by any semantic/pragmatic
associations between the polyseme and the contextual element that a larger semantic
taxonomy, such as SUMO synsets (translated in BOW). To demonstrate the model,
four sets of verbs (zou 4_ na #%,ting £, kan 'F—] ) will be used as illustrations. By
redefining polysemy with operational mechanisms, this study successfully provides a
linguistic model with theoretical validity to develop a computational system for sense

disambiguation.
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1 Introduction

This paper presents a corpus-based hybrid-analysis model on the issue of sense
disambiguation via case studies of Mandarin ambiguous verbs. It seeks to find a
solution for a complete investigation of the behavior of ambiguous words in corpus.
To explore ambiguity, an investigation of a relevant issue, polysemy discussed in
linguistics, needs to be considered. Being one essential part of lexicon, polysemy
provides the key to understanding the syntactic and semantic properties of lexicon.
Previous research has proposed many different perspectives to discuss this issue.
However, these studies still provide insufficient explanations. This issue might seem
extremely complicated and thorny, but there is a need for a complete investigation of
polysemy. An overall probe into ambiguouous words’ behavior will help advance
the research of Mandarin linguistics in- general and provide a practical solution for
application in computational system. Consequently, following this issue the goal of
this study aims to provide a hybrid-analysis' module to identify the various
expressions of ambiguous words for an in-depth reconsideration of ambiguity.  The
fundamental of this research follows what is claimed in Fillmore (1992:76):

“... a word’s meaning can be understood only with reference to a structured
background of experience, beliefs, or practices, constituting a kind of
conceptual prerequisite for understanding the meaning.”

According to Fillmore’s conceptual schema, Liu and Wu (2004) distinguished
ambiguous words base on different cognitive structures (or “frames”) which contains
various particular category (or “core frame elements”) and specific “lexical-syntactic
patterns” by Fillmore (1992). However, the essential problem remains: Is
frame-based analysis sufficient to account for all the expressions of ambiguous words?

This is the central question for which this paper seeks to provide an answer.



1.1 Polysemy in general

In previous studies, lexical ambiguity is a heterogeneous phenomenon. That is,
lexical ambiguity is caused at least by the following three crucial factors (Pustejovsky
and Boguraev 1996: 6):

< Contrastive ambiguity, which is normally resolved by contextual and discourse
knowledge;

<~ Complementary ambiguity (or logical polysemy), as resolved by
co-composition in the syntactic context of the sentence; and

< Sense extensions, as mediated by lexical rules and specific conditions relating
to the speaker and context.

In general, the first factor contributes to the appearance of homonymy such as
the two interpretations of bank as in ‘river bank’and ‘financial bank’, and vagueness,
for instance, news in ‘I read the-news this morning’ (news as press communiqué) and
in ‘I haven’t heard any news about him-since-he left’ (news as the information about
him).  Traditionally, polysemy “has. been-distinguished from homonymy and
vagueness.  Generally speaking, homographs are unrelated words which are
represented by the same word forms while polyemous words have semantically
related word meanings. Another distinction is made between polysemy and
vagueness. Given a huge number of discussions, the differences between polysemy
and vagueness are still controversial (Cruse, 1986; Lakoft, 1987; Wierzbicka, 1990;
Geeraerts, 1993.). Geeraerts (1993) claimed that the failure of reaching a consensus
could be attributed to the question: what is our conception of meaning and of lexical
semantics? Recent development in semantic research has generated wide interest in
investigating the polysemy caused by the third factor above—sense extension rather
than homonym or vagueness. Sense extension is basically divided into two types: (1)

extended by various syntactic behaviors, (2) extended via metaphor or metonymy

_0.



(Lien 2000). The polysemy considered in this study involves syntactic variation.
In the study of polysemy attributing to the sense extension, researchers have tried to
define and establish relations of different meanings of polysemous words. In the
early semantic paradigm, the major concern on plysemy was focused on how to define
a polysemous lexical item or how to determine the number of senses in a polysemous
word, but there remains the issue of these discussions (Ravin, 1990; Jackendoft, 1985;
Fellbaum, 1998).

In linguistics, there are four major approaches dealing with the issue of polysemy:
classical approach of semantic anaysis, prototype approach, frame-based approach,
and relational approach. Within each approach, there are still some controversies
and variations in analyzing polysemy. One point worth emphasizing in the classical
approach is that meaning is viewed as consisting of a set of decomposed semantic
features by necessary and sufficient conditions (Katz 1972). However, there is a
danger of an infinite increase of senses-of.a-polysemous word which is identified by
infinite semantic features.

The assumption of prototype approach is that meaning is defined in the concept
that meaning exhibits family resemblance and is linked to mental representations,
cognitive models and bodily experience.  As a direct consequence, Rosch (1977)
demonstrated that people categorize objects on the basis of resemblance of the objects
to a prototypical member of the category. But the problem is that without constraints,
meanings can be infinitely related to each other by resembling features, so that senses
of irrelevant polysemous words may end in linking to each other.

Recently, Fillmore (1992) proposes a cognitive analysis based on frame
semantics. In this theory, a word’s meaning is understood within structured
background knowledge. Thus, word senses are not directly related to each other but

are defined by common background frames. Further, he investigated words’
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meanings by their realization in different syntactic patterns with different highlighted
categories (as core frame elements) from a large corpus and builds a frame-based
online dictionary (FrameNet). Following Fillmore’s Frame Semantics (1992), sense
identification is not just defined by a speaker’s intuition but comes from the real
utilization of natural language. The concept of FRAME refines the notion of
polysemy, as Fillmore reconsiders polysemy extending from a semantic frame into a
new domain. However, sense identification of polysemy is still questioned when
different senses of polysemous words occur in the same realization with the same core
frame elements.

More recently, Fellbaum (1998) has proposed that words are constructed
depending on their meanings by the remains of their semantic relation or the semantic
network to which they belong. However, senses’of a polysemous word which occur
in the semantic network might be.very distant from each other. For example, in
WordNet, there are three senses of the noun-ash: (1) the residue (2) timber trees (3)
ash trees, the first one is in the structure as-plant material while the other two as a
woody plant (Yale and Claudia 2000). These senses are distant because their
semantic relation cannot be linked by proximity in WordNet.

In sum, from the classical approach (Katz 1972), to the prototype approach
(Jackendoff 1985, Lakoff 1987, Taylor 1989), to the frame-based approach (Fillmore
and Atkins 1992) and finally to the relational approach, polysemy has gone through a
long history and has been studied from different perspectives. In contrast, Mandarin
polysemy still awaits detailed discussion. Research on Mandarin polysemy will be
introduced below.

1.2 Polysemy in Mandarin
Due to different theoretical interests, the focus of previous studies on Mandarin

polysemy can be characterized as follows:



<> Grammaticalization: polysemy happens when “lexical items come in certain
linguistic context to serve grammatical functions, and one grammaticalized,
continue to develop new grammatical functions.” (Su 2002) Then, various
functions contribute to different meanings of the lexical items (i.e. Liu 1994,
Su 2002, Lai 2004).

<> Metaphorical extension: metaphorical extension is the supporting evidence
for meaning change through the linking between abstract to concrete (Lin
and Ahrens 2005, Cao, Cai and Liu2001).

In general, earlier discussions encounter two problems. First, the identification
of different senses of polysemous words in natural occurrences significantly
influences the application in natural language processing and Chinese teaching.
However, what is insufficient is the investigation.of polysemous words in naturally
occurring data. Second, the crucial factor causing polysemy that is often taken into
consideration pertains to the association-between meaning and its syntactic behavior.
These problems are the most important issue in sense disambiguation. What is
lacking and needs to be explored is how to identify the senses of disambigous words
through their realization in natural occurrences.

More recently, following Fillmore et al (1992), Liu and Wu (2004) provided one
of earliest studies discussing Mandarin polysemy respect to Frame-based approach.
Instead of explaining what is the way meaning extending, they have shifted the focus
to investigating the distinction of different senses of an ambiguous word in corpus.
Based on frame-semantics, first, they define the senses of a polysemous word via
different syntactic behaviors corresponding to basic patterns (BP) in FrameNet.
Besides, in their paper, Liu and Wu (2004) also provided other evidences to support
this distinction, for example, the collocation association and the semantic attributes of

core frame elements, such as the combination of manner, the aspectual markers and
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the negatives. A more detailed introduction of the study is presented in Chapter 2 of
this paper.
In sum, Mandarin polysemy studies are in the preliminary stage. More
comprehensive and extensive research is supposed to unveil the sense distinction.
1.3 Questions and solutions
Following the study of Liu and Wu (2004), this paper aims to provide more clear
and complete discussion for sense disambiguation. Traditionally, in Mandarin,
monosyllabic characters are one crucial source of polysemy. Verbs have been
viewed as the category which carries various meanings in different syntactic
expression, such as mentioned by Pustejovsky and Boguraev (1996) that verbal
polysemous words, sometimes, lead to some complicated problems for lexical
semantics.  Besides, in sense ;disambiguation, monosyllabic words are more
complicated. Therefore, in this .research, case. studies will be focused on the
monosyllabic verbs. First of all, extracted.data from the corpus are also defined
based on frame-semantics as in Litr and. Wu’s-study (2004).  However, some cases
of corpus data still remain problematic (as in (1) and (2)) that the sense of these two
ZOUs can not be identified solely via core frame elements and basic patterns.
(1)a. #[Self-mover]d_# * =% &tk = Fl[Area] (Sense 1 ‘walking’)
wo zouzai daan senlin gongyuan
I walkin  Da An forest park
‘I walked in Da An forest park.’
b. #[Self-mover]d_ - 4 =+ % &tk = [F][Area] (Sense 3 ‘visiting’)

wo zouyitang daansenlin  gongyuan

I go once Da An forest park

‘I visited at Da An forest park’
(2)a. % Hr 455 > A [Self-mover]iZ 7% 47 (Sense 1 ‘walking”)

-6-



wo jiao hao suan, wo meibanfa zoule
my feet so limp, I cannot walk LE
‘My feet are so limp that I can not walk anymore.’
b. k2 5 )’j*u B 47 > e [Self-mover]iZ 7% 4_7 (Sense 4 ‘leaving’)
huoche zao jiu kaizoule, women mei ban fa zou le
train already  drive away LE  we cannot walk LE
‘The train has already driven away, and we can't leave.’

The senses of the verb ZOU in (1) are similar to walking, and visiting in English,
and in (2) are similar to walking and leaving in English. In FrameNet, according to
their basic patterns with core frame elements they should be classified into the same
domains because both ZOUs in (la) and (1b) share the basic pattern: Self-mover
<ZQU< Area, and both ZOUs in (2a) and (2b) share the basic pattern: Self-mover <
ZOU. However, by native speakers’ intuition and according to other components in
the context, these ZOUs should-be identified-as.different meanings. What cannot be
explained is why these different expressions of ZOU 4_belong to the same frame but
denote different meanings, contradicting the frame-based approach. Therefore, there
might be something insufficient in Frame-based analysis.  Thus, as Liu and Wu
(2004) proved in their study, collocational association could provide more information
for further distinction of ambiguous words. This is similar to the second
module-colloconstruction proposed in this paper. Colloconstruction refers to a
specific lexical item categorized with syntactic characteristic bearing certain semantic
properties that frequently co-occurs with the target sense. But, what remains unclear
in Liu and Wu’s research (2004) is that there is no explicit definition and criteria of
their collocational association. Besides, it is also found that some cases denote
different senses sharing the same collocational association. It would seem, therefore,

that further investigations are needed in order to distinguish ambiguous words more
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completely. In the previous studies, linguists have point out that the word meaning
does not fully exist within lexical items, but some of the meaning components are
generated by lexical relation in context (Saeed 1997:53; Cruse 2004). Other
supports coming from psycholinguists, such as in Swenny’s experiment (1979), point
out that relevant lexical items in context can facilitate lexical decision of a ambiguous
word. Therefore, the information from the context is thought to be significant for the
further distinction and each sense is believed to display certain features linking to the
relevant lexical in Context.
1.4 Model for sense disambiguating

A hybrid sense disambiguating model is proposed in this study to provide
complete sense distinction of Mandarin ambiguity. The resolution formula is
schematically represented in the model diagramas (3) below. In view of the need
for investigating real language-use, the analysis.of-this paper adopts corpus-based
approach. Following the study ofiLiu-and.-Wu (2004), the first module of sense
distinction is also based on frame semantics.. Following the “one sense, one frame”
hypothesis, multiple senses of polysemous words are identified via different core
frame elements and basic patterns. The senses of an ambiguous word either can be
distinguished in this module or cannot be successfully defined and then,
disambiguated in the second module-colloconstruction.  Colloconstruction is
different from collocation and construction. Colloconstruction refers to co-occurring
patterns which might be collocates or possible constructions while collocation refers
to co-occurring lexical items, and construction refers to a meaning unit. With the
information of co-occurring categorical collocation with specific semantic meaning,
distinctive colloconstruction may be found to further distinguish multiple senses.
But, if colloconstruction fails, further distinctive features should be investigated.

That is, in order to further disambiguate multiple senses which can not be identified in
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module 1 and module 2, a third step—module 3: contextual dependency is necessary.
In previous works, semantic contexts are divided into two types, word context, and
sentential context (Johnson-Laird et al 1989). Word context refers to the background
knowledge within the lexical system itself while sentential context means information
from outside the lexicon. The third module, so called contextual dependency refers
to the sentential contexts, that is, we abstract the relevant information from beyond
the lexical background knowledge from the context. In this module, we look for the
semantic or pragmatic relevant lexical items across clausal boundaries to help further
distinction. What is presented in this paper can be viewed as a complete and detailed
analysis on recent efforts and advances in the research of Mandarin ambiguity.

(3) The model of sense disambiguation

Examples of
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1.5 Organization of the study

To provide more detailed analysis of the issue—ambiguity—this research is
composed of eight sections. The first section gives the brief but insightful
introduction of this study. The second section is an overview of the background, the
method and the theoretical perspectives from both analytic linguistics and
computational linguistics involving the issue of ambiguity (or polysemy). The third
Section gives an overall introduction of the three analytic steps (also three modules)
and proposes a model of a sense disambiguator. The focus of section four and five is
to postulate the three analytic steps with two case studies, motion verbs ZOU 4_, and
NA £ ; section six and seven provide another kind of verb—perception verbs—TING
#€ and KAN -+ as illustrations.  The final part of this paper wraps up the study with
a conclusion and invites more academic discussion and interest on the issue of

ambiguity in Mandarin.
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2. Literature review

In analytic (or theoretical) approaches to semantics, polysemy has been discussed
for a long time but it is still puzzling nowadays. This issue is not only concerned
with semantic linguistics, but also with an unsolved problem, sense disambiguation, in
computational linguistics. In this section four major analytic approaches to
polysemy, classical approach, relational approach, and prototype approach are
presented. Since the corpus-based approach gradually becomes the major approach
in analysis of linguistic research, it is also adopted in this paper. After the
representation of the analytic approaches, a brief introduction of the corpus-based
approach is given. Further, in order to apply this hybrid analytic disambiguating
model in a computational system, an overview of previous studies involving
polysemy in computational linguisties «is+ also included. Finally, a brief

generalization of previous research is presenteéd with some critiques.
2.1. Four major analytic approaches-that involve.polysemy

A lexical item is presented in terms of a process of cognitive abstraction. In
order to explain this process, the trend of semantic approaches is leaded by two
principles, sometimes, with opposite viewpoints: first, generalization (or reducing) of
polysemy, and second, distinction (or increasing) of polysemy. Depending on
generalization, linguists try to generalize the discussion of polysemy in order to make
an explanation of the theory more convincing. While, according to distinction, an
accounting of the semantic details of polysemy, researchers try to find out as many
distinctions as possible (Yale and Claudis, 2000). These diverse principles, classical
approach, prototype approach, frame-based approach and relational approach provide
four major different perspectives to polysemy and are introduced in the following

sub-sections.
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2.1.1 Classical approach

According to the classical approach, it is traditionally assumed that an individual
entity is composed of a set of cognitive categories. For example, in the sentence,
John is a man, if John possesses a number of necessary and sufficient properties (also
features of this approach) that define the category man, he is a man.  Following this
concept, a new semantic explanation of the classical approach is developed by Katz
(1972).  He claims that when giving the sense of a word a conceptual schema
should be provided rather than discussing the relationship of the meaning to the word.
In this scheme, word knowledge is decomposed into numerous meaning features
(which Katz called “conceptual categories”) by necessary and sufficient conditions.
In his principle, a lexicon consists of semantic components; and related senses might
share some semantic features. For instance, chair might be decomposed into object
and physical; besides, chair, bottle,.and window may-share the same semantic marker,
object. Moreover, in this schema, leven-a-distinctive semantic feature could be a
significant hint to distinguish different senses-of polysemous words.

However, the principle of Katz’s claim brings about some problems of polysemy.
First, infinite semantic features may generate infinite senses. Further investigating
Katz’s theory, Ravin (1990) proposes that “there are no clear criteria for which aspects
of a real world situation are relevant to the semantics of a particular verb, but there is
a methodology for determining which aspects ought to be semantically represented.”
Second, the classical approach does not emphasize how the semantic components can
help us disambiguate polysemous words when different senses are realized in the
same expression, that is, there is no mention about the syntactic behaviors of lexical
items in the approach. Following Ravin’s statement, a methodology is necessary and

will be given in the following section to define the senses of polysemous words.
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2.1.2. Prototype approach

In the classical approach, the view of word meanings as consisting of necessary
and sufficient conditions has been questioned, especially in the philosophy of
language. For example, Wittgenstein (1958) claims:

The idea that in order to get clear about the meaning of a general term one
had to find the common element in all its applications has shackled philosophical
investigation for it has not only led to no result, but also made the philosopher
dismiss as irrelevant the concrete cases, which alone could have helped him to
understand the usage of the general term.

In Wittgenstein’s (1953) famous discussion of the meaning of the word game, he
concluded that categories of meanings are familiarly resembled. This approach is
further introduced in psychology by Rosch (1977).  She demonstrated that people
categorize objects not depending.on necessary.and sufficient conditions, but by
relying on the resemblance of-these objects-to the prototypical members. In her
studies, Rosch did find that people’ categorize objects by the concept of prototypes.
For example, in the Danni culture, they have only two color categories—one
represents all light, warm colors and the other represent all dark, cool colors. Rosch
found that in most conditions, they recognized prototypical red, yellow and white as
being in the first category, and prototypical blue, and black in the second category.
Rosch also claimed that there are two prototypical models: in the first one, a single
prototype contains the largest number of characteristic features and in the second one
several prototypes each contain a different set of characteristic features. Linguists
have adopted the second one to deal with polysemy.

With the concept of prototypes, Fillmore (1982) proposed one of the earliest
discussions about prototypical meanings. He defined a word’s meaning by the

components it resembles. When the meaning encompasses all of the components,
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the use of the word is the most prototypical. When the meaning has none of the
components, the use of the word is not prototypical. And when the meaning holds
some of the components, the use of the word is peripherally prototypical. Taylor
(1989) gives a more direct emphasis on connecting polysemy with the concept of
prototypes: ‘if different uses of a lexical item require, for their explication, reference
to two different domains, or two different sets of domains, this is a strong indication
that the lexical item in question is polysemous.” For example, school can be
understood as the education of children as well as the administrative structure of a
university which can be classified in different domains, thus, it can be viewed as a
polysemous word. Further, Taylor adds another type of prototypical category—one
without central meaning. For example, over can express a static relation of being
vertical without contact with the reference, as in.“the apple is over the table”; or a
dynamic relation of being vertieal without contact with the reference as in “the plain
flew over the country.” In walk over.the-blocks expresses a dynamic relation without
involving contact, and so on (Ravin-and Leacock 2000). With these prototypical
categories, word meaning is defined by the resemblance in the prototype. However,
in this approach there is no clear discussion of how to distinguish the meanings of
polysemous words.
2.1.3. Frame-based approach

In addition to prototype concepts, Fillmore et al (1992) proposed frame
semantics in which a word’s meaning is defined by a cognitive frame—when one
word’s expression is compatible in this frame, it denotes the meaning of this frame.
A frame is determined by our background knowledge and experience with the lexicon.
That is, a lexical meaning is identified by a structured cognitive schema in our mind.
Based on this notion, Fillmore built a frame-based online dictionary in which different

senses of polysemous words are linked to various cognitive structures (or “frames”),
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and the knowledge of the frame is encoded by the words. In his “frame-based”
approach, the concept of “frames” makes it helpful in reconsidering polysemy. For
example, it is known that there are two senses of the verb RISK which are RISK as
“put at risk” and RISK as “face the risk of.”  These two senses occur in different
contexts where they are found in very different syntactic structures, thus, the two
senses vary from each other by their specific syntactic behaviors.  Therefore,
different usages of the verb RISK might be necessary to help identify the specific
sense of it. The interrelations between Frame and Syntax, thus, become a very
important issue in Fillmore’s studies, and by this, a different concept of each sense
helps distinguish polysemous words. Nevertheless, this approach still cannot
account for the situation when the different senses of a polysemous word appear in the
same expression.
2.1.4. Relational approach

Relation models are widely used to-form-a,semantic network. In these models,
words are organized depending on the semantic relations between their meanings.
Similar to the prototype approach, the relational approach also deals with semantic
fields. Word relations according to this approach include Synonymy, Atonymy,
Hypernymy, and Hyponymy and so forth. Synonymy can be defined as when two
words can be substituted for each other in a context without changing the meaning of
the clause. Atonymy is defined as substitution of two words in a context that have
opposite meaning in the phrase. Hypernymy (superordinate relation), also called IS
A relation is the linkage between lexical items in a specific-general relationship.
Hyponymy, the opposite relation to Hypernymy is the association between lexical
items in a general-specific relationship. The relational approach is ideal for inferring,
especially the transitive properties of word relation. For example, the hypernym of

book is publication, and the hypernym of publication is piece of work.  Because of
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the transitive relation, an assumption could be concluded that the hypernym of book is
piece of work.

Based on the relational approach, the online dictionary, WordNet (Fellbaum,
1998), was developed by George Miller and his colleagues at Princeton University.
As a source of related words for target sense in queries, WordNet indeed provides an
improved solution.  For example, looking up the word board in the noun hierarchy of
WordNet, the ‘lumber’ sense of board could be detected by the hint of its related word
nail, hammer, and carpenter. ~ When talking about the polysemous verb, however,
in this network, no information about syntactic relations is given. As Ravin and
Leacock (2000) stated, “...most relational approaches maintain the classical division
of sense distinction for polysemous words but they do not decompose the meaning of
concepts”.  Further, the relation®of meanings of polysemous words might be far
distant, thus their meaning relation.cannot be-defined by the semantic relation in the
semantic network.

2.2 Corpus-based approach on polysemy.

According to Douglas et al., there are four essential characteristics for defining
what the corpus-based approach is (cf. Douglas, Susan, Randi, 1998:3-4):

A Itis empirical, analyzing the actual patterns of use in natural texts;

A It utilizes a large and principled collection of natural texts, known as a

“corpus,” as the basis for analysis;

A It makes extensive use of computers for analysis, using both automatic and

interactive techniques;

A It depends on both quantitative and qualitative analytical techniques.

With these features, corpus data can expose the general distribution information of
lexical items that native speakers will not readily ascertain by intuition. Rather than

discuss what is theoretically possible in language, the significance of the approach,
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corpus-based approach is that it is more concerned about how exactly the language is
used in daily life.

Naturally occurring data coming from corpus gives previous approaches a
brand-new perspective to re-investigate research. The advantage of the
corpus-based approach is that it provides a large database of naturally occurring data
and from the data, observational generalization and significant statistic analysis can be
more convincing. The range of variation in language is more honestly represented in
the corpus. Further, naturally occurring data show distributional tendencies for
linguistic analysis. As the target issue, polysemy can be more effectively solved by
looking at corpus distribution of polysemous words. The studies of Fillmore et al.
(1992) and Liu (2004) convincingly showed the merit of corpus-based approach in
analyzing polysemous words.

From the corpus data, Fillmore €t al. .(1992)-generalized numerous semantic
concepts (frames) depending on-theit different-sets of categories (core frame elements)
realized in syntactic behaviors (basie patterns)..© For example, in the frame of risk,
the core frame elements include Chance, Harm, Victim, Valued Object, (Risky)
Situation, Deed, and Actor. These core frame elements are realized as different
syntactic patterns, such as, the core frame elements value object (VO), and situation
Sit

(Sit) are realized as: vo {NP} ™ {Prep NP} for the example(Fillmore et al 1992:87):

He was being asked to risk.

VO {he}
Sit {being asked to risk}
In reference to polysemy, Fillmore et al (1992) claimed that in addition to the
sense extension by metaphor and so on, if the verb risk is realized as “put at risk” in
one context but as “face the risk of” in another, these must be taken as evidence for

different senses of the verb. Combining grammatical characteristics with semantic
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properties Fillmore et al (1992) presented two kinds of polysemy, one kind “resulting
from a transfer of a semantic frame to a new domain (through metonymy or metaphor,
for example) and the kind that reflects merely the accommodation of a word to
different syntactic patterns” (Fillmore et al 1992). Both are discussed in this study.

Following Fillmore et al (1992), Liu and Wu (2004) provide one of the earliest
studies applying frame-based approach with respect to Mandarin polysemy. The
goal of their paper was to investigate how meanings are different or related to each
other by the case study of encoding verb biao3 shi4 # 7=.  Through this case study,
Liu and Wu (2004) showed that differences among the identical forms of a lexical
(biao3 shi4 # 7+, for example) can be explained by a systematic matching via a
“conceptual schema”

According to HowNet', Liu and Wu (2004) found that there are three definitions
of biao3 shi4 % 7t , express, expression, and show. emotion. Using WordNet, among
the 7 senses of express listed, only 4rare linked to Mandarin biao3 shi4 # 7=. They
are express as in She showed her disappointment, verbalize as in She expressed her
anger, state as in Could you express this distance in kilometers”, and convey as in His
voice carried a lot of anger.  Data from the corpus show that biao3 shi4 # 7+ can
be similar to English say, point out, state, add, describe, explain, note, affirm, chuckle,
mutter, tell, express, refer to, show, indicate, mean, and represent. The problem is,
how many meanings does biao3 shi4 # -+ have and what principles are used for
distinction?  Based on the syntactic behaviors, they classified the data into three

groups (Liu and Wu, 2004):

' HowNet is an on-line common-sense knowledge base unveiling inter-conceptual relations and
inter-attribute relations of concepts as connoting in lexicons of the Chinese and their English

equivalents.

-18 -



Group 1-biao3 shi4 £ 7+ 1
4. 2424427 T2 BLREFL PN E o

‘Mr. Li says, “I just did what I’'m supposed to do.””
(related English equivalents: say, point out, state, add, explain, note, affirm,

chuckle, mutter, tell and so on. )
Group 2-biao3 shi4 % 7 2
(5). 24247 k-
‘Mr. Li expressed his sympathy.’
(related English equivalents: express, show and so on.)
Group3-biao3 shi4 # 7+ 3
(6). a. MBI A £ T AN EART 4 HETER

Saying so doesn’t mean-that I am being taking lightly the possibility of

creating abuses.

b. #ii T EH -

‘Fresh flowers represent love.’

c. —- AFMEEAT-F LB 4

One flag represents 10,000 grey mullet.
(related English equivalents: mean, show, represent, indicate, carry and so on.)
Each group can correspond to different frames in FrameNet by linking them to
their meaning in English. That is, biao3 shi4 # 5= 1 corresponding to say in English
is in Statement frame which includes core frame elements Speaker, and Message;
biao3 shi4 # -1 2 corresponding to express is in Encoding frame which includes core
frame elements Speaker, and Message; biao3 shi4 # 7+ 3 corresponding to represent

is in Evidence frame which includes core frame elements Sign, and Message. In
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addition to frame information, Liu and Wu (2004) also provide more evidence to
support this classification by collocation associations from four parts, the semantic
attributes of core frame elements, the combination with manner, the aspectual markers
and the negatives. Depending on their criteria, to some degree, polysemous words
can be explained and defined well. However, as discussed in this paper, it is found
that although these three senses of biao3 shi4 # 5 belong to three different frames,
they have similar sets of core frame elements.  For example, in biao3 shi4 # =+ 1
and biao3 shi4 # 7+ 2, they both contain Speaker and Message. The problem is
when these two core frame elements are realized as the similar syntactic behavior
(same patterns), how could the classification be completed? This is the central
concern in my study.
2.3 Computational linguistics

Computer applications which.involve handling-the content of natural language
need to be concerned with the issue lof polysemy. / ~In recent works, the main focus
in Natural Language Processing (NLP). was.on ‘collocations, i.e. target lexical item
co-occurs with preferring lexical items. However, only searching for collocation
raises the problem that the co-occurring lexemes found in corpus data are usually
unexpected. There are two considerable problems of collocation based on statistical
methods, first, “low precision” and second, difficulty in dealing with “rare
collocations” (Li et al., 2005). Moreover, collocational patterns provide a lack of
adequacy of grammatical descriptions. To extend collocational analysis
Collostructions are proposed (Anatol and Gries 2003). Collostructing is to attract
lexemes which are associated with a particular construction; the combination of a
collexeme and a collostruct is referred to as a collostruction. However, this device
faces the problem that the extracted collexeme and a collostruct might be unexpected

as well. Moreover, if no collexem and collostruct association is found, how do we
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disambiguate polysemous words?  As mentioned above, therefore, determining the
correct sense of a query word by detecting collexem or collostruct is unlikely to be
successful.

More recently, another important method which can help disambiguate is the
finding of topic and local components. A study of ‘Disambiguating Highly
Ambiguous words’(Towell and Voorhees 1998) explores contextual representations by
using neural networks to extract both topical and local contexts and combining the
results of the two networks into a single word sense classifier. The topical
component refers to the word co-occurring with the specific sense of a target word
frequently, while the local component contains the syntactic information of the sense.
This method has similar concerns to theoretical approaches that combine semantic
information and syntactic realization.

Although utilizing topical-and'local components to help identify word senses
seems more accurate, there is another perspective which Towell and Voorhees (1998)
did not consider. It is found that in previousstudies there is insufficient information
in each study to provide a highly accurate disambiguator with convincing theoretical
dependence. In this paper, a hybrid model based on the frame-semantic approach
combined with syntactic and pragmatic (discourse) properties is provided. In
searching for the most effective way of investigating polysemy, a hybrid analysis
could provide a theoretical dependence conduit module to build a sense diambiguator.
2.4 Summary of previous works

The studies reviewed in this section all deal with polysemy from different points

of view. Among these approaches, Katz’s classical schema (1972), and Fellbaum’s
WordNet (1998) give a clear explanation of polysemy. = However, they established
the relationship between word meanings without investigating naturally occurring

language. In addition, they were not concerned with the effect of syntactic
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behavior on the lexical meaning. In contrast, by combing the semantic category
and syntactic behavior, frame-based approach (Fillmore et al, 1992) investigation of
corpus data provides a more convincing discussion of polysemy. But, still unsolved
are the further distinctions which need respective collocational and pragmatic
association. In Mandarin, besides the study of Liu and Wu (2004), few touch upon
the issue of polysemy investigating corpus data. The problem remaining is how to

disambiguate polysemous words completely; this is the major focus in this paper.
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3. Methodology and data
3.1. Data

The data, in this study, are extracted from the Academia Sinica Balanced Corpus
(Sinica corpus). The Sinica corpus, containing a total 5 million words with
part-of-speech tagging (Huang et al 1996), is the largest balanced corpus containing
both written and spoken contemporary Mandarin data. This corpus was established
by the Chinese Knowledge and Information Processing (CKIP) group at Academia

Sinica, Taiwan, and it is open to research through the Internet:

http://www.sinica.edu.tw/ftms-bin/kiwi.sh/.  In this corpus, over 200 entries are
found for each case study, but due to limited time only 200 entries are tagged in
detailed in this paper. Other websites utilized in this study include FrameNet (by

Fillmore 1992): http://framenet.icsi.berkeley.edu/;.and Sinica BOW (The Academia

Sinica  Bilingual = Ontological.. Wordnet by sinica research  group):

http://bow.sinica.edu.tw/.

3.2 Methodology

In searching for a method of investigating ambiguity, corpus-based approach
convincingly shows the advantage of looking at corpus distribution of ambiguous
words. In addition to the obvious syntactic variations which can be easily dected by
native speakers’ intuition, in corpus data, there are some implicit distributional
differences which are not directly recognized by speaker intuition. Therefore,
depending on the corpus-based approach, this paper intends to further explore
semantic and syntactic relations within the senses of an ambiguous word in the
corpus.

Following the approach adopted by Liu et al (2004), the first step of the proposed
model is to identify the senses of an ambiguous word corresponding to FrameNet. In

this step, the extracted data from Sinica Corpus is roughly classified into several
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groups by their various collocations of core arguments. Using the Chinese-English
translations in the BOW online dictionary, these different groups are related to various
senses in English corresponding to Chinese. It is found that each sense of the
ambiguous word extracted from the corpus did relate to different frames in FrameNet.
The various core argument collocations of each sense are also similar to various basic
patterns with core frame elements in the different frames in FrameNet. A small tag
corpus with core frame elements of four case studies is established for this study”.

Sense is further identified by the second step—Colloconstrucion. In this
module, first, a search for categorical collocation from Sinica Corpus is executed.
The range of the collocations is set up between 5 lexical units preceding and
following the target verb. Then, only the co-occurring categorical types of non-core
arguments are addressed. These. non-core arguments are concluded to be various
categorical collocates. Within-each categorical .collocate, some lexical items with
specific meanings are found to-frequently-appear with different senses of the target
verb.

In advance of defining the sense of problematic examples in the second step,
the third module—contextual information—is necessary. In this step, the relevant
lexical items are scrutinized in the context of where the target word exists. The way
to look for relevant lexical items is to investigate them in previous or following
clauses, that is, the relevant items would be found across clausal boundaries (usually
within the range of one clause in the front or back of the target clause). The relation
between the target word and the relevant items is associated by their semantic
similarities. The semantic similarities are established by relating to the related

wordnet synsets, a set of near-synonyms, in BOW.

% See appendix 1.
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4. Case study of the motion verb ZOU (&)

The motion verb ZOU 4_is an ambiguous word with high frequency. Liu and
Lien (2004) mentioned that in Taiwanese (which is considered to be a dialect of
Mandarin) ZOU 4_ has multiple meanings varying from its “conceptual structure”
and “semantic structure”. Therefore, ZOU 4_can be utilized as a representative case
for research on polysemy. In Sinica Corpus, there are more than 1000 entries for
ZOU 4_ However, for the purpose of economy only 200 entities are tagged in
detail. But all the data are discussed and investigated in this case study.

4.1 Frame-based Sense identification

According to the model proposed in this paper, by the first step, most examples
of ZOU 4_from Sinica Corpus can be tentatively classified into four major groups
based on their different collocations with 'core arguments. Adopting the
Chinese-English translations in<the. BOW online dictionary, these four groups can be
related to various senses in Englishicoriesponding to Chinese: sense 1 as ‘walking’
zoulu (4_), sense 2 as ‘moving’ yidong (# #4), sense 3 as ‘visiting’ canfang (%3*),
and sense 4 as ‘leaving’ likai (#® ). The distribution percentage for each sense is
presented in the table below.

(8) Percentage of 200 Entries of ZOU

Percentage (%)
Sense 1: walking 49.5
Sense 2: moving 13.5
Sense 3: visiting 5
Sense 4: leaving 32

As can be seen, sense 1 ‘walking’ occurs most frequently (as shown in Table (8))
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and denotes a specific physical action so that it is assumed to be cognitively salient
and prototypical. The other senses, according to Fillmore’s Frame Semantics (1992),
are transferred from the SELF-MOTION domain (Frame) to other domains (Frames).
The process of how to transfer from one source domain to the target domain is not
discussed in this paper. It is more important to investigate how the different frames
with their varying basic patterns consisting of core frame elements can help
distinguish senses.

In this investigation, each sense of ZOU 4_did relate to different frames with
core argument collocations corresponding to various basic patterns with core frame
clements in FrameNet®. For example, sense 1 ‘walking’ is contained in
SELF-MOTION frame, sense 2 ‘moving’ is in MOTION frame, sense 3 ‘visiting’ is
included in ARRIVING frame, and sense 4 ‘leaving’ is in the DEPARTING frame.
The classification of ZOU 4_depending on basic patterns with core frame elements is
shown in Table (9) —(12).

(9) Basic Patterns with Core Frame Elements.of Sense 1 ‘Walking’

/going’ Self-mover,

P [Self-mover] & b > & K @fﬁ

Sense Frame Frame No. |Basic Pattern with Core Frame Elements and (%)
and Elements Examples
Frame Elements
Sensel: |SELF-MOTION | Area, BP1 |Self-mover < ** < Path 33.02
ZOU LU Goal, X 9 fodf % i [Self-mover] - & F_& R ] B
(4_8) Path, [Path] -
walking Source, BP2 | Self-mover < * 25.47

* In Mandarin, VerbNet is the only Frame-based searching engine, but it is still under construction.
Therefore, in this paper sense identification is via FrameNet through Chinese-English translations

* The asterisk “*" represents the target verb of each case study.
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Sense Frame Frame No. |Basic Pattern with Core Frame Elements and (%)
and Elements Examples
Frame Elements
Sensel: |SELF-MOTION |Area, BP3 |Self-mover < Direction < * 12.26
Z0U LU Goal, ..~ B F% » # [Self-mover] X X pEt 1 1
(A_8) Path, [Direction]&_- ...
walking Source, BP4 | Self-mover < * < Area 7.6
/going Self-mover, i [Self-mover]~ B < [& & 4% & 7 R 5
Duration, [Arca] » ...
Direction
BP5 | Self-mover < path <* 6.6
[Self-mover] ¥ Zk /% & path]2_ -
BP6 | Self-mover< * < Goal 3.77
...[Self-mover] £ {%;"jﬁf'l < J SR & 0y -4
£f PontdeL [Gaol]...
BP7 | Self-mover < * < Direction 2.83
=& [Self-mover] it ¥ #7 4_53= % [Direction] > %
EFEES AT P A EFR R TR D o
BP8 | Self-mover < Area<* 2.83
A [Self-mover] &% -k & e & F i ¢ & [Area]d_
¥
BP9 |Self-mover < * < Duration 2.83
[CNI/Self-mover]* #_7 - % 4 4&[Duration] s ¥ 3
3|71 ) &R (CNI: co-referential Null identity)
BP10 | Self-mover < Path < * 1.89
A [Self-mover]..#* 7 F#F chiFiE [Path] i B 4o
BP11 | Self-mover < Path < Goal 0.9
Jo % KA f{zy’,%)% 212 > [Self-mover]a M1 A1 =
Ba[Path] ™ = 382 % i ¥ %3 € ° #[Goal] °
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(10) Basic Patterns with Core Frame Elements of Sense 2 ‘Moving’

Sense Frame Frame No. |Basic Pattern with Core Frame Elements and (%)
and Elements Examples
Frame Elements
Sense2: |MOTION Goal, BP12 [ Theme < * 40
YI Source, BT g 0 LR [ Theme] # 4 - 4 > &7 e
TONG Theme, Wrdi- k...
5 4 L
(# ) Direction, |55 Theme < Path < * 25
moving Path B2 B [Mover] & i ¥4 k2 ¢ B 2§ [Path]
Awd =z 2.
BP14 | Theme < Direction < * 25
... 1 pF i* [Theme] & A v842 [Direction]d_4 7 #
j
BP16 | Theme < Source < Goal <* 5
& 1 [Theme]i€_& #* [Source]/L® # [Goal]d_...
BP17 | Theme:< Area < Path <* 5
e SN A g [self-mover] 0 B¢ R 4 RE
[Area]:# 3 & H £ i chpt[Path] & &
(11) Basic Patterns with Core Frame Elements of Sense 3 ‘Visiting’
Sense Frame Frame No. |Basic Pattern with Core Frame Elements and (%)
and Elements Examples
Frame Elements
Sense3: |ARRIVING Area, BP5 |Self-mover < * < Area 50
GUAN Goal, # [Self-mover] 7 = # F = & E{l— A & EH
CAN Self-mover, [Areal, F FF 27 ¢ - 3 “HRP -
%
(58) Source BP8 | Self-mover < Area < * 30
visiting £ % 3 i [Self-mover] 5] % ¥ [Arca][&]- 4
BP18 | Area < Self-mover < * 20
A E RSP B RNt [Arealif i Ap ¥ o
F[Self-mover]# ¥ = 5 ¢ 2 4 - 4p o
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(12) Basic Patterns with Core Frame Elements of Sense 4 ‘Leaving’

FR[Area]

w £f — ¥ 7= i 0 [CNI/Self-mover] % i T &_#

Sense Frame Frame No. |Basic Pattern with Core Frame Elements and  |(%)
and Elements Examples
Frame Elements
Sense4: |DEPARTING Self-mover, |BP2 |Self-mover < * 95.3
LI KAl Source, AN RIREEAL > 4 A L 7@ s 0 [CNI/Self-mover:
(3 B) Area prul<s>]x E 2[3]7 |
leaving BP19 | Source < * < Self-mover 3.1
FER > A& % 4 B [Source]#$ AT - 4% BB A
[Self-mover]
BP20 | Self-mover < * < Area 1.6

As shown in Table (9)-(12), sense 1 ‘walking’ is defined by the basic patterns in

the SELF-MOTION frame: Self-mover < * < Path, Self-mover < * Self-mover <

Direction < *, Self-mover < path < *Selfimover < * < Area, Self-mover < * < Goal,

Self-mover < * < Direction, Self-mover < Area <'*, Self-mover < * < Duration,

Self-mover < Path < * and Self-mover < Path-<.Goal; sense 2 ‘moving’ is identified

by the basic patterns in the MOTION frame: Theme < * Theme < path <*  and

Theme < Direction < *, Theme < Source < Goal < * and Theme < Area < Path < *;

the meaning of ‘visiting’(sense 3) is determined by the basic patterns in the

ARRIVING frame: Area <Self-mover < *, Self-mover < Area < *, and Self-mover <

* < Area; sense 4 linked to the meaning of ‘leaving’, is according to the basic patterns

in the DEPARTING frame: Self-mover <*, Source < *< Self-mover and Self-mover

<* < Area.

However, Table (9)-(12) also show the problem that some cases cannot be
disambiguated by frame-based distinction. That is, it is found that different frames
may have similar basic patterns with core frame elements. For illustration, the
following instances are presented:
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(13)a. #\[Self-mover] & A+t #2[Area]d_ (Sense 1 ‘walking’)
wo zai hongshulin i zou
I in the mangrove inside walk

‘I walked in the mangrove’

b. # [Self-mover] 3| s Aik[Areald_— 4 (Sense 3 ‘visiting’)
ta dao hong shu lin Zou i tang
he goesto  the mangrove walk once

‘He visited the mangrove.’

(14) a. #[Self-mover]d_# =+ % Fk 2> Fl[Area] (Sense 1 ‘walking’)
wo zouzai daan senlin gongyuan
I walkin  Da An forest park

‘I walked in Da An forest park.’
b. #[Self-mover]d_ — A~ A% &tk o+ 2 F{Area] (Sense 3 ‘visiting’)
wo zou yitang = 'da an-sen-lin——gong yuan
I go once Da An. forest park
‘I visited at Da An forest park’
(15)a. 2V %r 455 » F[Self-mover]iZ 7% 4_7 (Sense 1 ‘walking’)
wo jiao hao suan, wo meibanfa zoule
my feet so limp, I cannot walk LE
‘My feet are so limp that I can not walk anymore.’
bt @ % ,T*qu'? 2_7 » AP [Self-mover]iZ 7% 4_7 (Sense 4 ‘leaving’)
huoche zao jiu kaizoule, women mei banfa zoule
train already  drive away LE  we cannot walk LE
‘The train has already driven away, and we can't leave.’
As can be seen in examples (13a) and (13b), sense 1 ‘walking’ and sense 3

‘visiting’ share the same pattern: Self-mover < Area < * and in example (14) they
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share the same pattern: Self-mover < * < Area’. In examples (15a) and (15b) sensel

‘walking’ and sense 4 ‘leaving’ show the similar problem that they share the pattern:

Self-mover < * .

Why would different senses belonging to different Frames share the same basic
pattern? The reason is that in frame semantics, ambiguity is caused by the transfer
of one domain to another domain, but these two domains may not have totally
different sets of core frame elements. That is, there might be some basic elements
which are shared in various domains. As a consequence, in the realization of core
frame elements, relative frames may have similar expressions. In such a situation,
determining how to distinguish the different senses carrying similar basic patterns
needs to be further explained. The next section provides a solution to solve this
problem.

4.2 Colloconstructional distinction

When frame semantic information-is-insufficient, word senses can only be
defined by a careful examination of colloconstruction. As Liu and Wu (2004) have
mentioned, collocational association is also an important anchor for sense
disambiguation. Adopting their findings, the second module—colloconstruction—is
proposed in this paper for the further sense distinction. In this module, first, a search
for categorical collocation from Sinica Corpus is executed (see 16 A)°. Then,
various categorical collocates of ZOU 4_ are found. Several categorical collocates

with high frequency are found from the Table (16A) (the shaded statistic data present

* The same basic patterns also represented in the shaded areas in Table (9), (11) and (12).

® The statistics and the categories in table (16A) are adopted from Sinica Corpus. The first acronym
of the categorical label represents the traditional syntactic categories (such as V(erb), N(oun),
P(reposition), and so on ( see appendix IV for all the abbreviations of category ) except for the D and
Di which means Adverb and aspectual markers, respectively. The second alphabet of the categorical

label specifies the subpart characteristics of the categories.
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more frequently co-occurring with target verb), such as D + ZOU 4_, ZOU 4_ + Di,
D +ZOU 4_ +Di and so forth (see (16B)). Looking into all the data of ZOU 4_ in
detail, the highly frequent patterns are generalized as shown in table (16C): (a)
Adv(erb)” + V (also D + V in (16B)), (b) V + Comp(lement) (also V +
VH/VC/NeuNf in (16B)), (c) V + Asp(ectual marker) (also V+ Di in (16B).), and (d)
Adv(erb) + V + Asp(ectual marker) (also D + V + Di in (16B)). The distribution of
these four major patterns varies from sense to sense (see 16 C).

(16)

A. Major Categorical Collocates of ZOU 4_

Left Left Left Left Left Target Right Right Right Right Right
category Total %
514 3 2 1 |verb | 1 2 3 4 5

IVA 63 85 68 111 2341951 18-~ 109 57 67 55 12607 12.57I

ID 203 202 1205 227 687 [0 99 146 182 228 249 2428 11.7o|

Na 260 209 271 262 242°.0 79 224 194 261 243 2245 10.82

Nh 96 116 132 155 169 0 25 91 108 93 106 1091 5.26

VH 94 122 .87 83 55 0 65 127 105 88 &1 907 4.37

P 82 |77 90 1189 15 0 155 33 45 57 56 799 3.85

VC 91 101 91 88 |10 21 2 36 57 67 |79 643 3.10

Di 39 52 46 67 33 0 237 |1 29 37 33 574 2.77

Nf 58 64 51 52 17 0 2 111 94 42 53 544 2.62

7 In order to search for the significant syntactic patterns, we generalize the highly frequent patterns according
to (16B) in terms of traditional syntactical categories (as (16C)). However, the generalization of highly
frequent syntactic collocates must come from the statistic information in table (16A) and (16B). The same

procedures are also adopted in the following three case studies.
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T 29 37 32 23 4 0 270 22 31 24 39 511 246

Nc 56 58 50 38 40 0 24 54 58 61 67 506 2.44

I\Ieu 54 149 43 23 0 |0 106 86 34 54 (35 484 2.33 I

Others
B. High frequency non-core arguments of ZOU 4_

Left Left Left Target| Right | Right & Right
No.
3 /2 1 |verb 1 2 3

1 oo b |4 |bi] o D

2 |VC| P VH 4 T VH VH
3 P VA Cbb| #_ P Nf |VC/VA

4 |VH VC Di | 4_ | Neu VA

Others

C. Distribution of non-core arguments of Four Senses of ZOU 4_

Adv +Z0U Z0U + Comp. ZOU + Asp Adv +Z0U + Asp

Sense 1

) 25.25% 1.01 % 12.12 % 2.02 %
‘walking’
Sense 2
. ., 3333 % 11.11% 0 0
moving
Sense 3

o 40 % 100 % 0 0

‘visiting’
Sense 4

] 29.69 % 0 37.5% 25 %
‘leaving’
a. Adv+Z0U

L Az G5 31 By {o (sense 1 walking)
L H- R Eate Rl £7 67 0 - A fbildprg s k@ 54
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R E Y pzEd B &k o (sense 2 moving)
HL @ 4~ 8- 5 FHena § > Lx AL &2 [Self-mover]f [4- 4p7
¥ [Area] ? (sense 3 visiting)
IV, &4 a- 33 Bk » £ 7 {,Tk;{ 7 | (sense 4 leaving)
b. ZOU + Comp.
LR TerA 2y ey 428 g > 2ratiprd g
¥ o (sense 1 walking)
L i o 9 o UZ D G ¥ hp A3 0 b prdli) Bl R
% o (sense 2 moving)
Il B n g EE e P FRMNEEEY - A ¥ TG 62 4]
o (sense 3 visiting)
c. ZOU + Asp
| ) IR Srig B 3 RO 2 #8A B0:E B (sense 1 walking)
I Mt A24[1] By TAE ki Ahil- ¥ 23 o
(sense 4 leaving)

d. Adv+Z0OU + Asp

I g 8asgiZed 370 3P [Self-mover] & g - (sense 1

walking)
L EFFRLT 5 e A 2 SR R {5 pfr 7 1 340 |- (sense
4 leaving)

Within the dominant collocation type in each sense, we may find the most crucial
lexical groups to help identify the sense, and that would be discussed individually in
the following sub-sections.
4.2.1 Sense disambiguation: sense 1 vs. sense 3

As mentioned in section 4.2, sense 1 ‘walking’ and sense 3 ‘visiting’ show the

problem that they occur in the same basic patterns: Self-mover < Area < * and
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Self-mover < * < Area in some cases (such as in examples (13) and (14)). In corpus,

several examples are also found, such as in examples (17) and (18)
(17) a. #\[Self-mover] & & k& v & F i ¢ F[Area]
wo zai man jie shui bing han jun guan men zhong jian
I in the stree  soldiers and militaries  between
4_% (sense 1 ‘walking’)
zou zhe
walk ZHE
‘I am walking in the street full of soldiers and the military.
b. £ k34 i [Self-mover] 3| & # [Area]d_— 4 (sense 3’visiting’)
zai lai wo men dao nan hen zou yi tang
then we £0 to Nanhen walk once
‘Then, we visited at Nanhen.’
(18) a. & R [Self-mover]d_#& i+ ¥-f&_(sense 1 ‘walking”)
dong ni zou zai t'ashen hou
Tony walk in his after
‘Tony walked after him.’
b. #[Self-mover] 4 = H § += 5 4 - 4p " £ F 141" [Area] (sense 3 “visiting’)
wo jin tian gi shi  da suan zou yi tang jin yang cun
I today in fact plan walk once ‘Jin Yan village’
‘Today, in fact, I planed to take a visit at ‘Jin Yan village.’

In order to distinguish sense 1 and sense 3 in these cases, we need to go into the
second step—colloconstruction. In corpus, it is found that sense 3 ‘visiting’ usually
co-occurs with the syntactic collocate: V + Comp. while sense 1 ‘walking’ frequently
co-occurs with the syntactic collocate: Adv + V(as shown in (16C)). When look into

each collocate, sense 3 ‘visiting’ constantly appears with the verbal measure words,
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yitang/yizao - 4%/~ i ‘once’, while sense 1 ‘walking’” does not have any specific

lexical collocation either in the pattern Adv +V or V.+ Adv. Consider the following

usages of sense 3 ‘visiting’ from the Sinica Corpus:
(19) a 3 4@ &) ..
dao xiaorenguo  zouyizao
in ‘Xiao Ren Guo’ zou yi zao

‘to take a look at Xiao Ren Guo’

CpR o HR FE Al AN CEEHL

jin yang cun

=2
AtE

wo jintian qishi dasuan zouyitang

I today in fact plan walk once ‘Jin Yang village’

‘Today, in fact I planned to visit ‘Jin Yan village.’

c. Bié 2@ Ay wr LAl kmLE L

nong wei hui  jianyi minzhong hefang ‘. zou yi tang xiu xian nong chang

The COA suggest peoplé why-not  walk once recreation farm

‘The Council of Agricultural suggests peopleé to visit the recreation farm.’

These examples tell us that the measure words, such as yitang/yizao — A#/- i§

‘once’, are the crucial indicators to trigger the sense ‘visiting” of ZOU 4_ while these

collocates are not significant to sense 1 ‘walking’ (consider the Table in (20)).

(20) Frequency of Co-occurring with yitang and yizao

collocates ZOU + yitang ZOU + vyizao Total
Sense 1: walking 71.42% 28.58% 100%
Sense 3: visiting 0 0 0
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And the colloconstructions of sense 3 found in the corpus are:

Z0OU 4 + Frequency adjunct

(yitang — A4
yizao — i§

< >
yihue - v
- .. J

In this case, although sense 1 ‘walking’ and sense 3 ‘visiting’ share the same

patterns:_Self-mover < Area < * and Self-mover < * < Area, they are re-exemplified in

(21) and (22). The Colloconstructions within the basic patterns of sense 3:

Self-mover + Area + ZOU + frequency adjunct and Self-mover < ZOU+ frequency

adjunct < Area help distinguish the two senses in these xamples.
(21)a. #[Self-mover] % = Mk 42 [Area]d_ (Sense 1 ‘walking’)
wo zai hongsshu.lin "l Zou
I in  the mangrove —inside.. walk
‘I walked in the mangrove’
b. # [Self-mover] 3 .?:ﬁf]’*}#[Area] (Sense 3 ‘visiting’)
ta dao hong shu lin zou yitang
he goes to the mangrove  walk once
‘He visited the mangrove.’
(22) a. #[Self-mover]d_# = % #&+k = Fl[Area] (Sense 1 ‘walking’)
wo zouzai daansenlin gongyuan
I walkin Da An forest park
‘I walked in Da An forest park.’
b. # [Self—mover] * & Ak 2r [F][Area] (Sense 3 ‘visiting’)
wo Zou yitang daansenlin gongyuan

I go once Da An forest park
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‘I visited at Da An forest park’
4.2.2 Sense disambiguation: sense 1 vs. sense 4
More data in Sinica Corpus could be found to indicate that sense 1 ‘walking’ and

sense 4 ‘leaving’ share the pattern: Self-mover < * | as illustrated in example (23).

(23) a. #[Self-mover] 8 £ B# 4 (sense | ‘walking’)
wo bixu zaitabu zou
I have to again march
‘I have to march again.’
b. # if [Self-mover]  ®1 & 7 (sense4 ‘leaving’)
hu shi xian jiao che zoule
Shi, Hu first call carwalk LE
‘Shi, Hu hired a car to leave.first.’

Relying solely on basic patterns with core frame-elements, it is difficult to tell the
differences between instances of sense 1 ~walking’/(as in example (23a)) and sense 4
‘leaving’ (as in example (23b)) because.they occur with the same core frame elements
and basic pattern. In order to disambiguate sense 1 and sense 4 in these kinds of
sentence, we go into the next step—colloconstruction. Table (16C) tells us that
sense 4 ‘leaving’ dominantly occurs with the syntactic pattern: V + Asp, while sense 1
‘walking’ usually co-occurs with the syntactic pattern: Adv + V.  When look into the
syntactic pattern, it is found that the verb-final aspectual marker le 7 might be a
crucial anchor to identify sense 4 because it has quite distinct distributions within
clauses containing sense 4 ‘leaving’ as can be seen in Table (24). However, sense 1
‘walking’ does not have any significant lexical collocation. The verb-final aspectual
marker le 7 is not a crucial indicator for sense 1 (as in (24)). For illustration, please

consider the following Examples (25a), (25b) and (25¢) from Sinica Corpus:
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(24) Frequencies of ZOU LE 4_7 within The Clauses of Sense 1 and Sense 4

Sense Co-occur with verbal le 7
‘leaving’ 40/64 (62.5%)
‘walking’ 9/99(9.1%)
(25) a. #3 I - KB RS B o4 AW o (sense 4 ‘leaving’)
mei mei shuo le yi da chuan ran hou tou ye bu hui de walk le

Mei Mei say LE astring  then  head also not back DE walk LE
‘ Mei-Mei said a major string of words, and then she left without turning back.
bR SR wEL AN )
shaersuo yezoule tate yi liu le ji zhi
Saelso also walk LE  he especially leave LE few
= g %34 (sense 4 ‘leaving’)
da ma yan gei wo
hemp smokes give me
‘Saelso also left, and he especially’left-a-few-cigarrets for me.’
C. #B...72 7 2, ‘f'vlJ (sense 4 ‘leaving’)
ta cu cu mang mang De gao bie zou le
he ina hurry DE farewell leave
‘ He said goodbye in a hurry and left.’
The colloconstruction of sense 4 is:

Z0U 4 + verballe 7

As shown in (24), the possible anchor le 7 indeed has a notable frequency

co-occurring with the sense 4 ‘leaving’. This observation seems to point out the fact

that most examples of sense 4 ‘leaving’ co-occurring with le <7 ’ forms a

colloconstruction - ZOU 4 + le 7, which helps us identify the different senses as

exemplified in example (26a) and (26b).
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(26) a. #[Self-mover]< 8 £ Bs# 2 (sense 1 ‘walking”)

wo bixu zaitabu zou

I have to again march

‘I have to march again.’

b. # if [Self-mover]£  *®! & F 7 (sense4 ‘leaving’)

hu shi xian jiao che zoule

Shi, Hu first call carwalk LE

‘Shi, Hu hired a car to leave first.’

However, in (24), it also presents that sense 1 ‘walking’ also appears with verbal

le 7 in a few cases (9.1%) and it also appears with the same Colloconstruction:

ZOU 4 + verbal le 7 within the same basic pattern-Self-mover <ZOU 4 +1le 7 .

For instance, note the following examples:
(27) a. ... » #[Self-mover]iZ %2, d_7 » ... (sense 1 ‘walking’)
wo mei banfa zou.LE

I can not walk LE

‘I can not leave.”

b...» i% [Self-mover]ﬁ%‘ulﬁ 47 ... (sense4 ‘leaving’)
ni jiuyao zou le
you then want walk LE

“You are going to leave.’
Comparing (27a) and (27b) above, sense 1 ‘walking’ and sense 4 ‘leaving’ are
almost identical in surface structure as they share the follows:
Shared Core Frame Elements: self mover
Shared Basic Pattern: Self-mover <*
Shared Colloconstruction: ZOU #_+le

As illustrated in (27a) and (27b), it is difficult to distinguish sense 1 and sense 4
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when they are identical in surface structure, therefore, we have to go into the next
step—contextual dependence. The further distinction of these senses is discussed in
the next section.

In what way, exactly, can Colloconstruction help disambiguate? The answer is:
when frame-based semantic roles and patterns fail to disambiguate the two senses of a
polysemous word. This resolution conforms to the perspective of Emergent
Grammar, as Firth (1957) contended that “...usage patterns of lexical forms can best
be examined by looking at ‘the company’ they keep”. However, given the dynamic
nature of word usage, colloconstruction alone may still not be flexible enough to
distinguish subtle differences of the senses of a polysemous word. Then, the
problem is assumed to be solved in the next step.

4.3 Contextual dependence distinction

Since ZOU 4_ in (27a) and-(27b) denote different meanings, there might be some
distinctive properties between theseitwo-clauses. ' In order to distinguish these two
senses, additional information from the larger context is needed. In this paper, the
linkage between the target sense and the relevant lexical items within the context is
built by relating to the related wordnet synsets in BOW via their semantic similarity.
For instance, in order to further identify the senses of (27a) and (27b), a search for
relevant lexical items should be made. And, in these two examples, it is found that
the relevant items, hao3 lei4 4+ % ‘tired’ and hui2 lai2 + % ‘come back’ might be a
crucial relevant items in the re-exemplified example (28a) and example (28b),

respectively®.

¥ Thank Prof. Liu for pointing that in sentence (28a), ZOU also can present the meaning, ‘leaving’in
the sentence such as 7774/ » /27" ‘mom is so tired that mom need to leave.” In this case, we

cannot say & ‘tired’ is still relavent to sense 1 ‘walking.” There is no perfect solution to account for

this problem. However, what we found is that there is a tendency between a sense and its synsets.
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(28)a. A3 WHF R[> A[Self-mover]iZ 7% &7 - & ® 4 7 o(Sense 1: walking)
woshuo mahaolei wo mei ban fa zou le yao hui qu le

I'say  mom so tired I can not w alk LE want go back LE

‘ I said: Mom is so tired that I cannot walk anymore and I want to go back.’

b. Az {8 iR [Self-mover]ii‘%‘ulg 470 RE7E 7 (Sense 4: leaving)
wo si zhi hou ni jiuyao zou le  yong yuan bu hui hui lai le
I dieafter you want walk le forever never come back LE
‘After I die, you will leave and never come back.’

The relational linkage between hao3 lei4 4+ ? ‘tired’ and the sense of ZOU in
(28a) or between 4 hui2 lai2 v % ‘come back’ and the sense of ZOU in (28b) is
established by their similar semantic properties. In BOW, a group of English synsets
of sense 1 ‘walking’ are found and by translation we can find the corresponding
Chinese related wordnet synsets, such as'the following list (see the English related

wordnet synsets in Appendix II):

(29)

No | Chinese synsets
Iy = 5

Sense 1 ‘walking’

NN |~ | WIN |-

Also, there are a number of related wordnet synsets of sense 4 ‘leaving’ in BOW:

That is sense 1 ‘walking’ tends to relate to the synsets meaning tired - step - drag and so on and sense 4

‘leaving’ tends to relate to the synsets meaing back - disappear - goodbye and so forth.

-4) -



(30)

No. | Chinese synsets
1 0 S

Sense 4 ‘leaving’ <:> P o
3 e
EE
=
6 (@

Why can hao3 lei4 4+ % ‘tired’ be the significant relevant item in (28a) to help
identify the sense 1 ‘walking’? The reason is that hao3 leid 4 % ‘tired’ is
corresponding to pi2 ruo4 de jk 33 i ‘exhausted’ in the related wordnet synsets of
sense 1 (see (29)) because they both denote ‘tired for physical limitation’.
Similarly, hui2 lai2 » % ‘come back’ is the: significant relevant item because it is
identical to hui2 lai2 ® % ‘come back’in-the.wordnet synsets of sense 4 (see (30))
denoting ‘returning’. As such, the sense of ZOU 4_ in example (28a) can be

identified as ‘walking’, and the sense of ZOU 4_in example (28b) can be defined as

‘leaving’.
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5 The case of the motion verb NA(£)

Another verb which is plysemous and high frequency is Motion verb NA £. In
the Sinica Corpus, there are more than 1000 occurrences of NA £. Again for
economy, only 200 entries are tagged and all the data are examined in the study as
well
5.1 Frame-based sense distinction

Initially, most examples of NA £ from Sinica Corpus can be roughly classified
into six major different groups by collocations of core arguments. Again, through
the Chinese-English translations in the BOW online dictionary, these six groups can
be related to various senses in English corresponding to Chinese: sense 1 as ‘carrying’
chi (#%), sense 2 as ‘getting’ de (i¥) , sense 3 as ‘utilizing’ yong (* ), sense 4 as
‘giving’ nacho (£ 1), sense 5 as ‘deciding’.jueding (/i %), and sense 6 as ‘treating’
dui (¥+). The following Table«(3 ) shows the distribution percentage for each sense.

(31)Percentage of 200 Occurrenees of NA

Percentage (%)
Sense 1: carrying 51.5%
Sense 2: getting 26.5%
Sense 3: utilizing 18 %
Sense 4: taking out 2%
Sense 5: deciding 1%
Sense 6: treating 1%

Also, in FrameNet, each sense of NA £ does relate to different frames according
to the core arguments collocation which is corresponding to the various basic patterns
with core frame elements. For example, sense 1 ‘carrying’ is in BRINGING Frame,
sense 2 ‘getting’ is contained in TAKE Frame, sense 3 ‘utilizing’ is included in USE
Frame, sense 4 ‘taking out’ is in GIVING Frame, sense 5 ‘deciding’ is included in
DECIDING Frame, and sense 6 ‘treating’ is contained in INTENTIONALLY ACT

Frame. The classification of NA £ depending on Frame analysis is shown in Tables
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(32)-(37).

(32) Basic Patterns with Core Frame Elements of Sense 1 ‘Carrying’

Sense Frame Frame | No. Basic Patter with Core Frame (%)
Elements Elements and Examples
Sense 1: Bringing Agent, | BP21 | Agent<*<theme 80.6
Cl Theme, 4 5 445 [Agent] = ¥ P > [4]#F = #o[Theme] » g
() Carrier, Fihf &R B FR A
‘carrying’ Source | BP22 | Agent< Carrier <* < Theme 15.5
M-l PP & [Agent]- B B £ t [Carrier] £ ¥ -
# % [Theme] > ri&% BRI
BP23 | Agent <* < Theme < Goal 1.9
g 2 [Agent] & * EFRE LS £FHS
[Theme] 3|+ #{Goal]4F &
BP24 | Carrier <* < Theme 1
+ Z[carrier| £ 7 - B VTN AP 2 ] 4
[Théme]
BP25 plnAgent <* < Carrier 1
3 fi[Agent] £ 3] & 42 [Carrier] | 7
(33) Basic Patterns with Core Frame Elements of Sense 2 ‘Getting’
Sense Frame Frame No. Basic Patter with Core Frame (%)
Elements Elements and Examples
Sense2: Taking Agent, | BP1 | Agent<*<Theme 75.4
DE Them, F 5 BE P2 E4EH T 0 [CNJAgent: 3§ 3 <S>]
(%) Source (£} % 5 [Theme]> 4 it &+ p# 2B 8§ 55
‘getting’ ¥ o
BP2 | Agent < Source < * < Theme 18.9
i [Agent]- B * 52 * }[Source] £ - # [Theme]
$# 7 4r i B |
BP3 | Agent <theme<* 3.8
B2 X 4p % f7 [Agent] $% L § 488k 7 [Theme] ¥
I S
BP4 | Source < Theme <* 1.9

ST chi TR shfo ol B sk[Source]5F 4 %

ek B % PF%) 4 [Theme] ¥ £
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(34) Basic Patterns with Core Frame Elements of Sense 3 ‘Using’

Sense Frame Frame No. Basic Patter with Core Frame (%)
Elements Elements and Examples
Sense 3: Use Agent, BP26 | Agent < * < Instrument < Purpose 94.4
YONG Instrument, ¥R FInEe o X [Agent] £78 B T 40
*) Purpose, [Instrument]2 % # [Purpose]
‘utilizing’ Role, BP27 | Agent < *< Instrument < Role 5.6
Theme # I P i > S [Agent]# fui% £ 1% ¥ [Theme]
2§ ¥ [Role]
(35) Basic Patterns with Core Frame Elements of Sense 4 ‘Giving’
Sense Frame Frame No. Basic Patter with Core Frame (%)
Elements Elements and Examples
Sense 4: Giving Donor, BP28 | Donor < * < Theme < Recipient 50
NA CHU Recipient, Q #+ 3 % [Donor] & 7 & - A [Theme] & #
(£ 1) Theme [Recipient]
‘taking BP29 Donor<*<Theme 50
out’ Piont—Rovyal&#% L [Donorl4&
[Theme] dt % Z &
(36) Basic Patterns with Core Frame Elements. of Sense 5 ‘Deciding’
Sense Frame Frame No. Basie Patter with Core Frame (%)
Elements Elements and Examples
Sense 5: | Deciding | Cognizer, | BP30 100
JUE Decision Cognizer < * < Decision
DING A[Cognizer]$ 5+ £7 %3 48 4 & 4
(iF %) [Decision]
‘deciding’
(37) Basic Patterns with Core Frame Elements of Sense 6 ‘Treating’
Sense Frame Frame No. Basic Patter with Core Frame (%)
Elements Elements and Examples
Sense 6: | Intentional act | Agent | BP31 100
DUEI Act Agent < * < Act
(%) > A [Agent] £ 172 752 [Act] > (R £ A
‘treating’

As shown in (31), sense 1 ‘carrying’ is assumed to be cognitively salient and

46 -




prototypical. First, because sense 1 occurs most frequently and second, because it
denotes a specific physical action. Other senses are viewed as extensions of sense 1
‘carrying’. Following the procedures of my model, these senses are also specifically
defined by basic patterns with core frame elements. As shown in (32)-(37), sense 1
‘carrying’ is defined by the basic patterns in the BRINGING Frame: Agent < * <

Theme, Carrier < * < Theme < Goal and Agent < Carrier < * < Theme; sense 2

‘getting’ is specifically defined by the basic patterns in the TAKING Frame:_Agent <

* < Theme, Source < Theme < Agent < * | Agent < Theme < * , and Agent < Source

<* < Theme; sense 3 ‘utilizing’ is identified by the basic patterns in the USE Frame:

Agent <* < Instrument < purpose, and Agent < * < Instrument < role, sense 4 ‘taking

out’ is specified by the basic patterns in GIVING Frame: Donor < * < Theme <

Recipient, and Donor < *<Theme;'sense 5 ‘deciding’ is defined by the basic patterns

in Deciding Frame:_Cognizer < *.< Decision; sense 6 ‘treating’ is identified by the

basic patterns in INTENTIONALLY, ACT-Frame: Agent < * < Act. All the basic

patterns and examples can be seen in. Tables /(32)-(37). In this case study, the
frame-based distinction exactly separates sense 3 ‘utilizing’, sense 4 ‘taking out’,
sense 5 ‘deciding’, and sense 6 ‘treating’ from the remaining two senses.

However, a similar problem is shown in (32) and (33) by frame-based distinction.

That is, different frames have similar basic patterns with core frame elements (as the

shaded areas). Such as, the pattern: Agent < * < Theme occurs in both of sense 1
‘carrying’ and sense 2 ‘getting’. For illustration, please consider the following
examples:
(34)a.... 5 * [Agent] & ¥ i+ [Theme] * F*...(sense | ‘carrying’)

bing ren na zhe bao jianka shang men

patien take ZHE health insurance card  up door

‘The patient carried the health insurance card to the counter.’
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b....3'[Agent]¥ # ¥ 11 Eig £ 3 & =[Theme]?.. (sense 2 ‘getting’)
wo ke bu ke yi shundao nage yan jiuxue wei
I can not can by the way take CL research academic degree
‘By the way, can I get an academic research degree?’
In order to distinguish these two senses which share the same basic pattern with
core frame elements, colloconstruction is adopted.
5.2 Colloconstructional distinction: sense 1 vs. sense 2
In order to disambiguate the senses in (34a) and (34b), a search for non-core
argument collocations is necessary.  In this step, a search for categorical collocation
from Sinica Corpus is executed by the same token. Then, variant categorical
collocates of NA £ are obtained ( 35A) and are generalized as a few highly frequent

categorical collocates: D + V, Vi#+ Di, or D+ V + Di and so forth.  Further

examining all the data of NA- %, the highly frequent patterns are concluded the
following three major types as shown.ini-Table-(35C): (a) Adv (erb) + V (also D +V in
(35B)), (b) V+ Asp (ectual marker) (also. V.4+Dt in (35B)), (c) Adv (erb) + V + Asp
(ectual marker) (also D + V +Di in (35B)). Besides, these syntactic patterns have
different distribution in each sense. (see (35 C))

(35)

A. Categorical Collocates of Five Senses of NA £

Left Left Left Left Left Target Right Right Right Right Right
category Total %
5 4 3 2 1 verb| 1 2 3 4 5

Na 147 147 165 149 147 0 290 252 231 193 154 (1875 17.07

C 55 57 41 24 5 969 9 98 74 110 99 1541 14.03

84 90 90 117 365 0 44 65 88 95 78 1116 10.16
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Left Left Left Left Left Target Right Right Right Right Right

category Total %
5 4 3 2 1 |verb |1 2 3 4 5

1 21 19 16 6 5 0 287 |1 3 6 16 380 3.46
H 71 47 50 31 12 0 23 38 35 41 29 377 343
f 30 33 27 36 10 0 17 111 75 18 20 377 343
29 26 26 40 6 64 10 25 25 29 37 317 2.89

eu 23 |17 27 15 0 0 9% 66 15 16 16 291 2.65
VA 25 33 29 30 14 0 4 31 18 38 34 256 233

B. High Frequency Non-core Argument of NA £

Left Left Left Target Right Right/Right
3 2 1 verb | 1 2 3

1 |D D D| £ |Di| Nf2'D

No.

2 VH P VA £ | Neu VC Nf

3 WVC | Nf VH £ D | Neu VC
4 VAVH Nf £ |VH D |VH
Others

C. Distribution of Non-core Arguments of Five Senses of NA £

Adv+V V +Asp Adv+V + Asp
Sense 1
. ., 7.8 % 58.25 % 2.9 %
carrying
Sense 2
) 41.5% 7.5 % 0
‘getting’
Others
a. Adv+V

I. fkgtiﬁ\ﬁ\ﬁwqﬁ’i— FEFEA A Tt K(sense | carrying)

-49 -




L bnt-{ 2@tz iR FmEpH AFLHFLF »
# > £ AP o (sense 2 getting)
b. V+Asp

Lo g - &artis o < AR 335 00k 4 470 3 43 & (sense

1 carrying)
L Egeni <k o R 5 SR &) o sorp 8 & O RES LA
# 1 (sense 2 getting)
c. Adv.+V+Asp.

L HEhEe FhmaisEp [ - himparzdraaz

¥ 4 ° (sense 1 carrying)

Within the major collocation types of each sense, sense 1 usually co-occurs with
aspectual markers while sense 2 constantly appears with adverbs. However, within
the collocating adverbs, no crucial lexical cellocates are found to identify sense 2
‘getting’.  While within aspectual markerss-it-is found that the aspectual marker zhe
¥ has significant distribution in‘examples.of sense 1 ‘carrying’. Therefore, the
aspectual marker zhe ¥ might be a crucial anchor triggering the ‘carrying’ sense of
NA £ (consider (36)). In other words, sense 1 ‘carrying’ co-occurs with the
aspectual marker zhe ¥ with considerable frequency. This combination of sense 1
‘carrying’ and aspectual marker zhe means that sense 1 ‘carrying’ puts emphasis on
the progressive state of the physical action while sense 2 ‘getting’ does not.

(36) Frequency of Co-occurring with zhe ¥

collocates NA + zhe
Sense 1: carrying 47.1 %
Sense 2: getting 0

In consequence, although sense 1 ‘carrying’ and sense 2 ‘getting’ share the same

core frame element pattern as:_Agent < NA + zhe < Theme exemplified in (34a) and
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(34b), the Colloconstruction of sense 1:

NA £ +zhe *

helps distinguish the two senses which are realized in the same basic pattern:

Agent <* <Theme. For example, as the following examples are shown:

(37) a. ’]T F [Agent] WL E ¢ % [Theme](sense 1 ‘carrying’)
li jie nazhe jiangruhua de mingpian
Li-jie take ZHE Ru-hua Jiang DE  name card

‘Li-jie is taking Ru-hua Jiang’ name card.’
b. [Agent] 5 22 % Z3k[Theme]...(sense 1 ‘carrying’)
ta nazhe zhaopian yu gianmingqiu
he take ZHE picture  and autographed ball
‘He is carrying the pictur¢ and the autographed ball.’
C. ¥ [Agent] of Lt et F{Theme]...(sense 1 ‘carrying’)
ta na zhe yi xiao-duan-—-de zhu gan
she take ZHE one small piece - ~DE bamboo
‘She is carrying one a segment of bamboo.’

However, in (36), another problem that emerges is how to distinguish sense 1
‘carrying’ from sense 2 ‘getting’ when sense 1 does not co-occur with aspectual
marker—zhe ¥ (about 52.9%), such as the following examples:

(38) a. ...ig & B[Agent]...» £ - H. = e | # 1 7 [Theme]...... (sense 1 ‘carrying’)
lai shi sheng yena vyikuaida de bei ke hua shi
Lai Shi-sheng  too take one piece big DE shell fossil
‘Shi-sheng Lai also carried a piece of big shell fossil’
b. ... ¥4t #[Agent] g X f W
ai de hua yu lao yu giao
Edward more old more fascinating
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EX2 B E + 2 % [Theme] (sense 2 ‘getting’)

quan chang duna er shi liou fen

whold field lonely take 26 scores

‘Edward is the older and the more fascinating for he himself alone got 26 scores.’
Comparing examples (38a) and (38b) above, sense 1 ‘carrying’ and sense 2

‘getting’ are almost identical in surface structure in that while they share the following,
they occur without any specific collocational association:
Shared Core Frame Elements: Agent, Theme

Shared Basic Pattern: Agent < * < Theme

In the same way, we have to go into the next step to find contextual relevant
items which can help disambiguate these two senses when they both occur without
any distinctive collocates. The further distinction would be discussed in the next
section.

5.3 Contextual dependence distinction

Since local information (within clause) is insufficient for sense disambiguation in
(38), additional information from across clausal boundaries is necessary. In this step,
each sense is assumed to be associated with other relevant lexical items through
semantic linkage in Contextual Dependence. In these two examples, crossing
clauses, it is found that the relevant items, dai4 hui2 # ® ‘bring back’ and de2 fenl
7 4 ‘getting score’ might be the crucial relevant items as in the re-exemplified
examples (39a) and (39b), respectively.

(39)a. f+ H[Agent]... + £ - K < L&t 7 [Theme]
lai shi sheng yena vyikuai dade beike huashi
Lai Shi-sheng  too take one piece big DE shell fossil
B & FEXFR ¥ & ...(sense | ‘carrying’)
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shou yao dai huei ban guong shi  liou nian
say want bring back office keep memorize
‘Shi-sheng Lai also carried a piece of big shell fossil, and he said that he wanted to

bring it home to be as a souvenir.’

b.X 1t E[Agent] £ g > wE +' 2 A [Theme] *
ai de hua yu lao yu giao guan chang duna er shi liou fen
Edward more old more fascinating whold field lonely take 26

BT AZ BA O EF ...(sense 2 ‘getting’)

xie xia ben ji geren zueigao de fen

scores write down this season personal highest score

‘Edward is the older and the more fascinating for he himself alone got 26 scores and this
season recorded his personal highest score’.

The relational linking between dai4 hui2 . %-bring back’ and the sense of NA
£ in (39a) or between de2 fenl 8 & “getting score” and the sense of NA £ in (39b)
is established by their similar semantic.properties. In BOW, a number of English
related wordnet synsets belonging to sense 1 ‘carrying’ are found and by translation
we can find the corresponding Chinese related wordnet synsets in Table (40) (see the
English related wordnet synsets in Appendix I):

(40)

No | Chinese synsets
WL Rk
YU
W & 2
Gkt 450

wH

Sense 1 ‘carrying’ <:::>

N[ B |W [N |-
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Also, there are various synsets of sense 2 ‘getting” in BOW:

(41)

No. | Chinese synsets
&7

>
CED

B

A\

Sense 2 ‘getting’ <::,l>

1=
I :’;\

B

NI K |W [ N |-

How can we say that dai4 hui2 = ® ‘bring back’ is a crucial relevant item in
(39a) to help identify the sense 1 ‘carrying’? The reason is that dai4 hui2 = w
‘bring back’ is similar to dai4 zhe # ¥ ‘bring’ in the related wordnet synsets of
sense 1 (consider (40)) because they both denote ‘the act of bringing’.  Similarly,
de2 fenl ¥ » ‘getting score’ is the significant relevant item because it is linked to
de2 dao4 ¥ 3| ‘obtaining’ in-the related wordnet synsets of sense 2 (see (41))
denoting ‘getting’. In sum, in this step,-through contextual information, the sense of
NA £ in example (39a) can be identified as ‘carrying’, and the sense of NA £ in

example (39b) can be defined as ‘leaving’.
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6 The case of the perception verb TING (#.)

Perception verb TING £t is also a polysemous word with high frequency. In
this case study, various syntactic behaviors and semantic properties which differ from
motion verbs are investigated. In the Sinica Corpus, there are more than 1000
occurrences of TING £.. Again, we tag only 200 entries in detailed but examine the

overall data.

6.1 Frame-based sense distinction

Preliminarily, most examples of TING # from Sinica Corpus could be roughly
divided into four major groups by their collocations of core frame elements. In
addition, via the Chinese-English translations in BOW, these four groups can be
related to various senses in English corresponding to Chinese: sense 1 as ‘listening’
TING (%), sense 2 as ‘perceiving’ TING (dao)(#:3])) , sense 3 as ‘hearing about’
TING (guo)(#t.1®), and sense 4 as ‘obeying” TING hua (¥t.:%). The percentages of
distribution of each sense are shown in‘Table (42).

(42)Percentage of 200 occurrences of TING

Percentage (%)
Sensel: listen 16
Sense2: perceive 64
Sense3: hear (about) 13.5
Sense4: obey 6.5

Also, each sense of TING Z, in FrameNet, related to different frames according
to core argument collocation corresponding to the various basic patterns with core
frame elements in different frames. For example, sense 1 ‘listening’ is in
PERCEPTION ACTIVE  frame, sense2  ‘perceiving’ is included in
PERCEPTION_EXPERIENCE frame, sense 3 ‘hearing about’ is contained in HEAR
frame, and sense 4 ‘obeying’ is in COMPLIANCE frame. The classification of
TING Z# depending on Frame analysis is shown in (43)-(48)
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(43) Basic Patterns with Core Frame Elements of Sense 1 ‘Listening’

Sense Frame Frame No. | Basic Patter with Core Frame | (%)
Elements elements and Example
Sense 1: | PERCEPTION _ Perceiver BP32 | Perceiver <* 45.71
/8 ACTIVE Body part e 2 TR R e || B g
‘listening’ Phenomenon S R &1 R
Manner PRt ARG ITEL @ Pk F
- K24 R
BP33 | Perceiver < * < Phenomenon 28.57
CRGRE[EE - B AN A g
74 RRER
BP34 | Phenomenon< Perceiver < * 14.29
FE? 5 #AR Ry LA -
BP35 | Body_part<* 5.71
TR TN T R
Fa L B A DR R 5
# ek o
BP36:| Perceiver < Phenomenon < * 2.86
WE & U - ARy %
O T D St = R
B AL § % B
BP37 | Medium < Perceiver < * 2.86
Y s E R T ST SE N
oo RISTRAH L4 - FRE O AN
(44) Basic Patterns with Core Frame Elements of Sense 2 ‘perceiving’
Sense Frame Frame No. | Basic Patter with Core Frame | (%)
Elements elements and Example
Sense 2: | PERCEPTION_ | Perceiver | BP38 | Phenomenon < Perceiver < * < |27.13
# (7) | EXPERIENCE | Depictive Depictive
‘perceiving’ Agent RbA %y, EpF s LF:
Phenomenon AREFIR A BT keho N
Reaction K027 BRire |
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Sense Frame Frame No. | Basic Patter with Core Frame | (%)
Elements elements and Example
Sense 2: | PERCEPTION | Perceiver | BP39 | Perceiver <* <Phenomenon 23.26
() EXPERIENCE Depictive FRIAPAKASPEY R
‘perceiving’ Agent TS ke B O AR et
Phenomenon | BP40 | Perceiver < * 19.39
Reaction F ol IR R PR A
SR R U
BP41 Phenomenon < Perceiver < * | 852
<reaction
FARENB LI B AL
kR e < R 0 R
FLE -
BP42 Perceiver < * < Phenomenon < | 8.52
Depictive
AT - T ESR BHE o AR
R E E e R
BP43 Phenomenon < Perceiver < * 4.65
FEIHEEFEG G AP @
?T*uit"‘%«‘é{im EP S W 3 3
BT R HA KL S -
BP44 Perceiver < * < Phenomenon < | 3.87
reaction
LAET R L O B ER
A7 e
BP45 Agent < Phenomenon< Perceiver<* | 3.1
L Ferc T RATHEL Slig S+ %
TR HY 3 20 frR R ik
B
BP46 Agent < Medium < Perceiver < * 0.77
BABL ST AR R
S ERpE o BT E R £F
BHEF e
BP47 | * < Perceiver 0.77

HBFp g o e § Bt
@t FR AL B R B,
AAE A AT R RS
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(45) Basic Patterns with Core Frame Elements of Sense 3 ‘hearing about’

Sense Frame Frame No. Basic Patter with Core Frame Elements (%)
Elements and Examples
Sense3: | HEAR Hearer | BP48 | Hearer < * < Message 25.92
2 S Message BB S EE L e AL 7 A ERRRRRE S
‘Hearing Topic bt o ged Rl B Lo s HRF -
about’ Speaker | BP49 | Hearer < * < Speaker < Message 22.22
AFEIAHF L EP AR PAL FRL
Rz T 4w LB AR
BP50 | Hearer < * < Topic 22.22
Wl AEFis BB | MM R0 R
B RAEA T B | VA T
LN
BP51 | Hearer < * < Speaker 11.11
B indbigin b et o [0 (REGREAT
AR 7R RO
BP52| Speaker < Message < Hearer < * 7.4
AN E RN P2 W RSB
BB BRI EE - FHET L B
- it
BP33" | Message < Hearer < * 7.4
AH TR d s SR 5 G K A
E ARG RFEE? || o |lixg - B A
BP54 | Speaker < Hearer < * 3.7
s T2afFe j At TR fom:
THEA R EREERS |
(46) Basic Patterns with Core Frame Elements of Sense 4 ‘obeying’
Sense Frame Frame No. | Basic Patter with Core Frame | (%)
Elements Elements and Examples
Sense 4: | COMPLIANCE Norm BP55 | Protagonist < * < State of affairs 38.46
3 Protagonist TR EERSA - 7R
‘obeying’ State of affairs LI I Fedoo 7 AT

E:\;F,g?J
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Sense Frame Frame No. | Basic Patter with Core Frame | (%)

Elements Elements
Sense 4: | COMPLIANCE Norm BP56 | Protagonist <* < Norm 38.46
& Protagonist BrF AR APF A ZAT
‘obeying’ State of affairs REE Ne B 4ok A7 P

Bt RIEERE

FE s h- ey TR g
S EC IS R - A
R WU ICR RS- 1) a el

\‘-‘K{—]ﬁ/i

4

As shown in (42), sense 1 ‘listening’ is assumed to be perceivably salient and
prototypical. Because, first, it occurs most frequently and second, it denotes a
specific physical perception. Other senses are viewed as extensions of sense 1
‘listening’.  Following the proceduresjofi:the model provided in this paper, these
senses are also specifically defined by basic patterns with core frame elements. As
shown in (43)-(46), sense 1 =‘listening’ -is defined by the basic patterns in the

PERCEPTION_ ACTIVE Frame; pereeiver-< *, *Perceiver < * < Phenomenon,

Phenomenon < Perceiver < *, body part <™ Perceiver < Phenomenon < * and

Medium < Perceiver < *; sense 2 ‘perceiving’ is specifically defined by the basic

patterns in the PERCEPTION PASSIVE Frame: Phenomenon < Perceiver < * <

Depictive, Perceiver < * < Phenomenon, Perceiver < *, Phenomenon < Perceiver< * <

reaction, Perceiver < * < Phenomenon < Depictive, Phenomenon < Perceiver < *,

Perceiver < * < Phenomenon < Reaction, Agent < Phenomenon < Perceiver < *,

Agent < Means < Perceiver < * and * < Perceiver; sense 3 ‘hearing about’ is

identified by the basic patterns in the HEARING Frame: Hearer < * < Message,

Hearer < * < Speaker < Message, Hearer < * < Topic, Hearer < * < Speaker, Speaker

< Message < Hearer < *, Message < Hearer < *, and Speaker < Hearer < *; and sense

4 ‘obeying’ is specified by the basic patterns in COMPLIANCE Frame: Protagonist <
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* < State of affairs, Protagonist < * < Norm, State of affairs < Protagonist < *. In this

case study, the frame-based distinction exactly separates sense 3 ‘hearing about’, and
sense 4 ‘obeying’, from the other two senses. However, a similar problem is shown
in (47) and (49) by frame-based distinction. That is, different frames have similar

basic patterns with core frame elements. For example, the patterns: Perceiver < * <

Phenomenon, Phenomenon < Perceiver < * < Depictive, and Phenomenon< Perceiver

< * occur in both of sense 1 ‘listening’ and sense 2 ‘perceiving’. For illustration,

please consider the following examples:

(47) Perceiver < * < Phenomenon
a. % % ¥ [Perceiver]...ix Ff&  #& ¥ % %4 [Phenomenon]- (sense 1 ‘listening’)
giu zi zhang hen yuanyi TING tafapigi
qiu zi zhang very willing. ' listen' she angry

‘Qiu, zi-zhang would like todisten/toher-being-angry very much.’

b. 3 [Perceiver]f& A Hife &
WO men TING le henduo de tung xue
we hear LE verymuch DE classmate
H#H &z gvE[Phenomenon] ? (sense 2 ‘perceiving’)

jilang chu xinli dehua
speak out heart DE words
‘We heard a lot of classmates speak the words of the heart’
(48) Perceiver < *
a. e EfHe A 1 % %0 #[Perceiver]- %2 F(sense | ‘listening’)
hao de xingqisi wo zheng hao you kong wo yi ding qu TING
OK Thursday I just have free 1| must go to listen

‘Ok, I just have free time on Thursday, and I will go to listen.’
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b. 3 ¥ LB B R ,Th %  §2#  #:Z[Phenomenon] -

mei you kao shang da xue kaishi fuqinjiu bugenta jiang hua

No pass college begin father nerver with him talk
#[Perceiver]fe % ¥ 1@ [Depictive] (sense 2 ‘perceiving’)
wo TING LE hen nan guo.

I hear LE wvery sad.

‘Since he did not pass the college entrance exam, father doesn't talk to him any more.l am

very sad to hear that’
(49) Phenomenon < Perceiver < *
a. '—ifff TH O A4 * & v 2, T 4& ? 3 % [Phenomenon]

ni zhe yiang shou wei mian tai xiao ji le ba xiao ji  yien yue

you such say rather toonegative Leba negative music

A[Perceiver R & @ 3R AL -7 - (sense 1 ‘listening’)
wo xian zai lian +ting do-"bu-yuan.yi TING LE

I right now even listen all:not willing. * listen Le

"It isn’t too negative?""Negative? " "Music ? I do not ever want to listen."’

b. &% 34 E X B 2§ % %A it#[Phenomenon]pF -
meidang wangzhenhua laoshi yu baba zaitaolun shi
every when Wang, zhen-hua teacher and father in discuss when
i [Perceiver]ﬁ.‘a o % H.(sense 2 ‘perceiving’)
ta jiuzai pong bian TING
he justbe side hear

‘Whenever teacher Wang, Zhen-Hua talks with father, he just hears nearby.’
As can be seen in (47)-(49), sense 1 ‘listening’ and sense 2 ‘perceiving’ are
realized in the same basic pattern with core frame elements. In order to distinguish

these two senses, we need to go into the second step—colloconstruction distinction.
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6.2 Colloconstructional distinction: sense 1 vs. sense 2

Following the procedures of the proposed model, exploring for non-core
argument categorical collocations is executed to further disambiguate senses (see
(50A)).  Several major categorical collocations are scrutinized as in (50B). In this
case study, various senses are especially associated with different syntactic patterns
which can be concluded as three major types as: (a) D(Adv.) + V + D(Adv.), (b)
V(VK, VH) + V(Ting), (¢) V + Di (Asp), and (d) V + Comp.(VE, VH, VC). The
distributions of the collocations of sense 1 and sense 2 are shown in (50C) for further
distinction.
(50)

A. Categorical Collocates of Four Senses of TING £t
Left Left Left Left Left Target Right Right Right Right

category Rightl Total | %
5 4 3 2 | L yverb 2 3 4 5

IVE 50 87 65 32 227.1829.°13 275 110 94 87 2664 13.49|

Na 249 277 269 222 200 0 269 191 318 276 254 2525 12.78

ID 210 170 126 226 634 0 158 191 206 |198 217 2336 11.83|

Nh 115 96 138 188 271 |0 228 84 83 94 94 1391 7.04

VH 133 106 108 81 28 0 39 81 98 92 94 860 4.35

Di 20 24 16 9 5 0 501 11 28 24 28 666 3.37

VC 97 86 72 27 |11 9 21 66 56 67 78 590 2.99

T 52 69 73 17 0 0 60 34 51 27 31 414 2.10

Nb 24 35 28 50 79 0 57 35 23 25 38 394 1.99

VA 42 56 44 31 7 0 3 55 40 50 48 376 |1.90

IP 40 42 43 47 32 0 6 26 34 42 50 362 |1.83 I

-62 -



VK

27 22 23 20 36 55

5 60

Others

B. High Frequency Non-core Argument of TING

No. =3 =2 =1H®4é&# +1+2 +3

1 (D D D || & DiJVEl D

2 WH VH VK| & ||D D | VE

3 v P P ® [T VH| VH

4 |T VEVH ¥ |VH VC VC
Others

37 29 44 358

C. Distribution of Non-core Arguments of Five Senses of TING g

Adv +TING V +TFING TING +Asp TING +
Comp.
Sense 1
) ) 15.63 53.13 5% 6.25 %
‘listening’
Sense 2
. e 23.1% 0 39.1% 16.36 %
perceiving

(51) Adv+TING

1.81

a. HAE X i&%’.\i’z ehpF iz & ﬁi’ iz 2 % — # o (sense | ‘listening’)

She me shi tian lai jiu shi ni ting de shi ho yiao yong xin de TING zhe shi di yi bu

What

‘What is sounds of nature? That is at the moment when you heartly listen to.

step’

is sounds of nature
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b.. T4F4& 7 » B2 2FA > RN fi I K R4 A X % erviii(sense 2 ‘perceiving’)
hao ji le kuai gao su wo wo guai guai de TING dong ni xi pi xiao lian de shou
‘exellent quick tell I I be well-behaved hear’ Tony laughing face DE say
‘"Exellent, quick to tell me, I will be well-behave to hear !" Tony said with laughing face.

(52) V+TING

I

a drk G RTE B - T

\\\Xr

4‘?"9}5'31 '3%{;,&),*};%%4 é‘ﬁ o (sense 1

¥

‘listening’)
ru guo you Iv xing tuan ta yi ding can jia you yin yue hue jiu qu TING you hua zhan ye qu kan
if have tourist group, he must attend have concert go to listen have art exhibition also go to see
‘If there is a tourist group, he must attend. If there is a concert, he will go to listen, and it there
is art exhibition, he will also went to see.’
(53) TING +Asp
a B A A < REE] > 2B v k8. (sense | “listening”)
ji guong dian shang xiang nian dae-dajia-TIGN zhe wang po gien wo chi fen tang
Taoist light the joss-stick and say: everybody-listen ZHE Ms.Wang treat me the powder soup
‘The Taoist light the joss-stick and say: Everybody listen, Ms. Wang treat me the powder

soup’

b F A ri- b A A PIY i1 50 0 AR £

Ty
e
|
T\
s
B

@ {% Z (sense 2 ‘perceiving’)

bu zhi dao na yi zhen fong yu you ba pu zhong de hua da luo le duo shao wo TING le jue de
zhe shou shi que shi hen mei

don’t know which gust rains and winds, again BA garden de flower blow off LE how much I
hear feel this poem is really very beautiful

‘Don't know which gust of rains and winds blow off how much of the flowers in the garden

again.When I heard this poem, I thought it is really very beautiful’
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(54) TING + Comp.
A AALERTE R ERE-Br o RE R § o AR T 2] 2
7 i o (sense 1 ‘listening”)
Sa er suo zhi yao yi kai kou zuong shi tao tao bu jue wo TING bu xia qu you cha bu jin kou
Saelso if only open mouth always blather, I listen any more again insert not interpose
‘When Saelso opens his mouth, he always blathers. I cannot listen anymore, but I cannot
interpose,neither.’

b. ;\‘. PEF AP EEhegHT™ ko int \fﬁ] % {%4F | (sense 2 ‘perceiving’)

wo TING de dong niao dan ran bu shi zhen de hue diao xia lai ni bi yu de hen hao

I hear understand bird of course not really can drop down you analogy very good

‘I heard and I can understand! The bird, of course, would not drop down and you have a good
metaphor for it.’

Within these collocation =types, sense~ 1 clistening’ usually co-occurs with
preceding predicates while sense 2 ‘petceiving’often appears with aspectual markers
and adjunct complements. Since co-occurring preceding predicates are significant to
sense 1, some crucial lexical collocates might be found to help identify sense 1
‘listening” of TING.  Aspectual markers and adjunct complements might equally help
specify sense 2 ‘perceiving’ of TING. It is found that among the collocating
preceding predicates of sense 1 ‘listening’, the lexical items with volitional meaning
occupy most parts, such as * « ‘attentively’, 4 ‘go to’, and Fg £ ‘volitionally’.
In contrast, there is no specific lexical item found in the collocating adverbs of sense 2
‘perceiving’.  Nevertheless, within the two significant collocations of sense 2
‘perceiving’ (aspectual markers and with adjunct complements), some special lexical
items are detected, such as the aspectual marker 7 LE denoting the completeness of

actions, and adjunct complements i %_ ging chu ‘clear’ denoting the resulting state.
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(55) Frequency of Co-occurring with Volitional Markers, Aspectual Marker le

and Perception Boundary Marker

. V + Perception
Volitional B
V+ 7 le Boundary Marker
Marker +V
(Result)
Sense 1 ‘listening’ 68.42% 2.63% 5%
Sense 2 ‘perceiving’ 0 32.26% 13.7%

These collocates are indicative to sense 1 and sense 2 respectively because they
are semantically relevant to the target senses. In the case of sense 1 ‘listening’,
adverbial collocates are specific to sense 1 ‘listening’ that being in Perception_active
frame, sense 1 denotes volitional meanings related to those collocates. On the other
hand, in the examples of sense 2 ‘perceiving’, the aspectual marker LE and the
adjunct complements are specific to_sense;2 only. The reason for the linking of
sense 2 to its significant collocates is-that being in Perception passive frame, sense 2
‘perceiving’ calls for a boundary to complete the perceiving acts. For this reason, it
makes sense to believe that the “collocates-aspectual marker Le and resulting
complements are kind of connection with the meaning of sense 2. Consequently, by
colloconstruction module, it is found that markers of volition (g &, * =) help
disambiguate sense 1 from sense 2, while markers of perception boundary (7, &,
7 %) could tell the differences between sense 1 and sense 2. According to the
colloconstructions, it is observed that the major difference between sense 1 and sense
2 is the degree of control—sense 1 has a higher degree of control while sense 2 has a
lower degree of control. Furthermore, according to the various structural behaviors,
sense 1 and sense 2 must necessarily be distinguished. In other words, via the
separation, the different realization of these two meanings can be seen. With this

semantic connection, though sense 1 ‘listening’ and sense 2 ‘perceiving’ share the

same core frame element patterns (Perceiver < * < Theme, Perceiver < * and
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Phenomenon < Perceiver < * as exemplified in (56a-58a) and (56b-58b)), they can be

distinguished by their specific Colloconstructions:
< Volitional marker(s) + TING
< TING #& + Perception boundary marker(s)

® TING # +le 7

® TING Z + Resulting

For illustration, Perceiver < Fg & ‘willing’ + * < Phenomenon (for sense 1)and

Perceiver <* + 1 < Phenomenon (for sense 2) in (56), Perceiver < - % 3

‘must to’+ * (for sense 1) and Perceiver <* + 7 (for sense 2) in (57),

Phenomenon < Perceiver < §g & ‘willing’ + * (for sense 1) and Phenomenon <

Perceiver <* + 7 (for sense 2) in (58), please see the following instances:

(56) Perceiver < Fg &+ * < Phenomenon

a. £ 3 3 [Perceiver]... {%ff &, B4t 3 % 5 [Phenomenon] - ... (sense 1 ‘listening’)

Perceiver < * + 7 < Phenomenon

b. 2\ i [Perceiver|#& 7 % % el B2k 42 i [Phenomenon] ? ... (sense 2 ‘perceiving’)

(57) Perceiver < — 3 +*

a.... WFeho B A1 G 7 0 A[Perceiver]- T4 F (sense 1 ‘listening’)

Perceiver < * + 1

b, B EDRG L AFRL R Myt 196 S5 [Phenomenon] « #* [Perceiver] 7 %
#f & [Depictive] (sense 2 ‘perceiving’)

(58) Phenomenon < Perceiver < Fgz, +*

a. ’ et AL SR 7 "iJ 48 ? 4 # [Phenomenon]3t [Perceiver] . & i 35 3
BB -, (sense | ‘listening’)

-

Phenomenon < Perceiver < * + 7

b. # #3235 B ©* & B 42[Phenomenon] » & ¥ [perceiver]f;ﬁfx’;i;;i H oo Risap b e v ¥ (sense 2
‘perceiving’)
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However, in (59), another problem might emerges: how to distinguish sense 1
‘listening” from sense 2 ‘perceiving’ when they do not co-occur with indicative
colloconstructions, such as in the following examples:

(59)a. s pe $1 I oA 4 L TSN A
wo zhi ji you le haizi yi houwo ye shi zhe yiang gen ta men jiang
I myself have LE child hereafter I also is like this ~ with they talk
R A S > A ’T}“;’“ v 4545 > 5 x % 7 (sense 1 ‘listening’)
jie guo ta men hao xiang TING bu jien qu jiu shou ma ma ni you lai le
result they seem to listen not go in then said mother you come again
‘After I by myself have the child; I also talk to them like thisis like this. But as a result, they
seem not to listen to me and say, mother, you came again’
b. ... 4 PR GEm T EA A E R B HA
guan jian bu shi ni shou le:she. mo er shi hai:zi TING=dong le she mo
key is not you say what butis-child hear® understand what
B = F| 7 F-(sense 2:‘perceiving’)
gan shou dao le she mo
feel arrive what
‘The key is not what you said, but what the child heard, understood, and felt.’
Investigating examples (59a) and (59b) above, sense 1 ‘listening’ and sense 2
‘perceiving’ are almost identical in surface structure in that they share the following
and occur with the same collocational association:
Shared core frame elements: Perceiver
Shared basic pattern: Perceiver < *
Shared colloconstruction: Perceiver < * < Result
Obviously, another problem arises in example (59) when (59a) and (59b) both

carry both maker of perception boundary: how do we identify which sense of TING is
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implied in (59a) and (59b)? In order to answer this question, we have to go into the
third step to find contextually relevant items which can help disambiguate these two
senses. This further distinction is discussed in the next section.
6.3 Contextual dependence distinction
When examining example (59a) and (59b), local information (within clause) is
insufficient for sense disambiguation. Therefore, supplementary information across
clausal boundaries is considered, and then we go into the third module—Contextual
dependence. Equally, in this step, each sense might be associated with relevant
lexical items via certain semantic linking. In (59), by crossing clauses, the relevant
items, jiang # ‘speaking’ and gan shou g % ‘reception’ are the crucial relevant
items as in the re-exemplified example (60a) and (60b), respectively.
(60) a # pe F7 I s AT Lk S UETE
wo zhi ji you le haizi yi hou.wo ye shi'zheyiang  gen ta men jiang
I myself have LE child hereafter I i also.is-likethis / = with they talk

S A5 A B A RSB > iR T (sense | Vlistening’)

jie guo ta men hao xiang TING bu jien qu jiu shou ma ma ni you lai le

result they seem to listen not go in then said mother you come again

‘After I by myself have the child; I also talk to them like thisis like this. But as a result,

they seem not to listen to me and say, mother, you came again’
b. 4t 2E RE OTHAESAEZTROE LA

guan jian bu shi ni shou le she mo er shi hai zi TING dong le she mo

key isnot you say what but is child hear understand what

g F] 7+ F-(sense 2 ‘perceiving’)

gan shou dao le she mo

feel arrive what

‘The key is not what you said, but what the child heard, understood, and felt.’
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The relational linking between jiang # ‘speaking’ and the sense of TING
in (60a) or between gan shou g % ‘reception’ and the sense of TING £ in (60b) is
established by their similar semantic properties. In BOW, a number of English
related wordnet synsets belonging to sense 1 ‘listening’ are found and by translation
we can find the corresponding Chinese related wordnet synsets, shown in (61) (see the

English related wordnet synsets in appendix I):

(61)

No | Chinese synsets
(L)
I
(5 #) 84

2. B
AR g

I\

<>

Sense 1 ‘listen’

AW IN|=—

Also, there are various related wordnet synsets of sense 2 ‘perceiving’ in BOW
(shown in 62):

(62)

N\
E

1

2 | &Ik

3| B¥
Sense 2 ‘perceive’ @ 4 | Pw

5 |k

An explanation of the connection follows. How does jiang # ‘speaking’
which is a impressive item, in (60a) help identify sense 1 ‘listening’? Jiang #
‘speaking’ is similar to (shuo hua) sheng yin de jie shou (3i3#5) %4 44T ‘speech
perception’ of the related wordnet synsets of sense 1 (see (61) because they both

denote ‘sound’.  Equally, gan shou g % ‘reception’ is an indicative lexical item
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because it is linked to gan zhi g = ‘sense perception’ in the synsets of sense 2 (see

(62)) and they both denote ‘perceiving’. In sum, in this module, via contextual
information, TING #t in example (60a) is identified as ‘listening’, and in example

(60Db) it is specified as ‘perceiving’.
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7 The case of the motion verb KAN ()

KAN 5 is another perception verb and polysemous word with high frequency.
In the Sinica Corpus, there are also more than 1000 occurrences of KAN f. As
with other polysemous words, only 200 entries are tagged with core frame elements.

In order to completely investigate the syntactic and semantic properties, we explore

the overall data of KAN 'F" .

7.1 Frame-based sense distinction

Preliminarily, most examples of KAN 4 from Sinica Corpus can be roughly
divided into four major groups by their collocations of core frame elements. In
addition, via the Chinese-English translations in BOW, these four groups can be
related to various senses in English corresponding to Chinese: sense 1 as ‘seeing’
KAN DAO( ), sense 2 as ‘watching” KAN (#m) 4 sense 3 as ‘scritiny’ SI KAN (&
2%, sense 4 as ‘visiting” TAN WAN (3% % ); and sense 5 as ‘depending’ YI ZHOU( i*

F&) The distribution percentage of ¢ach sense are shown in (62).

(62)Percentage of 200 Occurrences of KAN

Percentage (%)
Sensel: seeing 59
Sense2: watching 6.5
Sense3: scrutinizing 29.5
Sense4: visiting 3
Sense5: depending 2

Each sense of KAN ’F‘] , in FrameNet, related to different frames according to
core argument collocation corresponding to the various basic patterns with core frame
elements in different frames. For example, sense 1 ‘listening’ is in
PERCEPTION_ACTIVE frame, sense  2‘perceiving’ is included in

PERCEPTION_ EXPERIENCE frame, sense 3 ‘hearing about’ is contained in HEAR
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frame, sense 4 ‘obeying’ is in COMPLIANCE frame. The classification of KAN

depending on Frame analysis is shown in (63)-(67)

(63) Basic Patterns with Core Frame Elements of Sense 1 ‘Seeing’

711\“\

Sense

Frame

Frame

FElements

No.

Basic Patter with Core Frame

Elements and Examples

(%)

Sense 1:

5

A
SEEING

PERCEPTION
ACTIVE

Perceiver
Body part
Phenomenon
Theme

Agent

BP55

Perceiver < * < Phenomenon

R

IS EITC N FEE R

o Apslgl v L E

41.52

BP56

Perceiver < * < Theme
EPw g AR R (BR) 28
LGB AP Alg- B 5

RArm EB AP E v hE R 9

24.58

BP57

Phenomenon < Perceiver < *

AEET RN S NELE S P

=

I

a3
Efr LREREHREF 2 6L 0
SR A o

i

16.1

BP58

Theme < Perceiver < *
Eps R ELEC A M 0 W L AngE A RgE T PN
1o AT T ol ] || 7RE L

437 ﬂg@%&i—i B o

9.3

BP59

Agent < Perceiver <* < Theme

R U s W e e R e

)
i

R - B TR
shhfnihE Bk R

2.5

BP60

Perceiver < *
FE &m0 B - o e R ol
th-pTART g FERPPRF

ol e S

2.5

BP61

Perceiver <Theme < *

@.’;}Fq@lu o A FEE A LT R R -
B TR R B AR —fﬁn BV
F2AF G HATRAEFIEER 2T T

Y3\

& 7

0.88
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Sense Frame Frame No. Basic Patter with Core Frame (%)
Elements Elements and Examples
Sense 1: | PERCEPTION_ | Perceiver | BP62 | Agent < Theme < Perceiver <* 0.88
T ACTIVE Body part IR E SUE B Y
SEEING Phenomenon FAECR EF e goerRE Al
Theme B (SR qe P %ﬁif‘ thE kA IR o
Agent HAL o
BP63 | Phenomenon < Body_part < * 0.87
B AET LR TR LA 2P @
BORFEE RPN A B
g | r
BP64 | Body part < * 0.87
QBT to o B AR BB LT R F
- AFCE S AFCRRBER .
(64) Basic Patterns with Core Frame Elements of Sense 2 ‘Watching’
Sense Frame Frame Elements. | No. Basic Patter with core frame (%)
elements
Sense 2: | PERCEPTION | Perceiver(passive) | BP65 | Perceiver <* < Theme 46.14
(LE&)7 EXPERIENCE Phenomenon BRI RE BTG - =
WATCHING Theme @Al Fs [Flg e e
R E|AgeE 5 o
BP66 | Perceiver_<* < Phenomenon | 38.46
“ i 0 m- [F] i
L T S I 2 = A = £ L
LY LRTE -
BP67 | Perceiver < * 7.7
E3RARE- BB e
RS SRR £ Y
PR I
BP68 | Theme < Perceiver < * 7.7
FRRALEG LA R
HRADE? B K Qi
i3 fms — =X o

(65) Basic Patterns with Core Frame Elements of Sense 3 ‘Scrutinizing’
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Sense Frame Frame Basic Patter with core frame elements (%)
Elements
Sense3: SCRUTINY | Cognizer | BP69 | Cognizer < Ground <* 49.15
% Ground BaBd Y T ERE R B ERE
SCRUTINIZING Phenomenon PR R & B g 4 LkiR
3 4livea &
BP70 | Cognizer < * < Phenomenon 37.29
Mg > ne B Ewd R A
F i BT AeR AL B D
RN R S L
BP71 | Phenomenon < Cognizer < * 6.76
B AR IR RN
el E o Tl Al g ko 5 g
B e fE e RO E P
BP72 | Cognizer < Ground < * <| 39
Phenomenon
Bk TAE A2 M s A
U ER ES-S 1 R T
e LAY i e 1
£ §
BP73 |/Cognizer <* 3.9
#iee 2 b Hw RE{orRE g Bk
Ffek » @ERBFLEAF T
(66) Basic Patterns with Core Frame Elements of Sense 4 “Visiting’
Sense Frame Frame No. Basic Patter with core frame elements (%)
Elements
Sense 4: ARRIVING Goal BP74 | Theme < Ground < * < Goal 50 %
2y Theme AEITHRFRE B ERRS
VISIT Cotheme EERG - B4
Ground BP75 | Theme < * < Goal 33.33%
%’ﬁﬁiﬁﬁ’%#?%$ﬁ’
AP AL koo || kgao L
8 o
BP76 | Theme < Cotheme < * < Goal 26.67%
ol henk Bipr B L hie
520 AT S X F RGP e
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(67) Basic Patterns with Core Frame Elements of Sense 5 ‘Depending’

Sense Frame Frame No. | Basic Patter with core frame elements (%)
Elements
Sense 4: Contingency | Determinant Outcome < * < Determinant 100%
% 5. Outcome - BEEF A - WF M
DEPENDING L & I }_.—Ffl. Y

As can be seen in (62), sense 1 ‘seeing’ is observed to be perceivably salient and
prototypical. First, it occurs most frequently and second, it denotes a specific
physical perception, while other senses are taken as sense extensions from sense 1.
These major senses are further distinguished by the model provided in this paper. In
first module—frame-based distinction, these senses are specifically defined by the
basic patterns with core frame elements. As shown in (63)-(67), sense 1 ‘seeing’ is
defined by the basic patterns in the PERCEPTION, EXPERIENCE Frame: Perceiver

< * < Phenomenon, Perceiver < *.< Theme, - Phenomenon < Perceiver < *, Theme <

Perceiver < *, Agent < Perceiver < *<'Theme;Perceiver < *, Perceiver < Theme < *,

Agent < Theme < Perceiver < *, Phenomenon < Body party < *, and Body part < *;

sense 2 ‘watching’ is specifically defined by the basic patterns in the

PERCEPTION_ ACTIVE Frame: Phenomenon < * < Theme, Perceiver < * <

Phenomenon, Perceiver < * and Theme < Perceiver < *; sense 3 ‘scrutinizing’ is

identified by the basic patterns in the SCRUTINY Frame: Cognizer < Ground <*,

Cognizer < * < Phenomenon, Phenomenon < Cognizer < *, Cognizer < Ground < * <

Phenomenon, and Cognizer < *; sense 4 ‘visiting’ is specified by the basic patterns in

ARRIVING Frame: Theme < Ground < * < Goal, Theme < * < Goal and, Theme <

Cotheme < * < Goal; and sense 5 ‘depending’ is defined by the basic pattern in

CONTINGENCY frame: Outcome < * < Determinant. In this case study, the
frame-based distinction separates sense 3 ‘scrutinizing’, sense 4 ‘depending’, and

sense 5 ‘visiting’ from the other two senses. Nevertheless, the same problem found
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in (63) and (64) by frame-based distinction is that different frames have similar basic

patterns with core frame elements. For example, the patterns: Perceiver < * <

Phenomenon, Phenomenon < * <Theme, Perceiver < * and Theme < Perceiver < *

occur in both sense 1 ‘seeing’ and sense 2 ‘watching’. For illustration, please
consider the following examples:

(68)_Perceiver < * < Phenomenon

S S RS . YPSN T - L 9
R 3 B3 % B 2k ’
a. =& {7 0 A[Perceiver]t X F1 A b 44 ¥+  § ¢ [Phenomenon]

zhe ci v xin wo suei ran KAN le bu shao lien ren jieng qgi de jieng se
this trip I though see LE not few astonishing view
wg E% B F iR . @3¢ oo ... (sensel ‘seeing’)...

dan shi yin xiang zuei  shen de hai shi yian zi kou
but impression most deep still barn swallow
‘On this trip, although I saw a-few.astonishingviews, what I was deeply impressed with was

the barn swallow’

b. # [Perceiver]id i< Fim R Ahod E o B
ta pao guo qu zi xi KAN beiuaguode difang
He run to carefully watch BE dug DE place
g4 - B 45 = ¢9P[Phenomenon]+ ¥ 5 -+ kT £ (sense2 ‘watching’)
louchu yige haoda de ruan da yue you shi lai jien zhong
basset one-CL very giant DE egg about have ten kilograms heavy

‘He ran and carefully watched the place where they dug a giant egg which weight about ten
kilograms.’

(69) Perceiver <* < Theme

a..cEFF ¥ W L TR - 3 4 Bo
lao shi fu zhang shou gien cong bian ran hou zai hei ban  shang xie yi xie

Teacher stroke hand say please take easy then on blackboard up wrote some
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3 [Perceiver]g 7 1 1% F [Theme] - (sense 1 ‘seeing’)
w0 me KAN budong de wen zi
we see notunderstand DE characters.
‘The teacher stroked her hand to say: Please take it easy, and then wrote down some

characters which we saw but could not understand.’

b.# ) ,TA%: BG4 3 - & > ¥ [Perceiver] = 2> A [ A
ta cong xiao jiu xi huan kan e youyici ta zai quan shen guan zhu
He since childhood like watch goose once he in concentrate

2 -’Fj #8[Theme]4F %] LR I| 48 K FF - (sense 2 ‘watching’)

de KAN e te biezhuyidaoe dechangjing

watching goose particulaly attentiongoose’s long neck

‘He has liked watch geese since his childhood. “Ofice he concentrated watching geese, he
particularly paid attention to the long neck.”

(70) Theme < Perceiver <*

a. 2 v w T v % #[Theme] ¢ & ik

)

Li bai huei tou kan kan bai di cheng yi jing yian mo

Li, Bai turn head look Bai Di City already cover

ho% 2 ¢ [ [CNI/Perceiver][§ # 27 - (sensel ‘seeing’)
zai caiyuen zhong jian KAN bu jian le
in  clouds iner see disapper LE

‘Li, Bai turned back looking at Bai Di City which was already coverd by clouds and could not

be seen.’

b. & » ¥ 9[Themeld  K&[Perceiver] i im A — =t (sense 2 ‘watching’)
zhe fen cao yue gin  nin zi xi de KAN yi ci
this CL  draft please you carefully watch once

Please carefully read this draft once.

-78 -



(71)Perceiver < *
a. - T A i 4 F € % Ak F] & # [Perceiver]
tayi ding yong yuan ye bu huei xing fu  yin wei ta
he must  forever either can happiness because he
A 4 2 ¥ & f @ i o(sense | ‘seeing’)
yong yuan ye bu ke neng KAN de ging xi
forever alsonot can see DE clear

>

‘He cannot have happiness forever because he can not clearly see forever.
b, 5 F % R - BB o o# P2 2% @
giou zizhanghenxiang yigege qu yongbaotamen gaosuta
Qiou, zi-zhang very want one by one to  hug them,  tell him,
i [Perceiver] § 4 4 4 Flood Food e T % (sense 2 ‘watching’)
ta huei hao hao qu-KAN." qu ting-.qu “ji xia lai
he will  well tosee [to'listen—toremember down.
‘Qiou, Zi-Zhang really wanted to hug:them one'by one, tell him and he will give a good look,
listen to and remember.’
As can be seen in (68)-(71), sense 1 ‘seeing’ and sense 2 ‘watching’ appear
with the same basic patterns with core frame elements. Therefore, to further
distinguish these two senses, it is necessary to go into the second

module—colloconstruction distinction.

7.2 Colloconstructional distinction: sense 1 vs. sense 2

In order to further distinguish sense 1 and sense 2, as in (68)-(71), first, a search
for categorical collocations is necessary. Exploration can be automatically executed
from Sinica Corpus as in (72 A), and the non-core argument categorical collocations

can be concluded, as in (72B).
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(72)

A. Categorical Collocates of Five Senses of KAN 5

Left Left Left Left Left Target Right Right Right Right
category Rightl Total | %

574 3 2 1 | verb 2 3 4 5
Na 745 813 753 1028 569 0 815 1626 872 807 791 |7819 15.01
D 485 1384 375 503 1801 0 432 496 523 515 535 (6049 11.61
VC 267 269 226 187 90 3513 19 258 211 210 259 (5509 10.57
Nh 215 230 257 273 623 0 526 251 (191 167 194 2927 5.62
VE 107 95 119 74 135 1307 |7 256 (121 129 128 2478 4.76
VH 289 286 246 203 68 4 117 231 299 286 274 2303 4.42
P 284 214 225 235 49 40 64 122 1123 125 146 1587 3.05
Di 62 |55 56 30 56 149 622 22, 32 56 52 1192 2.29
INT 128 138 141 104 42 <0 19 135 178 (140 132 1157 2.22
Nc 104 /102 |106 110 88 0 88 90 117 95 114 1014 1.95
VA 137 142 116 [110 89 |1 26 67 90 97 111 986 [1.89
Neu 97 100 94 36 11 [0 91 121 98 104 98 850 1.63
T 94 1104 96 49 |1 0 186 63 (76 63 68 (800 1.54

Others
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B. High Frequency Non-core Argument of KAN

=

pau

No. =3 =2 =1M&® +1+2 +3

1 D D D —fg DIy D D

2 WVH P |VE *ﬁ D VC | VH

3 WC VH VC ‘ﬁ T VE VQC

4 P |VC VA —ﬁ VH VH Nf
Others

C. Distribution of Non-core Argument of Five Senses of KAN

Adv + KAN | (Adv.)V + KAN KAN +Asp | KAN + Comp.

Sense 1

L, 8.55 5.13 12.82 16.24

seeing
Sense 2

) 61.54 30.76 0 0

‘watching’
a. Adv + KAN

1L T8 - 4% 3 | Ao 0§ - 1R iﬁnﬁ ffi"ﬁ.‘ o/(Sense 1 ‘seeing’)

H #Ch B R 480G - e R A TR A L L 514840 57 (sense 2 “watching)
b. (adv.)V + KAN

o224 FRx o Wafrod o AP R LR E fshessh il b oo (sense | ‘seeing’)

. rFgii- BRI P 2578 > 8¢ —‘F'l- > (sense 2 ‘watching’)
c. KAN + Asp

L #3RFEHE R - 5“‘;'1‘%%7@12 ) iR ﬁ’l%%i&‘ﬁ - B o (sense ] ‘seeing’)

d. KAN+ Comp.

L3 - 357 Figka B Bagank i > o —‘F'l- iﬁ;ﬁ,ﬁ-é_% 52 - (sense 1 ‘seeing’)

From Tables (72A) and (72B) above, the non-core argument categorical
collocates can be further generalized as the following four distinctive types: (a) D

(Adv) + KAN, (b) (Asp) V + KAN, (c) KAN + Di (Asp), and (d) KAN + Comp
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(VC,VE,VH) as in (72C). Here, to be more significant, predicates (VH, VE) are put
together as complements as different senses have various distributions of categorical
collocations. Subsequently, in order to disambiguate sense 1 and sense 2, an
investigation of their syntactic collocates must be practiced. The distributions,
following some illustrations are shown in (72C).

Among these collocation types, sense 1 usually co-occurs with aspectual markers
and complements, while sense 2 often appears with adverbs or preceding predicates.
Further, within those co-occurring aspectual markers and adjunct complements, some
crucial lexical collocates of KAN are found to help identify sense 1 ‘seeing’. For
example, some indicative lexical items are detected, such as the aspectual marker 7
LE denoting the completeness of actions, and adjunct complements 7 %_ ging chu
‘clear’ denoting the resulting state. Adverbs or preceding predicates which are
significant to sense 2, might equally help specify sense 2 ‘watching” of KAN. For
instance, within the collocating advetbs or preceding predicates, the lexical items with
volitional meaning or with eye actionssare the.:majority, such as i+ ‘w zi xi ‘carefully’,
4 qu ‘go to’, s 4 ning shen ‘concentrate’, 7. ALPoPc(47) hu shi dan dan
‘glowering’, F% ¥ < (£7) yan ba ba ‘anxiously’ . The distribution of the significant

collocates of sense 1 and sense 2 can be seen below:

(73) The distribution of the specific collocates of sense 1 and sense 2

Eye actions | Volitional
+ marker V+ 7 le V + Result
Vv +V
Sense 1
. 0 0 10.26 % 16.23 %
seeing
Sense 2
_ 7.3 % 84.62 0 0.2 %
‘watching’

These collocates are indicative and semantically relevant to the target senses,
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sense 1 and sense 2 for several reasons. On one side, the verbal LE and the results
are significant to sense 1 ‘seeing’ because being in Perception passive frame, sense 1
‘seeing’ needs a boundary for the action of perceiving. For this reason, the
collocates-aspectual marker Le and resulting complements, which both denote a
boundary of an action, have a connection with sense 1. On the other side, in the case
of sense 2 ‘watching’, those volitional markers (adverbial or preceding verbal
collocates) are related to sense 2 ‘watching’ for sense 2 being in Perception active
frame, denotes volitional meaning which is equally relevant to those markers. As a
result, by colloconstruction module, the markers of perception boundary (7, 7 %)
tell the differences between sense 1 and sense 2 while markers of volition (# jm, &
# ) help disambiguate sense 2 from sense 1. With this semantic connection, though
sense 1 ‘seeing’ and sense 2 ‘watching’ share the'same core frame element pattern as

Perceiver < * < Phenomenon, =Perceiver < * < Theme, Theme < Perceiver < * and,

Perceiver < *; as exemplified in (74a-7-7a)-and,(74b-77b), they can be distinguished
by their specific Colloconstructions:
<~ KAN = + Perception boundary marker(s)
a. KAN f+le 7

b. KAN 'g + Result

<~ Volitional marker(s) + KAN 'ﬁ

< Eye actions + KAN 'ﬁ

For illustration, considering the following instances, Perceiver < * + 7 <

Phenomenon (for sense 1)and Perceiver < 7 sRFcpc + * < Phenomenon (for sense 2)

in (74); Perceiver <* + % & < Theme (for sense 1) and Perceiver < 24! 7 /14 +

* < Theme (for sense 2) in (75); Theme < Perceiver < * + % % (for sense 1) and

Theme < Perceiver <i# ‘w# + * (for sense 2) in (76); Perceiver < * +ia7 (for sense
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1) and Perceiver < (45 4%)2 + * (for sense 2) in (77):

(74) Perceiver <* + 3 < Phenomenon

a. ig= ¥k {7 > A [Perceiver]Bt X f .7» v 4 A E hf ¢ [Phenomenon] it E_E % R %

s B A &3 v oo ... (sense 1 ‘seeing’)

RNAS

Perceiver < 7 ALPcpc + * < Phenomenon

b. % i [Perceiver]s ¥ r1 A & & iAo iﬁl -ﬁ ¥ & 4 4 3 [Phenomenon] 7 o ...

(sense 2 ‘watching’)

(75) Perceiver <* + % & < Theme
a. EEFdR ¥ P R AR B A [Perceiver]-ﬁ .%ﬁ‘é' % [Theme] °

(sense 1 ‘seeing’)

Perceiver < >4 j /i3 +* <Theme
b. 3 - = » # [Perceiver] & mF #g[Theme] » 4 %] ;L & P 48«0 & 57 (sense 2
‘watching’)

(76) Theme < Perceiver <* + 4 fL

\'nl

a. %9 Fgp v @ [Theme] "¢ Mgfis il e d52 ¢ & > [CNI/Perceiver]f 7 o (sense 1
‘seeing’)

Theme < Perceiver <iF fm¥ + *

b.i& &> ¥ % [Theme] 3 i& [Perceiver]-ﬁ — = o (sense 2 ‘watching’)

(77) Perceiver < * +i# g%

a. # - TAES P § 248 0 F1 3 # [Perceiver]kiis 7 7 it § @[ a(sense 1 ‘seeing’)

Perceiver < (##4#)2 + *

b. 3 - BR324 96 0 [Perceiver] gw o3 Fto 4 75T K (sense

2 ‘watching’)

Nevertheless, as can be seen in (78), another problem emerges. The distinction
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between sense 1 ‘seeing’ from sense 2 ‘watching’ not only depend on the two previous

modules because they co-occur with same basic patterns with core frame elements,

but also with the same indicative colloconstructions, such as in the following

examples:

(78) a.

BOPORE RH € F A s 5o

Song ming li xue jia duei xhi dao ren xin de ien xiang fan er yuan

Song Ming scientist to public morals DE influence, on the contrary far

7Aoo WO FE O~ O o Fli EE jp_eh ¥ (F[Theme]
buru xiaoshouxiju laideshenru pupian yin wei li xue jia de zhu zuo

not as novel dramacome  DE deep into widespread. Because scientist DE work

i dv g4 3 [Perceiver] 4 i § g e - N
zhi you zhi shi fen zi cai nan KAN de dong yi ban min zhong
only intellectuals just can see DE understand, common people
0§ $EE T f3 he (sensel ‘seeing’)

shi mei you ban fa liou jie de

is not have way understand DE-:

‘In the Song and Ming dynasties, Scientists” effects on the public morals was far behind the
influenceof dramas and novels, ' Because-only the intellectuals could undertand the

Scientist’s works, and general peoplé could not undertand them at all.’

LS £ F s KUV 59 0 & 1% [Theme] »

Xiu duo jia zhang dai  hai zi lai zi xiuen jiao ke shu

many  parents bring children come consult: school book

3% 3 [Perceiver]i, & AF] VL SN O N & EEVY
hai zi zong shi KAN  buxiaqu zhuyili wufajizhong
children always  watch not down go attention cannot concertrate

‘BEE > B %M-F o ... (sense 2 ‘watching’)

fan zao ai fa pi qi

irritable, easy to be angry

‘Many parents bring their children for a consultation: Children always have trouble reading

their school books, cannot concentrate, and are irritable and easily angered’

Examining examples (78a) and (78b) above, sense 1 ‘seeing’ and sense 2

‘watching’ are almost identical in surface structure as they share the following

features:
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Shared core frame elements: Perceiver, Theme
Shared basic pattern: Theme < Perceiver <*
Shared colloconstruction: Theme < Perceiver < * < Result(({¥ )&/ ™ 2)

In example (78a) and (78b) both sense 1 and sense 2 of KAN are not only

“E\L\

realized in the same basic pattern but also carry the same marker of perception
boundary (result). That is , they appear with the same colloconstruction. Then, to
distinguish sense 1 from sense 2 in (78a) and (78b), respectively, the next step is
adopted to search for contextual relevant items. The further distinction is discussed

in the next section.

7.3 Contextual Dependence Distinction

In example (78), local information (within the clause where the target verb exists)
is not distinctive enough for sense, disambiguation.  ~Then, the next step—Contextual
dependence, exploring of extra: information-across ‘clausal boundaries is necessary.
Likewise, in this module, each sense is.assumed to be associated with some specific
relevant lexical items through semantic linking. Following this criteria, in (79), the
relevant items, liao jie 7 f% ‘understand’ and zhu yi li ;& 4 ‘attention’, are
detected as crucial relevant items for sense 1 ‘seeing’ and sense 2 ‘watching’ shown in
the re-exemplified example (79a) and (79b), respectively.

(79)a. % » =F F $ ¥ F L v ORE F oo i

Song ming li xue jia duei xhi dao ren xin de ien xiang fan er yuan

Song Ming scientist to public morals DE influence, on the contrary far

I - T -1 3 < I S DA I Fli BE R a1 F iF¥[Theme]
buru xiaoshouxiju laideshenru pupian yin wei li xue jia de zhu zuo

not as novel dramacome  DE deep into widespread. Because scientist DE work

g v @4+ [Perceiver] 1 At -ﬁ B B - A
zhi you zhi shi fen zi cai nan KAN de dong yi ban min zhong
only intellectuals just can see DE understand, common people
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SRR B & OF e e (sense | ‘seeing’)

shi mei you ban fa liou jie de

is not have way understand DE.

‘In the Song and Ming dynasties, Scientists’ effects on the public morals was far behind the

influenceof dramas and novels. Because only the intellectuals could undertand the

Scientist’s works, and general people could not undertand them at all.’
- ek F 3 k3 ik #Z[Theme] »

Xiu duo jia zhang dai  hai zi lai zi xiuen jiao ke shu

many  parents bring children come consult: school book

3%+ [Perceiver] %, & "F'] T 3 e

hai zi zong shi KAN buxiaqu zhuyili wu faji zhong

children always  watch not down go attention cannot concertrate

YFEE o € YM-F o ... (sense2 ‘watching’)

fan zao ai fa pi qi

irritable, easy to be angry

‘Many parents bring their children for a consultation: Children always have trouble reading

their school books, cannot concéntrate, and are irritable and easily angered’

Via similar semantic features, the linking between liao jie 7 f% ‘understand’

and the sense of KAN 4 in (79a)or'zhu yi li ;AR # ‘attention’ and the sense of

KAN 5 in (79b) is established. ~ In BOW, a number of English synsets belonging to

sense 1 ‘seeing’ are searched and through translation they are equated to some

Chinese lexical items which are relevant to sense 1 ‘seeing’, as in (80) (see the

English synsets in appendix I):

No | Chinese synsets
1 i 2L
Sense 1 ‘seeing’ <:::> 2 T
4 (@i )
5 FEN
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Also, there are also some relevant Chinese lexical items of sense 2 ‘watching’ by

exploring English synsets in BOW:

(81)
No. | Chinese synsets
1 G
2 FAR
Sense 2 ‘watching’ <::,l> 3 (L&)F
4 ¥oo TR

Next, we have to account for the linking betwee@ its synsets and the

connection between sense 2 and its synsets. The lexical item liao jie 7 f#
‘understand’ is an indicative anchor in (79a) to help identify sense 1 ‘seeing’. The
reason could be that liao jie 7 f% funderstand”is similar to ming bai/liao jie p* v /7
% ‘catch’ within the synsets of sense 1 (consider.(80)) for they both denote ‘become
aware of something’. Equally; zhuwyi i &-# fattention’ is an indicative lexical
item because it is linked to zhu yifliou xin ;=& /% «~ ‘attend’ within the synsets of
sense 2 (see (81)) and they both denote ‘pay attention (to)’. Consequently, in this
module, via contextual information, the sense of KAN § in example (79a) is

identified as ‘seeing’, and in example (79b) as ‘watching’.
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8. Conclusion

In this paper, a preliminary model of disambiguating polysemous words has been
presented. Given the principle of economy, it is assumed that not all the senses of a
polysemous word have equal weights and require exactly the same procedure for
sense identification. Therefore, three steps are called upon in a sequence when
needed. The first step focuses on frame-based information regarding participating
frame elements and their expressions, and in most cases, senses can be distinguished
in this step. However, in a few cases one basic pattern with core frame elements is
shared by different senses. In this case, second step—colloconstruction is proposed
to search for further informative syntactic adjuncts to help sense disambiguate. In
the second step, word senses are distinguished beyond the expression of core
arguments and a detailed lexical'as well as ‘grammatical association patterns are
sought. However, those word-senses sharing the same basic pattern(s) and same
colloconstruction(s) or sharing the sameé.basie-pattern(s) without finding of distinctive
colloconstruction(s) are still unsolved:+. Thus; the third step—contextual dependence
is proposed. The final step to help disambiguate polysemous words is by contextual
dependency cues. Through semantic properties, the relevant lexical items are
investigated to trigger the target sense. By establishing a linkage to BOW,
complicated senses of polysemous words can be identified through connecting the
relevant lexical items to the synsets in BOW by their shared meanings. In this step,
discourse-level factors are utilized with a clear measure of their semantic relations,
just as Biq (1988) stated “Any effort to systematically identify and explain the
different types of usage has to consider not only sentential entities but also entities
which are outside of the sentences/ proposition yet relevant to the discourse.”

This model is to be applied in computation systems. Therefore, automatic

disambiguation is a crucial part. In the preliminary stage, this frame-based model
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has the frame elements manually tagged. However, automatic tagging of frame
elements is not impossible. For instance, first, through generalizing the categorical
composition of each frame elements (Part of Speech (or POS) from Sinica Corpus); a
set of categorical groups corresponding to the frame element is explored. For
example, the frame element self-mover consists of various categories [N],
[N][Conj][N] or other categorical sets. The frame elements Area is also composed
of a number of categorical compositions, such as [Nc], [Nec] or other categorical sets
(see (82)):
(82) Self-mover < * < Area
[N] [Nc]

[N][Conj][N] [Nec]

These sets of categorical groups-also tell the various structures of each frame element.
The automatic tagging program caf.-be.designed following the procedures above.
Further, in the second and third modules, there are also two available searching tools,
Sinica corpus and Ontology in BOW. These two searching engines help automatic
rummage for intra-clausal colloconstructions and inter-clausal relevant synsets in
module 2 and 3 respectively. Combining these three parts, automatic sense
disambiguation might be realized. This is an issue for further studies.

By redefining polysemy with operational mechanisms, this study has provided a
linguistic model with theoretical validity to develop a computational system for
disambiguation. Although, this study is by no means exhaustive, it nevertheless
bears some significant implications on both theoretical linguistics as well as
computational linguistics:

a) The solution integrates syntax, semantics and pragmatics in a step-by-step

manner and make linguistic theories more accessible for computational
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b)

d)

applications.

With a corpus-based multi-module approach, this model can be
universally applied in other languages with the three clearly defined steps.
Word senses can be systematically detected via the three steps,
incorporating existing linguistic theories that are interactive in nature.

As comprehensive investigations of Mandarin lexical semantics are under
way (Liu 2002, 2004) and a bilingual ontological Wordnet (Sinica BOW)
is also available (Huang et al 2004), the proposed model may offer a
workable resolution to develop a computer system dealing with polysemy

resolution.
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Appendix |
Examples of tagged corpus (for the purpose of economy, not all tagged data are
listed)

Case study of ZOU 4_

Sense 1 ‘walking’

Self-mover < Area < *

T % TR £ [CNI/Self-mover]d# & ¥ F* % [Area] » 4.7 i&3 o B ¥ MK f§ Ao

1 e L HRE PR EICEE T R
) L k-E LJLF] Beh b 2 FT g rink s 34 [Self-mover] § FAEAS 5 [ArealdH 0 7
ok — p
WG REFE Y FHE v o A[Self-mover] b ok & frE P MY B [Area] . F -
3 Bl Py RAPEETERMT ¥ - B kI BS
Self-mover < *
|| PERIAS RIS E A - R E R - [ONISelfbmover] A F AF 7

o f e RS b GE R

2 | & Emehie ¥R T 7 B [CNI/Self-mover)if 4 if e - <P i X I

ERL G AP Rt QL ks AR A o [CNI/Self-mover]d_4_| 2 4 4_! /| B 7

3 FI - GE R 4o TR ES BORE G

Aedod ZEp o AR R B S £ 2L 4 B 7 [CNI/Self-mover] | 4| 24 in 2
4 Mg F o k- T R AR X 14

AR R T e 0 B T4 5 F 3 [CNI/Self-mover]fr# Rods 4 4537 » Speh
> BLR R ETHAL € & F T R AT
] Adri 4 - RE AR 0 B anses + % o [CNI/Self-mover] & % 4 % > * 7 ¥ 5 £}

hit g o SRR E S A e

Others

Self-mover < * < Path

1 ERE EEAR I T DR IR - ko YL 2 € 5 i e [Self-mover]d O B2
Be[Path]Pt 45 % ] e gediiRss 5 0« GR FR HE I anib i

2 B AZB R D Fw ARG A XapF o AL p e [Self-mover]d_iE g BB
F2[Path] » k¥4 BT 0 ITaE L o N2 Re o fE) 0

13}

e
3| EEAHEBENE A L2 MR 2 0 2 R A+ R Self-mover] 8 &£ ¥ B 5
[Path] » $$3% i Brdopt iRk ehs L 5 R Tl 1@ g - 2

4 | REEEp ABRILF - H > BPEPETH > [Selfmover]F £ p e - B AL AEEIT
[Path] > & #R4c% % B cfw B (& B As k7my koo T PR

5 BRIGE A& RRA - 248> 3 A UAE LT ¥ R o [Self-mover]- v AT F LA
[Path] » # * 4g7s B vp Bf e % 3 AL > B - o/l 2 de 4 T ok
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others

Self-mover < * < Area

REL A @20 5 e m i a e ® F 0 i5[Self-mover] & 24~ B > = 2
A e i [Area] % ¥ o

PP G- Es Mo AUE R knG Ful- A M o A 2 v R R]Selfmover] Bl ALY — A
[Arca] - L P P L £ b3 gt Ld T A

BT ARERT ARE A G AR T 6 & BT § in[Self-mover]- B 4 A &R A BTF

B¥ R [Area] » — =X B X fren§ FRTIREEE 0 B iR

others

Self-mover < * < Duration

B Um bz ) B gEE PIERAER ¢ 9% B 5 [CNI/Self-mover]4_7 7 # % [Duration] »
BHR > RA DGR B FHIAE L F L B

H3ae 4 EAEL e ARG I - 8 A & o [CNI/Self-mover]* &7 + %

% 48[Duration] > ¥ 3t ] 7 ] AT Re

Tk d AR FIEEA R gas o F B [Self-mover]3f s ¥ 4= B ? = + [Duration] -
R S L S

Self-mover < path < *

BEFT RS > F > s || SRR R e [Self-mover]# Ik % #r[path] 4 e
%’&ﬁ’%m%,ﬁa§&°%£¥$i&onﬂ§ﬁ

| 4+

Bodhizg 3FR 2% 3 @ Z[Self-mover] & &-if 4 4 ehif Bi[Path]3% & A B+
FEAH GG e b B BRS¢

BATLHEE pRA ﬂ’i‘ VR [self-mover]fﬁ‘»*ﬁ U ek [Path] ¥ 2 M e o o1

E3 LA A, FE Rk A sdeenT B g

JEl e e || eiFG 5 wa? | § - F# 2 o [Self-mover] i % ke [Path]# ¥ A_-
S AT RE? || G o SlEwm T - FE

| 7l

Pt e e oA KA R odpF g g 0 A8 AL [Self-mover]i [Path]4 A7 - £ o
AR R R Rt T

Others

Self-mover< * < Goal

- GEE TTHME R LK BEA A MR E A dhdegh o [CNI/Self-mover] £ & 8% » {
k31 d LG B REDRE F LR [Goal]

#ip& B LR F 4 B [ONSelf-mover] 3 5 5 & 8% » — 245 WL T 51+ tefGoal] -
TR L i g2

BAITZ SR RFIRT F E BT FAR L R 4 o [Self-mover] £ i—’?%‘ui'] kE<;
FiprasismEPontde L[Gaol]» v 21974 #

TefFAs g > 7R A 14l F < € adp i A KE L i > [Self-mover] 2 ¥ 4 F { &
1§$Mmu’$ﬁﬁ%ﬁﬁ’%%$1@EEW%ﬁ

Self-mover < * < Path < Goal




SRS ATALD 0 — RSN YW G AR D PRIR o 4o % KA 3T %—E 15 > [Self-mover]&. M1 A 1 =
e[Path]T = 382+ ?%é*@’ 7 #[Goal] - M#% 7+ 3 i#

Self-mover < * < Direction

Frr L i Ly A p A A s S [Selffmover] 2 AT A k& F 2w
[Direction] » § = F it Aw p 2L T RPFEE > A @ plg A o8 iF

Lzffrep @ kit 303 AR R e jg i 1T 2 B [Self-mover] & = i [Direction] = -
3@{é§m’%gm#&%@§€oJ$¢%§:V

BH A 0 A H Ao Ram 7RE 2 ? = A [CNI/Self-mover]iz PF #rd_¢=  [Direction] » % ¢ 7 §_

FYATP AR BATIRIT o 4 RNEA

Self-mover < Direction < *

Yk
G

E-
|

Yot
W
=
hc
Iy
=
(
3

CLEEE

&z 9 %
5%

% > [Self-mover]* £ v @ &_° 2 BT >

({

)
B3
—E
1";
‘?
23
>—L

&
E)
[
&
EL
3
Y
4
Y5
*"‘ =\ I

| & fAFE ﬁ@Tﬁogw%méawdhmwmaﬁﬁzﬂaiiﬁ’ﬁgé

PRSI A2 AR AP PE A o pfE L

i
™
(s
3
»
St
5

e
Sty

Fs

xt-

.

A0 T4 A B2 PR E TR B s B 3 o 7 =4 [Selfmover] 2w e A0 A e B

BB G 0 R 2 AR A APt e

~

PR ELSE T o Aok A E A ko [SelfsmoverFlch AL {5 & cn A P LR F A A 0 & F] 5%
A AR E > & F R o AR RS B

AE A PRS0 F B 0 A3kl e [Selfmover] ¥ OB i e i e R F B
Tl - g2 % 3 IMT S05 % g e

Others

Self-mover < Path < *

#7120 > [CNI/Self-mover] & % v 3 {%k& chps[Path]€ 4 > &0 B e 7 o (B (Fi8- HFT 7
shzkd o iff o 1 - 135

A2 M40 &7 > [CNI/Self-mover]$t 7 ## chigesg [Path] B s - B 5 - B % &EP?L‘Q 3
FHES T o FIARE ST R

Sense 2 ‘moving’

Theme < Source < Goal <*

BAAR FHrE A X - @A 7 o B FF[Theme]i€ 4 # [Source]l/L ¥ W[4 53
GRITEE cERET RO R A 544

Theme < Path < *

egdrwid 6 AR 70 &5 [Theme]4r§ %3037 chit [Path] & &« f7 &+ B &
Farg hanid €0 3o Rl 3

ia
W
?‘WQ.
Vs
(\‘

R F R R I AF o b Soecd [Theme] b & § — FEEdE[Path]¥ &> bl4oie
Foib 2 e b ez BAoim i B B KPR B

£ PAGRE AP b E T grenpF i o [Theme] 7 4 hf2 ekt ig [Path]t 47 § v pt 42
- ‘Eg&‘ ° 71&@%»;—;‘17‘;;;»&_,}:{515{1}9\%—% w0 - W

-90 .




B - BRI R R A [Themeldeir & A e Fsud i@ 2 pe[Path] b W T AEL 2 - 44

Jaehd B oo 12 B PR A ihgh g B 3 [Theme] & jp ¥ 4 k¢ Feh2 ga[Path]is 4 = 22 >
1,;*;—% /ﬁ»ﬂm}%m o fhprHiEd = ) N ,T_}Q;,\gﬂ

theme < Direction < *

T apod #E AKX > @ &2 L [Theme]s — & AL [Direction]d » | 2f %7 > &

TAEE AR ke EEFE 0 T AR

L3 faig k2 15 > 3 A B PF 5 [Theme] & A w032 [Direction]d_4 § # ¥ » # & & § Pk
FRERALKE- AR S

pod fvpE s RPN EES S 3N 8 B gmip b 7 ¥ [Theme]% %X 3 47 #* =  [Direction] &

PHAPT S AEEA R PR A>T D B[Theme]s 7if i B > + [Direction]d o | & &
@

Bl AR TR RS R B Y RFEOR G F

¥ b s de 2 #2rp = [Theme] > $]7 - BEE2Z 15 yug JLF [Direction]&_ ° i&

I S BN TR U LG - E SR T )

HER

F_‘-

1%

Theme < Area < Path < *

BEXg 00 2R A sois[Theme] » @ B~ Fe[Area]i® 7 1= H & & gt [Path] & 4 - ¢
FFTp -t A Jo enpe B PP ¢ SRR gt e 4

Theme < *

140508 42— it 3 kT kA [Theme] 55 4 4% » 712440 0%
LE R ZERFA AL AR A

# 3 - P b4y [Theme| A F B H#E - L v R TSP 7 ok

BT R R I B L o R [Theme] & 2 - % > B3 ,*T%;’fgi*}f;}‘g‘i— R
FRERER ity L iEE F

R - PIEABPEFZ L ALEEAL > ) A[Theme]s FFEFAZ o A4 |78 E i e

BT BT R ET K f IR ALk

W& F R G B R g 0 RIATHE [Theme] ¥ 57 1+ £33 % 28 e K ad -

FER R E o fos Fien @R 0 f { [Theme]- 2 12 Ap I a%rh w5 A F 6 P 4p 02 e
B FHAEIRF G A 0 AT R R

Others

Sense 3 ‘visiting’

Self-mover < * < Area

TAAF o RRFIPAEEE 208 2 A4 2R K[Self-mover] > P A - ABIRF L
H[Area] » &% g KRR ~ R FR- %!

ER O PITP ARG H D 0ARE DM [RITE o E P o [Self-mover]d - 4pp *
[Area] » E#-72 §F »FLZ T aw2ig > BHFEw g%

ABHERBEMom sx - B35 Fanx F o x5 L&A [Self-mover]E 4 - 4p7
T

3

/

[Arcal ? ¢ i B 450 8- BRGE K DGR
A[Self-mover] 4 % # % 4w B A~ 4p “£#H” [Areal i 5] XF P g -7 W

- 100 -




@A M ¥ F s 48 > [CNI/Self-mover] £ 3_- A7 & 5z f2[Area] o du ik

T I E St o

Self-mover < Area < *

LA Bl F 8 g g | f .+ Kk [Self-mover] F| = # [Area]d_ - 4,47 &-

Ay KA A PR A a0

7 fEEE Fé?] i > Bigend FERMA P FE L 4o % in[Self-mover] ¥ = Ak [Area] 3_
-l AR RERE T 5 R RER S Tl

Pedr s 2 AN R E R E T 4 o ] A B [Self-mover] 7] 4 B P [Area]d_ - i -

gL ALY HE AR o R (

Area < Self-mover < *

FELEEESE T RETINE [Arealif b 4p ¥ o A [Self-mover]# ¥ T &G ¢ 4 A -

Ap e 4id FRTATR > RFRBFE20002 ¢ 0 S HEL

R A F Reid e [Self—mover]ﬁxﬁifi&{%— - A FE I AF[A]IL A - Ape § R A F

R DTN R

Sense 4 ‘leaving’

self-mover < *

FrQgeaEsens B30 2 ) 18 RpEehy i [Self-mover]fE 7 4> A B MR ]

AKTVAek & ¢ - 2 ¢ & ag e s &Y Selfmover] & 4.7 > F ¥ T =x £ hehpFiz »

!

O ES L ar

Fe B gra Uiz ipaere o A e 43 [Self-mover]rg % 1 fr*-.{ TGRS SRS R L

AFRN K REREFRAALE R TR oG Self-mover] * e 540 oo 85,

FEEW k- BioR D EEEF AT

* Zself-mover

FER > BEDRBES AT - #F w8 [Self-mover] » A3 F L 5 0 KT it ;‘%‘thﬁkgﬂ 1
L

A0SR G RY Rk E A 0 B - P F GRS ¥ [Selfmover] 0 F RIFCR 2

5o

Self-mover < * < Area

BETERE OB TEZFE I B ovE- ¥ 7= 0 3 &rie £ [SCNI/elf-mover]4_# #8[Area] > |
R L R s o 7

- 101 -




Appendix 11
Semantic Associates in Context (search from BOW)

A . Case Study of ZOU 4_

Sense 1 of ZOU: ‘walking’

Chinese English gloss

B T afoot(p), traveling by foot
walking(a)

5 F AL shuffle, scuffle, | walk by dragging one's feet
shamble

B33 e limp, hobble, | walk impeded by some physical limitation or
hitch injury

[FiL:s putter, potter, | move around aimlessly
potter around,
putter around

3 amble, mosey {'walk leisurely

E A lumber, pound | move-heavily or-clumsily

Sense 4 of ZOU: ‘leaving’

Chinese English gloss

WA disappearance, | the act of leaving secretly or without
disappearing explanation

e departure, act of departing
going,  going
away, leaving

s breaking away | departing hastily

! farewell, leave, | the act of departing politely
leave-taking,
parting

AN return, a coming to or returning home
homecoming

# X immigration, migration out of a place
In-migration
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B. Case Study of NA £

Sense 1 of NA: ‘getting’

Chinese English gloss
& acquisition the act of contracting or assuming or acquiring
possession of something
7 5] acquiring, the act of acquiring something
getting
B reception the act of catching a pass in football
= annexation, the act of making money
appropriation
B annexation, incorporation by annexation

appropriation

Sense 2 of NA: ‘carrying’

Chinese English gloss
g 4% - | reserve, somethingrkept back or saved for future use or a
ko2 # backlog, special purpose
stockpile
MK FE | cinch, girth  |‘tie a-cinch-around
e
3 e & | protected, kept safe or defended from danger or injury or loss
>N secure
#+ FF |carry the act of carrying something
= transplant, the act of uprooting and moving a plant to a new

transplanting

location

C. Case Study of TING #.

Sense 1 of TING: ‘listening’

Chinese English gloss

(LE)E listening the act of hearing attentively

(F7d) B speech the auditory perception (and comprehension) of
perception | speech

(7 &)%35 musical the auditory perception of musical sounds
perception

AR~ ¥ | attend, pay | give heed (to);
attention
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Sense 2 of TING: ‘perceiving’

Chinese English gloss

. sensor}/, involving or derived from the senses
sensorial

. perceive, to become aware of through the senses

R comprehend

2 perceivi.ng, becoming aware of something via the senses
perception

2 catch become aware of

ERp detected perceived or discerned

D. Case Study of KAN

Sense 1 of KAN: ‘seeing’

Chinese English gloss
A L come across | be perceived in a certain way
B perceive, to become aware of through the senses
comprehend
% p e o experiential de.rived from" . experience or the experience of
existence
e, fiF catch hecome aware - of
A recognize detect with the senses

Sense 2 of KAN: ‘watching’

Chinese English gloss

724 detection the act of detecting something
FEARL contemplation | a long and thoughtful observation
GLi )?1 watch observe with attention

AE ~ Fw | attend pay attention (to);
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Appendix 111

Gloss of Categories corresponding to traditional categories (adopted from Sinica
corpus)
F 2 4k MR EFE R L

24075 %

A A -
ADV D ,Da ,Dfa ,.Dfb ,Dk &3

ASP Di P ik

C Caa ,Cbb i

DET Nep ,Neqa ,Nes ,Neu T3

Fw FwW R AE
M Nf 37

N Na ,Nb ,Nc ,Ncd ,Nd ,Nh z 3

P P M, i3
POST Cab ,Cba ,Negb ,Ng ? = " s

! DE.LT 1 E Fose

Vi VA ,VB,VH VI 1 i EEEC
Vt SHI ,VAC ,VC,VCL, ,VHC ,VJ ,VK ,VL,V 2|3 $ #:3#
NAV 23

e

A 22325 % 3

D 7l 3

Da B Bl

Dfa AR B

Dfb B3RS AR R B

Dk v Jl 3

Di P i

Caa HERREF > 4o fo - 12
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Cbb

Nep

Neqa

Nes

Neu

Fw

Nf

Nb

Nc

Ncd

Nd

Nh

Cab

Cba

Negb

Ng

DE

VA

VB

VH

VI

SHI

VAC

vC

VCL

VD

VE

VF
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VG m T

VHC EEES 3
V] SR o
VK Ea S S

V2 3
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