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Student: Ren-Jeng Lin ~ Advisor : Dr. Fu-Ping Cheng

Department of Civil Engineering
College of Engineering
National Chiao Tung University

Abstract

It is common to apply damage-sensitive features from vibration response for
structural damage assessment. Fewer damage identification algorithms have been
taken into account the material variation. The material variation could be caused by
many reasons in engineering practice, also there may exists certain level noise in
measurement, these variations'may affect.the features used for structure monitoring

and lead to an inaccuratesdamage-assessment.

In this research the authors. proposed a model.to assess statistical structural
damage of free-free beam structure. The modal curvature-base feature was used to
identify crack location. The statistical database for damage severity assessment
was build by applying the Monte Carlo simulation with Latin hypercube sampling. By
mapping vibration-sensitive features with noised modal frequency to statistical
damage database, the damage probability among various crack depths were then

estimated; its statistical significance of damage level were examined by the t-test.

Data from simulated beams and experimental modal analysis were used to
demonstrate the assessment procedures. From the results, the authors concluded
that the proposed algorithm was robust and able to identify the damage of free-free
beam under uniform mass density and stiffness variations incorporated with noise in

measured frequency.

Keywords: multiple cracks, damage assessment, beam, variation, Monte Carlo
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CHAPTER 1
Motivation, Literature Review,
Research Approach and Coverage

1.1 Background and Motivation

The technique of Structural Health Monitoring (SHM) is to implement
strategies of damage assessment for civil, aerospace, mechanical and other types
of engineering structures. The damage is defined as the material properties loss or
the geometric changes of systems which may include the boundary condition
changes, the loss of componentconnectivity. and material wear out so as to induce
system performance degradation. Invphysical sense, a certain type of structure
damage or material aging'may cause the'stiffness degradation in structure system
and let the dynamic characteristics such as the modal frequency changed. Based
on this assumption, a . damage -assessment algorithm may apply a specific
damage-sensitive ‘feature’.from vibration signatures as an index to sense or to

predict damage of the original healthy structure system.

It is also interesting that there may still other reasons to cause the dynamic
characteristic or vibration signal changed which are not related to stiffness
reduction from structure damage, one example for bridge structure, it could be gain
or loss system weight due to environmental humidity to make the modal frequency
changed. It should be the ultimate goal for the structure health monitoring strategy
that it is capable of detecting a structure in damage situation, to locate the damage
zone once the damage is happened and then to quantify the damage severity in a
variant environment. In this research the authors apply simple beam structure as
examples to develop a reliable and robust damage assessment algorithm and try to

approach for this goal.



1.2 Statement of the Problems and Literature Review

Structure health monitoring has been received increasing interest in both of
the academic research and industry applications for several decades [4]. An
extensive literature review for 1975-1996 by Doebling et al. [8] was done at the Los
Alamos national laboratory (LANL). The review focused on methods and data
required for detecting, locating, and characterizing structure damage by examining
the changes in various types of measured structure responses. The report also
summarized state of the state of art of structural health monitoring technology and
the applications by various damage identification methods for different types of
structure. But almost none of the several hundred cited references took any
statistical approach to access the damaged systems [28]. Another comprehensive
updated literature review for 1996-2001:by-Sohn et al. was also published by LANL
[28]. The authors of the updated report mentioned that due to the observations of
environment variability and operational conditions for long-term monitoring, the
authors believe that structure-health monitoring is a statistical pattern recognition

problem fundamentally.

Sikorsky et al. [26] reported that there were.3.8% and 3.2% variations in first
and second modal frequencies under 40°C temperature variation over a 24-month
observation for a bridge in Coachella Valley, California. Ko et al. [14] also recorded
12 months data from the cable stayed Ting-Kau bridge in Hong Kong and
concluded that a 2.01% to 16.67% modal frequencies change occurred for the first
11 modes on about 50°C temperature variation, and also the frequencies were
decreased with increased temperature. Xia et al. [32] had constructed a reinforced
concrete slab to investigate the correlations between vibration parameters and
environment conditions. Data collected over 24 months showed there were 30°C
temperature and 65% humidity changes, and its frequencies had about 3% to 10%
variations. The results also show that the frequencies decreased and damping ratio
increased with the increased temperature and humidity. Other research also
showed the same conclusion that the frequencies decreased as temperatures
increased [6, 23, 27].



When environmental variability or operating condition is an important issue,

it will affect the damage-sensitive features and may mask out real damage state

and lead to inaccurate assessment. Xia et al. [32] advised that the vibration

properties should be corrected to the same environmental conditions for structures
in undamaged and damaged states. The same suggestion by Sohn et al. [28] was
to do the data normalization so that the signal changes caused by variations can be
separated from structural changes. Doebling and Farrar [9] are pioneers in
examining the statistical significance of damage identification results using data
collected on the 1-40 highway bridge. Xia and Hao [31] assumed that the prior
model and measure data fit for the Gaussian distribution and proposed a two-stage
statistical identification algorithm. By taking the statistical operation of a second
order Taylor's expansion on model updating equation, the authors estimated
probability of damage existence;by eomparing the statistical distribution of element

stiffness between undamaged and damaged.states.

Furukawa and Otsuka [13] removed the Gaussian distribution assumption
on variability and measurement.noise,"and then identified the possible damage of
elements by the frequency ‘response “function” changes from intact state
deterministically. Then, they adopted the hypothesis test based on bootstrap
re-sampling technique [10] to exclude the undamaged elements from the damaged
element candidates. By iterative zoom-in process, the satisfied results will be
obtained within 3 iterations for a large simulated system with 10% noise. Lin and
Cheng [15] [16] proposed a algorithm and studied the beam structure with stiffness
and mass variations to caused frequencies variation, by the Latin hypercube
sampling technique in Monte Carlo simulation to assess crack location and severity

statistically.

In the study of Oh and Sohn [18], they constructed a 5-layer AR-ARX neural
network to extract the damage-sensitive features from measured time signals, then
to apply the nonlinear principal component analysis to characterize the nonlinear

relationship between unmeasured environmental and operational parameters.



Finally a hypothesis test named sequential probability ratio test is performed on the
extracted feature to evaluate the damage state of the structure system. The
proposed method is demonstrated by an eight-dof mass-spring example to show it
is a promising data normalization tool and capable of detecting damage in the
presence of environmental and operational variations with compared to another
nonlinear principal component analysis realized by auto-associative neural

network.

Bahlous et al. [2] developed a damage identification method to detect and
locate damage, a normally distributed residual generated from modal filtering by
the error calculating between current state measurements and their projections
onto the incomplete modal basis of structure which is identified at reference state.
The reinforced concrete beams and slabs ;samples which including multiple
damage configurations werée used to.validate the .proposed method. Despite the
relative quantification errors of multiple.damage scenarios are unacceptable in poor
accuracy for locations, it’s successful for the damage level less than 28% of the

initial flexural stiffness.

Park et al. [22] apply time-modal features and two sequential artificial neural
networks to detect damage in beam. The sequential approach consists two phases,
the first phase is using cross-covariance functions of acceleration signals
measured from two sensors, an acceleration-based neural networks algorithm is
then designed to monitor the occurrence of damage in a structure. For the second
phase, a modal feature-based neural networks algorithm is used to estimate the
location and severity of damage in the structure by its mode shapes and modal
strain energies. An Aluminum free—free beam and simply supported numerical

beam samples are used to study for the feasibility of the proposed methodology

Rizos et al. [25] employ statistical estimation and hypothesis testing
procedures to introduce two damage assessment methods which are capable of

dealing with experimental uncertainty. The first method is a parametric model which



employs natural frequency and damping ratio interval estimates. The second
method is a non-parametric model to apply coherence function interval estimates.
Results of a stiffened aircraft panel were studied to indicate the feasibility of the

methodology for both of damage detection and quality assessment of restoration.

Deraemaeker et al. [7] dealing with the problem of damage detection under
changing environments by adopting two types of features which are extracted from
the output-only vibration measurements by using automated stochastic subspace
identification procedure and the peak indicators computed on the Fourier transform
of modal filters. A numerical example of a bridge subject to environmental changes
and damage is presented. The sensitivity of the damage detection procedure to
noise on the measurements, environment and damage is studied. The estimation
of the computational effort and.the advantages and drawbacks of each of the

features were studied and stummarized.in.tables.

Wang and He [30] "studied the: natural frequencies reduction due to
prescribed crack existenceiin arch dam and then build a statistical neural network
to detect for the crack through“measured natural frequencies. The crack can be
detected by using the statistical neural network by the demonstration of simulated
finite element model and a 1/100 scale concrete arch dam. Zhang [33] comments
the inherent uncertainties in measurements is one of the main barriers against the
application of vibration-based damage identification techniques on real bridges. A
four steps statistical damage identification procedure for bridge health monitoring is
then presented. The study of effectiveness and robustness of the proposed method
is demonstrated by a numerical simulated three-span continuous girder bridge with

reasonable damage severity.

A closed form derivation of statistical damage identification algorithm has
many good aspects. However, for a complex system there may have difficulties,
one example being to derive the distribution types of element stiffness for

significant verification [31]. Instead, the fast development of computer hardware



made the computation intensive algorithm possible. Due to the uncertainty of
related analysis of complex systems, Monte Carlo technique [24] was the simplest
and most widely employed method. With the modification to Monte Carlo
techniques, the Latin hypercube sampling (LHS) [17, 29] provided an efficient way
of sampling variables with its distributions by assuming that all the variables are
independent each other. Its efficiency are different from in diverse applications,
some research reported that it saved more than 50% of computer effort [19].
Besides, compared to re-derivation of rigorous statistical damage identification
algorithm, there is less effort spent and it is more intuitive to incorporate the
well-developed deterministic damage identification algorithm with Monte Carlo

based simulation technique.

1.3 Objectives, Approach and Research Coverage

By above discussions, we can conclude that the environment variability and
operational conditions may. play an‘important role iin“the accuracy, reliability and
robustness in health monitoring ‘process. The authors then aim at the development
of a statistical damage assessment approach with considering the uniform mass
and stiffness variability in system and also the possible frequencies measurement

inaccuracy.

In the research, to extend the authors previous study work [15] [16], by
assuming the environmental variability will cause the stiffness and mass variation
on the entire beam uniformly, but no direct relate to temperature changes. The
authors build up the statistical damage reference database which was incorporated
with various property variations and damage states by applying the LHS techniques.
And then to assess the statistical significance by applying the vibration features of
an unknown damaged state and to use the t-test [12] to identify its damage
locations. At last, the damage probability among the possible severity was

estimated by mapping the vibration features to the statistical damage database. A



flowchart for the damage assessment procedures is presented in Fig. 1. Several
demonstration examples showed that this approach was capable and robust to
identify the damage of beam structure.

In the research, the authors have completed the study on below topics:

(1) To design for real cracked beam samples for benchmark samples to verify

assessment algorithm proposed

(2) The formulation of simulated cracked beam for the study of vibration

characteristic and to use for the build up a reference database for crack location
detection and the crack extent assessment

(3) The setup of modal testing environment for the study the dynamic characteristic

of real cracked beam

(4) To apply modal testing. 'data as a.reference for the correlation of simulated

cracked beam to verify. the capability of simulated.beam formulation

(5) To abstract meaningful vibration features from both of the real cracked beam

and simulated beam for crack identification-and assessment

(6) To study the influence of uniform 'material'variation from these vibration features

and also study for how it affect the crack detection algorithm

(7) To propose a_statistical model and process for the identification of property

variation cracked beam under noise natural frequency measurement

(8) To review for the accuracy and robustness of proposed assessment model

1.4 Dissertation Outline

For chapter one the authors describe the general background of structure
health monitoring and pointing out what is important but missed topic after paper
review work, then raising the research objectives, approaches and research

coverage.



In chapter two, to apply the singularity finite element for cracked beam and
then to abstract its modal frequencies and mode shapes for later on database
building. Effort also spend on the design of single and multiple cracked beam
hardware for the verification of simulated cracked beam model and the benchmark

hardware examples used in later.

There are two highlights in chapter three. One is the short introduction of

experimental modal testing and the instrumentation used in our research, the other
one is to do the results comparison between experimental modal testing and

simulation to assure the modeling error in our research.

In chapter four, there will be a description for the procedures of damage
assessment of multiple cracks. beam  for ,property invariant/variant system
with/without noised modal frequencies.,Also.to present the abstraction of effective
dynamic features (FCI and LDbH-and the “Influences study on the variation of

stiffness and mass density.

Verification examples which “are“including the multiple cracks, a shallow
crack and the effect on measurement resolution were studied in chapter five to
demonstrate that the presented approach was capable and robust to identify the
damage of beam structure with uniform mass and stiffness variations under the
noise polluted frequency measured. Finally, the authors deliver conclusions and

discussions regarding this research in chapter six.
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CHAPTER 2
Finite Element Modeling of Cracked Beam

In this chapter several topics will discussed so as to build a correct simulated
crack-beam model, it will cover (1) to conduct the general element stiffness by finite
element formulation from classical virtual work theory, (2) to introduce the crack tip
singularity by quadratic iso-parametric element, and (3) the normal mode analysis
of cracked beam. Also to introduce the design and accurate manufacturing of
sample beam hardware for the later verification on the proposed damage

assessment algorithm.

2.1 The Finite Element Method

For a general structure system with the body force and the traction on surface
boundary, by the virtual work theorem [35]; the internal strain energy is equal to the

external work, hence we have the equation as-below

Ivo. s{e}Y {c}d (vol) = Lo. S{u} {bd(vol) + | Sy {tjd(area) (2.1)

: Displacement vector

b} : Body force vector

tre B s N ates N atn Nt
e
——

t}: Boundary traction vector

In general, we apply shape functions [Nj] to interpret the displacement field
with nodal coordinate, and also by the strain-displacement operator [Bj] to link the

relationship between strain and displacement as below equations:

10



{U}Z[Ni]{di} {5U}Z[Ni]{§di}
fey=[BI{di}  {oep=[B]{od}

Where
d,: Nodal displacement vector

(2.2)

od. : The virtual nodal displacement vector
[N;]=[1]N;: The matrix of prescribe function in global form

[B,]: The global strain-displacement function

By appropriate arrangement, we have Eq. (2.3)

{j[B o}d(vol) - j [N,] {b}d(vol) - j d(area)} (2.3)

vol

The necessary condition torsatisfy non-trivial solution for Eq. (2.3) written as below,

.[vol[ ]{ d(VOI) J. d(VOI) I d(area) 0 (2.4)

Also the stress is interrelated with strain by the.elasticity matrix,
{o}=[DHe}=[DI[B{d;} (2.5)

Insert Eq. 2.5 into Eq. 2.4, we have Eq. 2.6

[KI{d}=| [N {b}d(vol)+| [N {t}d(area) 26)
Where
[K]=][B] [D][B,Jd(vol) 27)

11



2.2 Singularity Element for Cracked Zone

Cracked beam formulation will deal with the cracked tip and the intact zone
modeling. Thick shell elements [34] were used for the intact zone. For the cracked
zone, the authors applied the thick shell elements combined with degenerated
quarter point singularity formulation [3]. In the research only the 1/r singularity

will be studied, it needs further research effort for other order singularity.

The most convenient way to introducing a 1/~/r strain singularity into a
quadratic iso-parametric element is to manipulate the mid-side node position to 1/4
length along the two edges whichare nearby crack tip node. Consider the quadratic
iso-parametric element shown in Fig..2.in. which the nodal points are locally

numbered as 1 to 8.

|
L2 '} 8

Crack tip

Figure 2. Quadratic iso-parametric element with mid-side nodes at the quarter point [20]

12



The corner nodes’ shape function of quadratic iso-parametric element can

be expressed as:
o 1
Ni( ) :Z(l"‘ S )(1+ n1; )(55. +n7; _1) (2.8)

For the middle node’s shape function are expressed as:

N =%§f L+eg )(1—772)+%77i2 (L+ 7, L-&£2) (2.9)

Defining the shape function of edge 1-3 by assign7};, = -1 and
associate 5. 11 into equation Egs. (2.8) and (2.9) we will have shape functions of

node 1 to 3 as follow,

N, = 60-¢)
N, =(1-¢7) (2.10)
N, =2é+8)

3
To insert Eq. (2.10) into X= Z Ni X , we have displacement along edge 1-3, or
i=1

node 1, 2 and 3 by below equation,

x=> N;X, =—%§(1—§)X1 +(1—§2)Xz +%§(1+ &)X, (2.11)

i=1

To introduce the desire singularity at node 1 by moving mid-point node 2 to
the quarter point position as shown in Fig. 2. Denoting the length along edge 1-3 is
L4, then x; for node 2 would be L4/4, and x4 = 0, x3 = L4, by inserting these numbers
to Eq. (2.11) we have Eq. (2.12)

x=%§(1+.§)L1+(l—.§2)

L,

7 (2.12)

13



Or we have the non-trivial root,
X
c=-1+2 |— (2.13)
VL

The result in Eq. (2.13) will apply to the % calculation in Jacobian matrix
X

operation to get the element stiffness matrix which will let node 1 posses the strain
singularity [20]. And we will have the displacement along the edge of node 1-3 as

below
3 1 ) 1
u=YNd; ==25(1-§)u+(1-8)u + DS 1+ ) 2a

To insert Egs. (2.13) into (2.14) we also have the displacement function as below
u= —1{—1+ 2\/2}{2—2\/2}1 +4L/Z—l}u2
2 L L T
1 X X

Then the strain in x direction will be

1({ 3 4 2 4) 1 1 4) (16

2] SRS e IR e UV TR

We observe that the strain singularity along edge 1-3 is therefore in the required

order 1/+r, by the same process we can also generate strain singularity along the

edge 1-7 which is related to €y .

14



However, the strain variation is not of the form 1/+/r within the element
along the rays of edge 1-3 and 1-7 which are emanating from node 1. Such of this

condition can be enforced by forming a triangular element by ‘collapsing’ the edge
which is consists of nodes 1, 7, and 8 and shown in Fig. 3.

Figure 3. Triangular element with mid-side nodes at the quarter point [20]

Again, we move the mid-side nodes 2'and 6 to'the quarter point adjacent to

the crack tip, node 1, which is_considered as the coalesced node. Locating the

originate node at node 1, we have

(2.17)
X3 =X, =Xs =L
And the shape functions are
1
N,=N,=N,=N, =—Z(1—§2)
1 2
N, =Ng _E(l_§ ) (2.18)
1
N, = N, :E(l—g)

15



By inserting Egs. (2.17) and (2.18) into X = Z N;X; , we have
i

X=%(1+§)2 (2.19)

Or that
X
1/ L (2.20)

The displacement distribution along the x axis is from Eq. (2.18) and U= z Nidi
i

u= —%(1—52)(u1 + Uy + U, +u7)+%(1—§2)(u2 +U,)
1 (2.21)
+§(1_§)(u4 +u8)
Denoting U; = U, = Uy, and:the strain distribution is,
’ _ & —i(2u1+u3+u5 2u, - 2U)
ox g L
2.22
_ﬁ(3ul+u3+u4+u5—2u2—2u6) (2:22)

The strain component €x possesses a 1/+/r singularity. It is more general

to exhibit the 1/~/r singularity for all the region along the ‘ray’ emanating from
cracked tip node with compare to singularity only happened on the two edges for

the quadrilateral element version.
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2.3 Normal Mode Analysis of Cracked Beam

In this research, the authors proposed a model to assess statistical
structural damage by applying the modal curvature-base feature to identify crack
location and also to apply the modal frequency to identify crack depth of beam
structure. For the damage assessment process, the modal frequency and mode

shape abstraction were required to produce these damage-sensitive features.

The real eigen-value normal mode analysis is the basis of linear structure
dynamic analysis. The mass and stiffness elements were used to construct the

below dynamic equation.
[MKu(t)}+ [K{u(®)F={0} (2.23)
Assume the solution is in‘the form of

{u(t)} ={a}sin(ct + 0) (2.24)
Where
[M] ~ [K]: The system mass and stiffness matrices
{U (t)} : Displacement vector along time
@ : The circular natural frequency of structure system

: The phase angle among different modes

D

: The shape of dynamic system which is time independent

By the differentiation twice of Eq. (2.24), we have

{ti(t)}=-0*{0}sin(wt + 0) = —o*{u(t)} (2.25)
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To substitute Eqgs. (2.24) and (2.25) into Eq. (2.23), we got Eq. (2.26)

~a’ [M{T}sin (@t + 0) + [K{T}sin (t + ) ={0} (2.26)

Or that
([K]- @ [M]){a}sin (et +6) ={0} (2.27)

Below equation is the nontrivial solution if to let the determinant goes to zero, i.e.

[[K1- w’[M]|=0 (2.28)

Eq. (2.28) is called the frequency equation of system, to expand the
determinant will give an Nth algebrai¢ in theparameters of @ for the N degree
of freedom dynamic systemults N roots represent.the normal frequency of the

N modes in the system.

There are two ways to construct:.the mass matrix [5], the lumped mass from
simplest physical sense and the other is making use of finite element concept to
apply the same shape function to.generate consistent mass. The lumped mass is in
diagonal matrix form whereas the consistent mass is presented in full matrix, hence
more computational effort than the lumped mass system does. In this research the

lumped mass form will be good enough for damage assessment purpose.

Regarding the stiffness matrix, as previous session described, there are two
types of stiffness matrix need to handle, the general plate element stiffness by finite
element formulation by Eqg. (2.7) and also the second type element stiffness for
cracked zone around crack tip, it should construct from a standard quadratic
iso-parametric element by moving mid-point nodes to the quarter point position plus
a ‘collapsing’ edge to exhibit the 1T singularity in entire element and around the

crack tip.
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Most commercial packages have provided the tool for normal mode analysis.
In this research the authors apply ANSYS® as a template to deploy damage
assessment algorithm. The result of a typical analysis for a two-crack beam was
shown in Fig. 4. This cracked beam will also used as a demonstrate example for

the proposed damage assessment algorithm in session 5.6.

Figure 4. Typical-normal mode analysis result of a two-crack beam
2.4 Configurations of the Cracked Sample Beams

In order to control the accuracy of demonstrate sample beams and also for
to verify the effectiveness of proposed damage assessment algorithm. The sample
beams were well prepared by applying simulation before hardware manufacturing
to determine its length and cross section to include three normal modes within
2KHz. There are all rectangular-sectioned mild steel bar, 600mm(L) x 16mm(W) x
16mm(H) in size, all the artificial cracks were made by high accurate wire-cut with

0.50mm slot width on specific crack location and planned crack depth.

There are total 15 sample beams which can be separated in two categories,
the configuration and drawing of sample beams were shown in Table 1, Fig. 5 and 6.
One group was the intact beam (beam-S). The others were with artificial cracked
and named from A to N, all these beams were single cracked, except beam-M with

2 cracks and designed for the multiple cracks assessment purpose.
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Table 1 Configuration of sample beams

1st Crack 2nd Crack
Sample Sample (Loc., Depth) (Loc., Depth)
No. Name (Unitin mm)  (Unit in mm) Remark
1 A (131.0, 6.0) None
2 B (131.0, 8.0) None
3 C (131.0, 10.0) None
4 D (187.0, 6.0) None
5 E (187.0, 8.0) None
6 F (187.0, 10.0) None
Shallow crack
7 N (243.0, 3.0) None test example
8 G (243.0, 6.0) None
9 H (243.0, 8.0) None
Resolution
10 I (243.0, 10.0) None test example
11 J (300.0, 6.0) None
12 K (300.0, 8.0) None
13 L (300.0, 10.0) None
Multi-crack
14 M (131.0, 8.0) (243.0, 10.0) | test example
Reference
15 S Intact Beam (without Damage) example
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CHAPTER 3
Experimental Modal Analysis and the
Simulation Results Comparison

In this chapter, the experimental modal analysis was discussed and the
instrumentation of a PC base data acquisition system for hammer impact test was
introduced, also the modal test results were compared with simulated cracked
beam. By reviewing the results, the authors concluded that the simulation model
and test setup is appropriate and accurate enough to process the verification work

on the proposed damage assessment model.

3.1 Experimental Modal Analysis [11]

Modal testing is the techniques to perform vibration testing of an object, a
mechanical component or a specific structure system..l'he investigation of dynamic
characteristic are including thepnatural (modal) frequencies, modal mass, modal
damping ratios and also".the mode shapes. A modal test is consists of the
acquisition instrumentation and the analysis algorithm as well. The complete
process is often referred to as a Modal Analysis or Experimental Modal Analysis
(EMA).

There are several ways to perform the modal testing. The most widely used
is the impact hammer modal testing and the shaker modal testing. In both cases
the energy is apply to the tested system with known frequency content. Wherever
structural resonance occurs on certain frequency there will be accompanied with
vibration amplification, a clearly sign in response spectra. There are many methods
for modal parameter estimation, in mathematics viewpoint, a transfer function or
so-call Frequency Response Function (FRF) can be obtained by the calculating on
response spectra and force spectra, it is often completed by curve fitting to

estimate the modal parameters.
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The hammer test is the simplest way to perform modal testing. It is designed
to replicate a perfect impulse impact to a structure, the impulse which has an
infinitely small duration, causing constant amplitude in the frequency domain; this
would result in all modes of vibration being excited with equal energy. However, in
reality a hammer strike cannot last for an infinitely small duration, but has a known
contact short time. The duration of the contact time directly influences the
frequency content of the force, with a longer contact time will induce a smaller
range of frequency bandwidth. A load cell is attached to the end of the hammer to

obtain a recording of the force.

Impact hammer testing is ideal for small light weight structure system which
is appropriate in academic research to study for the proposed damage assessment
algorithm, however as the,Size of the,studied structure system increases, other
excitation and analysis method will be-needed to improve the poor signal to noise

ratio issue which is common on large civilengineering structures.

3.2 Frequency Response Function

The Frequency Response Function (FRF) can be used to define the
input/output relation. For a general structure system, we have the dynamic

equation as below:

mui(t) +cu(t) + ku(t) = f(t) 3.1)
If the impact force and system response is represented in frequency domain by the

magnitude and phase angle, we can write the following relation.

f(t) = Fe' (3.2)
u(t) = Xe' (3.3)
Substitute Egs. (3.1) and (3.2) in Eq. (3.3) we will have the transfer function in (3.4).

H(w) is called the FRF (also referred as the transfer function) and its magnitude
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and phase angle ¢(w) are represented in Egs. (3.4) and (3.5).

X (@) 1 1

GEE =0

W, @,

H(w) =

[HEN

(3.4)

_ (0]
2 (3.5)
&
a)n

Unlike the ideal structuresimulation by computer, for the modal testing
measurement is usually“incorporated with* possible”noise from instrumentation,
nonlinear effect and limited frequency.resolution, it can be improved by the random
data analysis. Firstly, we introduce the correlation function defined in Eq. (3.6), and
the correlation functionR, (z)and spectrum functionsG, (f)are the Fourier pair

described in Eq. (3.7). The x and y suffix represented for the input and output signal

respectively.

t/2

Ry (7)=1im [ f,(Of, (t+7)dr (36)

-t/2

G, (f)=F{R,(2)}

ny (T) =F _1{ny( f )} (3.7)

H1 in Eq. (3.8) transfer function is used to eliminate noise by the averaging of
output signal, it will be more accurate to present the anti-resonance peak, where H

in Eq. (3.9) transfer function is accurate in the resonance peak due to it can only

24



eliminate noise by the averaging of input signal. The H4 and Hy transfer function are
used to define the lower bound and upper bound of FRF curve respectively. Due to
the hammer test is applied in well control lab, in this research, the H will be used to

prove for the proposed damage assessment algorithm.

G G.G
H = Xy = X y
1 Gxx GxGx (3.8)
H2 — ny _ GyGy (3.9)
ny GXGy '
Where

GXX : The power spectrum of input signal

ny : The power spectrum of:output signal

ny : The cross spectrumsbetween input-and output-signal
GX : The spectrum from_Fourier integral of input signal

Gy : The spectrum from Fourier.integral of output signal

In data acquisition phase: by hammer impact, it is common to apply the
Force window and Exponential window time domain weighting function to avoid the

leakage phenomenon.

The Force window is used for hammer impact test which the time domain
signal is started and ended to zero state, and it can improve the quality of input
signal by eliminating noise while in improper movement or hammer contact during

the impact operation. It can be defined as below equation.

w(t)=1 t,<T
w(t)=0 else (3.10)
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The Exponential window is used to limit output signal to follow a natural
decay trend and also improve the quality of time domain data. It can be defined in

time domain by eq. (3.11) or in frequency domain by eq. (3.12)

ot)=e T t <Tand 0<t<T
o(t) =0 else

T [ |
L(f)= _ "
(f) 1+i24  1+i2A4 (3.12)

(3.11)

3.3 Experimental Instrumentation

There are three elements for the instrumentation of modal testing in this
research, the excitation hammer, the sensing accelerometer, and data
acquisition/analysis system. The data acquisition system is delivered by Prowave®
Engineering Inc., it consists of a PC with a multi-channel AD/DA module (SC-612),
a BNC 1/0O control box (PW-145), a real time, control/analysis software (Signal

Doctor) and the off-line modal parameter-analysis software (STAR®).

The PCB 7375 hammer Jis used for impact excitation with a sensitivity
2.20mv/N, and the PCB 7684 accelerometer is used to sense vibration response,
its sensitivity 10.43mv/g. The sensor and impact hammer is connected to the PC
control system to get the excitation and response of beam. The PC base
acquisition system shown in Fig. 7, and the parameters setting of hammer impact

test system is shown in Fig. 8.

In order to match with the simulation free-free boundary condition, two
rubber strings were used to suspend the sample beam as shown in Fig. 9. The
sampling rate was set as 2000Hz, with 1.25Hz resolution, fixed sensor at one end
of sample beam, 12 t018 locations were planned for hammer impact, and each
location takes 10 times impact for average. A typical hammer test result is shown in
Fig. 10.

26



Due to the density of impact locations will affect the resolution of mode
shape and also the curvature mode shape for damage assessment, it will dominate
the accuracy of assessment results which will discuss in later chapter. We should
also noticed that for practical engineering the ‘fixed response’ method should be

changed to ‘fixed impact’ to save the labor work.
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Figue 10. A typical test result for hammer impact test
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3.4 Experimental and Simulation Results Comparison

An accurate prior model is essential for the supervised damage assessment
algorithm [28]. In the session the authors is focus on the comparison results of

simulated beam and the EMA test.

To review the results, we found it is consistent for simulation and EMA. The
simulation results are accurate in frequencies and mode shapes among sample
beams by refer to error statistics of frequency and mode shape in Table 2 and 3. Its
mean error of modal frequencies was under 0.24% and the maximum error was

under 0.78% for the lowest three modes.

Besides the frequencysComparison, a comparison of mode shape plots
between simulation & EMA*for beam=S]/| and.F were shown in Fig. 11, in general,
the modal assurance criterion (MAC) [1] was used to measure the accuracy of
mode shapes between analytical and experimental models. When the MAC was
closed to 1.0, the results have. a good.correlation®and it was uncorrelated or
in-accurate when the MAC was closed to 0.0.:By*combining the calculations of
different mode shapes of analytical and.experimental, we can construct the MAC in
matrix form. From the calculation, we found the diagonal terms in MAC matrix were
all larger than 0.997, and the off-diagonal terms were all under 0.064 for the lowest

three modes for all sample beams.

It should noted that the error or uncertainty of finite element prior model can
be included in the statistical model by assigning the variances of stiffness and mass

directly.
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Table 2. Frequencies comparison and error statistical between simulation and EMA

Mode-1 Mode-2 Mode-3

Sample Beam
Simulation EMA Error |Simulation EMA Error |Simulation EMA  Error
(Hz) (Hz) (%) (Hz) (Hz) (%) (Hz) (Hz) (%)

S 234.12 234.83 0.30 | 642.24 644.13 0.29 | 1250.30 1253.81 0.28

A 23157 232.04 0.20 | 619.32 621.03 0.28 | 1197.97 1202.16 0.35

B 228.64 22898 0.15 | 595.31 59598 0.11 | 1153.93 1156.70 0.24

C 222.31 221.85 0.21 | 552.02 549.83 0.40 | 1093.93 1093.78 0.01

D 227.64 228.01 0.16...614.84 616.42 0.26 | 1238.53 1241.43 0.23

E 220.57 220.57 -0.00 |- 589.96  590.69 0.12 | 1228.59 1232.00 0.28

F 206.73 :206.32 -0.20 |« 552.07. 552.27. 0.04 | 1214.36 1216.48 0.17

G 223.84 22414 0.13 | 630.04 631.79 0.28 | 1238.40 1241.77 0.27

H 213.35 213.19 0.08 | 618.91 620.17 0.20 | 1227.32 1229.71 0.19

| 19455 193.43 0.58 | 601.73 602.38 0.11 | 1209.56 1210.66 0.09

J 222.28 22259 014 | 642.17 643.54 0.21 | 1204.28 1208.05 0.31

K 210.51 210.15 047 | 642.13" 643.50 0.21 | 1164.18 1166.15 0.17

L 190.14 188.66 0.78 | 642.07 643.36 0.20 | 1105.24 1105.24 0.00
Error Mean 0.2388 0.2085 0.2003
statistical Min. 0.0000 0.0362 0.0000
(%) Max. 0.7784 0.3983 0.3485
Deviation 0.2131 0.0962 0.1092
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Table 3. MAC comparison between simulations and EMA results

Error Norm
Sample MAC Matrix Off-Diagonal
Beam (for the lowest 3 modes) Diagonal Terms Terms Over-all

0.9997556 0.0000195 0.0640758
S 0.0000961 0.9995058 0.0000063 0.0005110 0.0351383  0.0286918
0.0574673 0.0000239 0.9993076

0.9995185 0.0000657 0.0595545
A 0.0000026 0.9993078 0.0002000 0.0006913 0.0323707 0.0264336
0.0523488 0.0000010 0.9991499

0.9997178 0.0012808 0.0521253
B 0.0002297 0.9991084 0.0000224 0.0015762 0.0292249 0.0238793
0.0490491 0.0000252 0.9974352

0.9996556 0.0017986 0.0557174
C 0.0004814 0.9983692 0.0000688 0.0013714 0.0296133 0.0241922
0.0464091 0.0000079 0.9983075

0.9997057 0.0000009 0.0617004
D 0.0000003 0.9996627 0.0000934 0.0005378 0.0332398 0.0271420
0.0531196 0.0008168 0.9991832

0.9998214 0.0001395 0.0615837
E 0.0000398 0.9994664 0.0008507 0:0008113 0.0319949 0.0261279
0.0484061 0.0023657 0.9987124

0.9995707 0.0002938 0.0557912
F 0.0000393 0.9993457 0.0025953 0.0012282 0.0289113 0.0236167
0.0430968 0.0061953 0.9980218

0.9995372 0.0001081 0.0588879
G 0.0002931 0.9991980 0.0000322 0.0011971 0.0333857 0.0272680
0.0567402 0.0005276 0.9981447

0.9997761 0.0001236 0.0574464
H 0.0005583 0.9993614 0.0000240 0.0009098 0.0330438 0.0269853
0.0570168 0.0001539 0.9985768

0.9993042 0.0000796 0.0630813
I 0.0007971 0.9991642 0.0001819 0.0009374 0.0340169 0.0277799
0.0544331 0.0000310 0.9987944

0.9997957 0.0000075 0.0592480
J 0.0000554 0.9996182 0.0000112 0.0006385 0.0327852 0.0267715
0.0542112 0.0001453 0.9989824

0.9996760 0.0000006 0.0570203
K 0.0000257 0.9994070 0.0000033 0.0007496 0.0308933 0.0252280
0.0497502 0.0000181 0.9988914

0.9996580 0.0000015 0.0545503
L 0.0003653 0.9990864 0.0000083 0.0009255 0.0307683 0.0251279
0.0520015 0.0003210 0.9987280

Statistic Mean of MAC: Peak Error Norm of MAC Matrix:
For All 0.9996532 0.0003015 0.0585217 Diagonal Terms 0.0015762
Samples 0.0002295 0.9992771 0.0003152 Off-Diagonal Terms 0.0351383
0.0518500 0.0008179 0.9986334 Over-all Terms 0.0286918
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CHAPTER 4
Dynamic Characteristics of Cracked Beam and the
Damage Identification Process

In physical sense, the crack existence in structure system will reduce its
stiffness when compared with it in intact state. Its natural frequencies will be
reduced; the mode shapes and curvature mode shapes will be also changed.
When system mass density or Young's modulus of the entirely structure are varied
for certain reason, its frequencies will also changed, but there will be not affect on

the mode shapes and curvature mode shapes.

In this study, by selecting appropriate:features from vibration responses, we
can detect the damage location and then identify«its severity. The simulation and
experimental results shown in the following sessions are supported for these

conclusions.

4.1 Definition of the LDI Index

The previous researchers, Pandey ‘et al. [21] introduced the application of
curvature mode shape for the detection of damage location. In this research, we
authors defined an index for crack location detection, named as LDI (Location

Detect Index). For Euler-Bernoulli beam, the strain energy(Ui) of an intact beam
with respect to mode shape-i (¢ ) can be expressed as:

1 §2¢i(x) i
Ui:E OEI W dX (41)

where El, | were the section rigidity and the length of beam. For an infinitesimal

length dx located at xj along beam's axis, the strain energy of length dx can be
expressed by u;;,
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1 2% (X,
uij:EEI(xj) % dx (4.2)

The authors defined the energy fraction with respect to total energy of entire beam
U; as Fij ,

F,=u, /U, (4.3)

|
j F; =10 (4.4)

For the same operation, for a cracked beam, we have :

« 1l ﬁzqﬁi*(x) i
U, :EIOEI — dx (4.5)
.1 0”2¢I*(x
U = EI(Xj) Tj) dx (4.6)
R =u, /U (4.7)
j(: F, =10 (4.8)

where Ui u;’ @i and F; ‘are strain energy;strain energy of infinitesimal length dx,

mode shape-i and energy fraction of cracked beam:respectively.

Let Jk;; as the temporary feature for location detection and it can be expressed as

follows :

ox.. =F. —F. (4.9)

by the normalization operation, we have the location's discrimination feature LDI as

follows :

LDl(Xj)Z5Kij/{iE|(Xj)dX}—(ﬁﬁx(2XJ)J ui*—{é’g)&xj)j U, (4.10)

The authors calculate each of the discrete point of the curvature related feature by

central difference and then plot it along beam axis to complete the LDI curve.
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For sample beam G, H, and |, all its crack location happened at 24.3mm but
with different crack depths, 0.6cm, 0.8cm and 1.0cm, by examining the LDI index
on the simulation result regarding mode 1, 2 and 3 shown in Fig. 12(a), (b) and (c)
and EMA result for mode 1, 2 and 3 in Fig. 13(a), (b) and (c). We found the LDI
index works well and it is consistent between simulation and EMA reach the below

conclusions:

(1) Only at the location of crack will caused significant change on LDI by a
sharp peak.

(2) The deeper crack depth will made the peak of LDI curve sharper.

(3) In practical EMA, due to limited impact location (sensors) applied, the LDI
index will lose its accuracyptorindicate the crack location due to larger
measurement spacing, there will be discussion in session 5.4. (Refer to
Fig. 13(c) mode.3 of EMA)

(4) In practical EMA; the authors .also found.that the intensity of LDI is
stronger in low'mode, in beam-| case almost double amplitude for mode
1 and 2 (Refer to Fig. 13(a) and (b) of EMA)

(5) There will no curvature change when crack located on the anti-node of

modal curvature.
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4.2 Definition of FCI curve

Modal frequency will changed due to crack existence on specific location
and depth. Refer to Fig. 14, the EMA result is represented by point symbols, and
line symbols are for simulation result for comparison purpose. The line, also called
FCI (Frequency Change Index) curve, from simulation was made by a frequency
change due to a constant crack depth with different crack location which is traveling

along beam length.

The observation from Fig. 14 can be concluded as following:

(1) The crack will made modal frequency changed, we observed that the
deeper crack depth made the larger amplitude on FCI curve

(2) The FCI curve from frequency change is in accordance with modal
curvature shape, there will no frequency change on the anti-node of
modal curvature;shape

(3) The frequency change possesses symmetry property among spatial
distribution, so.we need to find ‘crack location before identify its severity
to avoid finding the fault crack-lecation on the symmetry side.

(4) By judging from' the. changes of each. modal frequency and set 2%
tolerance limit in general engineering, the authors defined it is a shallow
crack beam with the crack depth is least than 1/4 of depth. A sample
beam (beam-N) in session 5.5 is designed to test for the effectiveness of

proposed method.

The specific point on each FCI curve represents a damage state (certain
crack depth and location) of cracked beam. The FCI index is a significant feature
for finding crack severity. The authors then defined the frequency change as a

specific point on FCI curve. It can be expressed as:

f..—f
FCI (Af ',damaged) =T J.CoTegee *100(%) (4.11)

]

j,intact

where f.

j,intact

and f, ...« are the frequency of mode-j for intact and damaged
beam respectively.
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4.3 FCI for Depth Identification of Single Crack Beam for Property
Invariant System with Noise-free Measurement

When we have the noise-free measured frequency from EMA for a property
invariant structure system, the table lookup process was adopted for damage
severity estimation. After the crack location identified by LDI index, we can identify
the unknown crack depth by applying linear interpolation between two FCI curves.
These FCI curves were above and below the EMA's on the specific crack location
from simulation database. The authors increase the resolution of database to 1/16
of beam depth to avoid the calculation complexity, a linear interpolating then can be
applied for unknown crack depth (Bx) was shown as below and illustrated by Fig.
15.

Af, —

p=h g BB i

where Af, was ‘calculated by Eq. (4.11) from the EMA measured
frequencies ( fy ) for unknown damage state; Af, ‘and Af, were points on FCI curves
that were also calculated by Eq. (4.11) on the above frequency( f, ) and below
frequency( f;) compared with the EMA measured frequencies( fy ), By, and B were
crack depths with respect to Af, and Af, accordingly. By inserting Eq. (4.11) into Eq.
(4.12), we also have Eq. (4.13) as follows:

Bo=f+a" e p gy

f—f (4.13)
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4.4 Influences of the Variation of Stiffness and Mass Density on
LDI and FCI index

In order to clarify the effect of material property variation on LDI and FCI
index, the authors prepared a simulated cracked beam (Beam-I, crack located
243mm, depth 10 mm) with a series combinations of different levels of mass
density and Young's modulus variance that ranged from +80% to £120% of their
mean value [15] [16]. It should emphasize that hear mentioned the stiffness
variation is comes from environmental factor and other than the stiffness reduction

due to the crack existence.

To review the result of Fig. 16, we can conclude that due to the stiffness and
mass variation affecting the structure infa uniform way for the entire beam structure,
the mode shape changed insignificantly on the variations, and the algorithm for
crack location identification was held-for the property variant systems. The LDI
index can still indicate .clearly for the crack location among various variation
scenarios. The LDI index works well.and robust for;systems with uniform material

property variations.

From the observation of Fig. 17, we found that the FCI index changed
approximately £20% when compared to invariant system. Hence, we should take
into account the influences of property variations when applying FCI index for
severity assessment. In the research, the authors represent these effects by
statistical FCI databases, which were generated by LHS sampling in Monte Carlo
simulation on beam with certain damage states incorporated with different level

variances of mass density and Young's modulus.
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4.5 FCI for Depth Identification of Multiple Cracks Beam for
Property Invariant System with Noise-free Measurement

The LDI index curve can be applied to multiple cracks case directly.
However, with compared to single crack case, the authors should do a little
modification for depth identification of multiple cracks case due to the frequencies

change were affected by all of the cracks in the beam.

When we have the crack locations from LDI index curve, we should extend
the single crack FCI curve shown in Fig. 15 to build up a set of FCI contour curve
as shown in Fig. 18 which was based on known crack locations, and each of the
contour curve from specific normal mode represented the frequency change due to
multiple cracks’ existence. To.overlap these tworcontour curves and then the crack
depths were identified bysthe intersection @s.shown in Fig. 19. A 2-crack beam

example will be discussed in session 5.6 for.demonstration.

We should noticed that when-the-erack-number is more than two, its crack
location can be assessed by.the same LDI process, for the FCI database, we need
to apply suitable mathematical tool tordetermine all the depths simultaneously. The
artificial neural network could be an effective tool to achieve this purpose and need
further study in advance, it will contain the training sample preparation, the sample
training process and then used as the reference database for multiple crack depth

assessment.
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4.6 Estimation of Crack Depth Probability for Variant Systems with
Noised Measure Frequency

The severity identification process discussed in session 4.2, 4.3 and 4.5
were for the property invariant structure system and noise-free measured modal
frequency. When the system mass density and stiffness were varied, the FCI
simulation databases need to be extended. Basically, in the invariant system, for
specific damage state of structure, its frequency change was a certain value only, it
will map to a certain and confirmed point on FCI curve as shown in Fig. 15 or Fig.
19. But for a property variant system, for a specific damage state, the property
variations will cause the change of frequency varied, then the corresponding point
on FCI curve will be "smeared" as shown in Fig. 20. Usually we use a distribution
function to describe the smearing phenomenon, for example, by the Gaussian
distribution, and the noise polluted  measured modal frequency could also

described in a Gaussian distribution'manner:as shown in Fig. 21.

Since the FCI curve possessesa~probability distribution characteristic in
variant system, the results; of -identification will ‘also display in a presence of
probability distribution. As shown:in Fig. 20 and 21, in statistical damage database,
every point on FCI curve was accompanied with a Gaussian distribution, when we
applied the measured frequency by EMA in probability distribution to find the
unknown crack depths, we found that the probability distribution with mean value fy
was overlapped with several Gaussian distribution curves which represented for
different damage states (crack depth). Each of overlapping represented the
probability on these damage states. Hence, for a single noise polluted measured
frequency by EMA, we will have several possible crack depths with its probability.
By collecting all the probabilities along various crack depths, the identified results

will present by a probability distribution curve.
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Due to the measured frequency was noise polluted that we may represent
the measured modal frequency by a probability distribution function. Assume that
the material property variation was independent with measurement noise. Each
probability (Pi) for damage state-i (crack depth) can be calculated by the following

equation:
o EMA
P = La p.(f) xp™(f,) df (4.14)

where f, was calculated by the mean of measured frequency, and p;(f) was

the probability distribution function of modal frequency in simulation database for

damage state-i (crack depth), and the p™*(f,) was the probability distribution

function of measured frequency_with noise, the upper bound and lower bound

frequency fb, fa should be determined by confidence level and the statistical t-test
[12] that we should discus$ later-in-this session. Both. of the p,(f)and p™*(f ) were

defined by the Gaussian distribution function-G(f) as below.

1 1 f—ﬂ 2
exp[-Z= (—=£
= pl 2( - )] (4.15)

G(f)=
(o}

The statistical t-test was used to assess statistical significance of
damage-sensitive features of EMA with the data in the simulated damage database.
As stated above in this session, the upper and lower bound frequency of probability
function in Eq. (4.14) should be determined by confidence level and the statistical

t-test. As described in reference [12], assigning 2 samples in population size n4 and
n2 with sample meanZandX_Zand standard deviation S4 and S, a test statistic Z

can be defined as Eq. (4.16) to describe the hypothesis X, - X, =« ,

X, - X, -«
Z=—— (4.16)
St S
nl n2
X, =X,|<0 (4.17)
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Where n1, n2 should be large enough to invoke the central limit theory to
satisfied the normal distribution assumption and a was an arbitrary constant and
assumed to be 0.0 in this research. The authors then set up the hypothesis to test
the statistical significance by Eq. (4.17) equation. By solving for Eq. (4.16), we can

then state that there was approximately 99% confidence level of truth if |Z| =3.0.

After we have assigned the confidence level to 99%, the upper and lower
bound frequency of Eq.(4.14) can be determined by measure the distance between
the mean of EMA data and simulated database that should not exceed three times
of root sum squared of the standard deviations of EMA data and from simulated

database's.

We may notice that the all the discussion above adopted the figure in the
single-crack case; however; the algorithm. described was suitable both for multiple
cracks and single crack example.-Except that the statistical FCI was function of 1
crack depth for single crack, for the multiple cracks the statistical FCI was function

of many depths on the specific locations identified.
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4.7 Procedures for Crack Detection and Identification

Three maijor steps in the process flowchart in chapter 1 as shown in Fig. 1

and the procedures are described as follows.

4.7.1 Cracks Location Detection

When we had prepared the modal frequency and mode shape of damaged
beam from EMA and the modal frequencies and mode shapes of intact beam from
simulation, by analyzing the peak response of LDI, we can identify crack location by
Eq.(4.10).

4.7.2 Generate Simulated Statistical FC| Database

Since we had obtained the crack locations of the damaged beam, to build up
the damage severity database should be followed: For,the property variant system,
we need to describe the property variation in the form of mean and standard
deviation of Gaussian distribution.. By using the LHS sampling technique [15], we
shall have a minimum but useful samples ‘that incorporated with various
E*(stiffness variation), p*(mass density ‘variation) and ¢&*(specific crack depth).
Where E* and p* were a specific variation value of stiffness and mass density
randomly selected by LHS sampling, and the ¢* denoted the specific depth of
cracks from a series of possible cracks' depths. By assigning each set that
composed of &* with E* and p* for finite element normal mode analysis repeatedly,
we could generate the simulated statistical FCI databases represented by its modal
frequency and variation among various cracks' depths. The above process is also

mentioned as the Monte Carlo simulation.

The same procedures were used for the property invariant system to
generate simulated FCI database, except that for the deterministic system, there
was no need to do Monte Carlo simulation due to the stiffness(E) and mass

properties(p) that were all fixed with no variation. It required only doing the
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deterministic normal mode analysis for one set of specific cracks' depth(g*) among

the possible cracks' depths to build the database.

4.7.3 ldentify Cracks Depth

For the variant system, by assigning confidence level to approximate 99%,
then the statistical significance of damage level was examined by t-test, the upper
and lower bound of integration in Eq. (4.14) then determined. Since we have built
the simulated statistical FCI databases for property variant system, we can map the
noised measured frequency by EMA to the data of simulated databases that were
both represented in Gaussian distribution form, then the cracks' depth were

assessed by its probability.
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CHAPTER 5
Demonstration Examples

The damaged beam (Beam-l) was used to demonstrate the assessment of
single crack beam with different measurement resolution. A single shallow depth
cracked beam (Beam-N) was also used to test for the capability of the proposed
method. Multiple cracks example was represented by a 2-crack beam (Beam-M),

the assessment process was demonstrated as follows :

5.1 Crack Location Detect of Beam-I

From the finite element normal mode analysis and EMA data, we have the
three lowest mode shapes of damaged beam-and.intact beam. The crack location
can be detected by applying the LDl by Eq. (4.10)/in-session 3.1. By reviewing the
results in Fig. 22(a), we found that the crack was located at 245mm by the peak of
LDI index curve of mode 1 and 3; by -mode 2 the crack was located at 235mm.
When compared to the real crack location 243mm, the averaged absolute error
was 1.64%.

5.2 Crack Depth Identification of Beam-I for Property Non-variant
System

As discussed in chapter 4.7 and the procedures shown in Fig. 1, for a
property non-variant system, we had built the simulated FCI database according to
the crack location 245mm that was determined in the previous session. Then the
unknown crack depth can be identified by Eq. (4.13). Since we had the EMA
measured frequencies that were 193.43Hz, 602.38Hz and 1210.66Hz for the
lowest three modes, by the interpolating process as shown in Fig. 23, we have
crack depth 10.02mm, 10.26mm and 9.66mm for the three lowest modes
respectively. The errors were +0.2%, +2.6% and —3.4% for the three modes and

the averaged absolute error was 2.07%.
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5.3 Crack Depth Identification of Beam-I for Property Variant System

For a property variant system, refer to procedures described in session 4.7
and flowchart shown in Fig. 1, we need to build the simulated statistical FCI
database according to the crack location found in session 5.1. In order to build the
statistics database, we assumed the variations of mass density & Young's modulus
were +2%, +5% and £10% of its mean value. By sensitivity analysis, 300 samples
were used for LHS sampling. The typical data from Monte Carlo simulation results
on certain crack depth with different level of variations for different modes were
shown in Table 4. Each set of mean with standard deviation represented a
probability distribution on a point (crack depth) of statistical FCI curve as shown in

Fig. 20 and 21.

Although the experiments controlled in the.laboratory, there was still variability
in the experimental data.“For the study of noised-measured frequency effects, the
authors assumed that we"have noise on'the measured frequencies. The variations
of noised frequency were assumed-as +2%; +5% and+10% of measured frequency
incorporated with +2%, +5%"and. £10% material variations. In Eq. (4.14) we could
assess probability on specific severity by mapping the measured frequency to each
of the probability distribution curves of statistical FCI database. By changing to

different depths in sequence, we have probabilities at all depths.

The interpreted probability distributions of crack depth on material variations
and varied noise level measured frequency were shown in Fig. 24. We have
observed that from mode 1 results (1st row in Fig. 24), for 2% and 5% material
variation, the maximum probability of crack depth all occurred at 10.0mm for 0%,
2%, 5% and 10% measured frequency noise, for 10% material variation, the
maximum probability of crack depth occurred at 10.25mm for 0%, 2%, 5% and 10%
noise in measured frequency. From mode 2 data (2nd row in Fig. 24), only results
for 2% and 5% material variation with measured frequency noise least than 2% can

be identified, the maximum probability of depth all occurred at 10.25mm. Results
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from mode 3 (3rd row in Fig. 24), only the results of the material variation and
noised measure frequency both least than 2% can be identified, the maximum

probability of crack depth occurred at 9.75mm.

By reviewing Fig. 24 again, we found data in first mode; the crack depth has
the distinct peak and the narrowest spreading on its probability distribution. This
means that the lowest mode has less scattering on severity identification. We have
also found that both the larger material variation and the larger noise level of
measured frequency will made the probability distribution wider on severity and the

reliability will be decreasing on the depths which had been identified.
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Table 4. Monte Carlo Simulation Results among Various Crack Depth (Beam-I)

Variant Level of

Depth  Mass Density & Mode-1 Mode-2 Mode-3
of Young's (Hz) (Hz) (Hz)
Crack Modulus Standard Standard Standard
(mm) (in % of mean) Frequency Deviation Frequency Deviation Frequency Deviation
2% 205.20 2.93 613.3 8.75 1217.0 17.35
9.00 5% 205.30 7.35 613.6 21.96 1217.0 43.57
10 % 205.70 14.89 614.8 44.50 1220.0 88.29
2% 200.10 2.85 609.0 8.69 1211.0 17.28
9.50 5% 200.30 717 609.3 21.81 1212.0 43.38
10 % 200.60 14.52 610.5 44.19 1215.0 87.91
2% 197.30 2.81 606.6 8.65 1209.0 17.24
9.75 5% 197:40 7.06 606.9 21.72 1209.0 43.28
10 % 197.80 14.31 608.1 44.02 1212.0 87.70
2% 194.30 2.77 604.2 8.62 1206.0 17.19
10.00 5% 194.40 6.96 604.6 21.64 1206.0 43.17
10 % 194.80 14.10 605.7 43.85 1209.0 87.49
2% 190.90 2.72 601.6 8.58 1202.0 17.15
10.25 5% 191.00 6.84 601.90 21.54 1203.0 43.06
10 % 191.40 13.85 603.10 43.66 1205.0 87.25
2% 187.30 2.67 598.9 8.54 1199.0 17.10
10.50 5% 187.40 6.71 599.3 21.45 1200.0 42.94
10 % 187.80 13.59 600.4 43.46 1202.0 87.01
2% 179.40 2.56 593.3 8.46 1192.0 17.00
11.00 5% 179.50 6.42 593.7 21.25 1193.0 42.68

10 % 179.80 13.02 594.8 43.06 1195.0 86.50
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Figure 24. Probability distribution of Beam-l among varied crack depth (Meas. Resol. 10mm)
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5.4 The Measurement Resolution Effects on Assessment Results

The above example was based on the assumption that we have the
appropriate number of measurements; the authors took 10mm as the spacing
between measurement points near the crack zone and 50mm~75mm on others,
18-impact locations in total. In this section, in order to test for the effectiveness of
the proposed algorithm, the measurement spacing was extended to 50mm~75mm
for the entire beam, 12-impact locations totally. According to the result of EMA and
finite element normal mode analysis, the crack location can be detected as shown
in Fig. 22(b). From the peak of LDI curve of mode 1 and 2 we found that the crack
was located at 225 mm (-7.4% error). From mode 3 we have the crack located at
125 mm (-48.6% error). Mode 3 data lost its accuracy and it cannot be used for
further identification on depth."With compared to the results of 18-impact
measurement resolution (1.64% error), we have less accurate on crack location

due to the larger measurement spacing.

For the property invariant system, took-mode 1°"and 2 results (crack location
225mm) as the basis togenerate FCl database: With the same procedures
described in the above example, by the interpolating process as shown in Fig. 25,
the crack depth was identified by FCI, we have 10.26mm (+2.60% error), 8.50mm
(-15.0% error) in crack depth for the first and second mode respectively. With
compared to the results of above 18-impact measurement resolution example, its
averaged absolute error of the lowest three modes (2.07%), we have less accurate
results on crack location. Besides, due to the FCI database was based on crack
location 225mm, the location was very closed to one of the node of curvature mode
shape 3; hence we have poor result when applied mode 3 data for crack

assessment.

For the property variant system with noised measurement, the statistical FCI
database was also based on mode 1 and 2 results. For various property variation

and different level measurement noise, the crack depth was determined by the
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highest probability. The assessed probability distribution was shown in Fig. 26.
From mode 1 results (1st row in Fig. 26), for 2%, 5%, 10% and material variation,
the maximum probability of crack depth all occurred at 10.25mm for all level
measurement noise. From mode 2 data (2nd row in Fig. 26), only results for 2%
and 5% material variation with measurement noise least than 2% can be identified
for crack depth, its maximum probability occurred at 8.50mm. Results from mode 3
(3rd row in Fig. 26), there was no clear indication for crack depth due to the crack
location used for statistical FCI database was very closed to one of the node of
curvature mode shape 3. With compared to the results of 18-impact measurement
resolution example, 0.83% error for mode 1 and 2.5% error for mode 2 and 3, we

have less accurate results on crack depth identified.

By reviewing Fig. 26 again; we have the,same conclusion as the example of
18-impact measurement resolution that.the result from first mode has the distinct
peak and the narrowest spreading on |its| probability. distribution on severity. The
higher mode used in assessment, the larger material variation or the larger noise
level of measured frequency will. made‘the error larger, the probability lower and the

distribution wider.
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5.5 The Shallow Crack Depth Example (Beam-N Case)

It is always a challenge work to identify a small depth crack on structure. A
sample beam, named as Beam-N, was designed to complete the study. For the
convenient to compare with the Beam-l example, a cracked beam was
manufactured by wire-cut with the same crack location 243mm but a smaller crack

depth 3mm.

According to the finite element normal mode analysis result and EMA data
(by 10 mm measurement resolution near the crack, 18-impact example), the crack
location can be detected as shown in Fig. 22(c). From the peak of LDI curve of
mode 1 and 2, we found that theicrack was located at 225mm (-7.41% error) and
from mode 3 we have the crack located.at 245mm(+0.82% error). The averaged
absolute error was 5.21%, with compared to the results of Beam-I we have larger

error for a small crack depth beam example:in crack location detection.

For the identification of shallow depth cracked beam in property invariant
system, the authors took the .average of mode+1 and 2 results (averaged crack
location 232mm) as the basis to generate FCI database. With the same procedures
as Beam-l, we had the EMA measured frequencies 231.78Hz, 639.68Hz and
1248.47Hz for the lowest three modes, by the interpolating process as shown in Fig.
27, the crack depth was identified by FCI as 3.09mm (+3.0% error), 2.60mm
(-13.3% error), and 4.63mm(+54.3% error) for mode 1, 2 and mode 3 respectively,
only mode 1 result was acceptable in accuracy. However, the small denominator
(crack depth 3.0mm) made the large relative error. If we take a look at its absolute
error, 0.09mm, 0.40mm, 1.63mm for mode 1, 2 and 3, with compared to the result
of Beam-l, 0.02mm, 0.26 mm and 0.34mm; there were in the same error level
except for mode 3. But, due to the large denominator (crack depth 10.0mm) we will

have smaller absolute error for Beam-l.
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For the crack depth identification of property variant system with noised
frequency measured, the statistical FCI database was based on mode 1 and 2
results (crack location 232mm). The results of probability distribution assessed
were shown in Fig. 28. We have observed that only the crack depth can be
identified, by mode 1 under 2% material variations with no measurement noise, and
the crack depth identified as 3.20mm (+6.67% error) by the highest probability. With
compared to the results of Beam-I (10mm crack depth); its crack depth was 0.83%
error for mode 1 and 2.5% error for mode 2 and 3, we have less accurate results on
crack depth identified. We have found that first mode result of Beam-N do not have
a sharp peak and a narrow spreading on its probability distribution. The probability
distribution for mode 1 has the same shape as the higher mode with higher

measurement noise in Fig 24 and 26.
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(Crk. Loc. 243mm, Dep. 3mm, Resol. 50mm)
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5.6 The Multiple Cracks Example (Beam-M Case)

The assessment of above examples was all based on single crack
configuration. Multiple cracks may exist in structure systems. In this section, the
multiple cracks sample (named as Beam-M) was adopted to test for effectiveness
of the proposed algorithm. For the convenient to compare with Beam-I, the authors
made an extra crack on Beam-l, it was also manufactured by wild-cut at a new
crack location 131mm with the crack depth 8mm. The Beam-M then has 2 cracks
on its configuration that the first crack located at 131mm, depth 8mm plus the

second crack located at 243mm, depth 10mm.

To review the results of EMA and finite element normal mode analysis, the
cracks' location can be detected ‘as shown inFig. 29, from the peak of LDI index
curve of the mode1 and 3j;we found-the.cracks were located at 135mm(+3.05%
error) and 245mm(+0.82% error), andthere were different sensitivities on the peak
of LDI for various modes..The averaged absolute-error.of multiple cracks was equal
to +1.94%. With compared to Beam-Fcase (1.64% lerror), we have the same error

level on crack location detection.

After we applying the identified multiple cracks location by LDI for FCI
database generation (cracks location 135mm and 245mm). From EMA we have the
first three modal frequencies 191.25Hz, 574.83Hz and 1079.46Hz of Beam-M and
also from finite element analysis for no damage beam (Beam-S), its modal
frequencies were 234.19Hz, 642.53Hz and 1251.1Hz. We have the frequencies
change 18.34%, 10.54%, 13.72% for the three modes respectively. We need 2 sets
of FCI curves to identify the depths due to the frequency change dominated by
multiple cracks simultaneously. A little modification with compared to single crack
case, we should first plot the contour lines of frequency change on each mode as
shown in Fig. 30. Then by the intersection operation of two contour lines from
different mode as shown in Fig. 31, the crack depths were identified as 8.00mm

(0.0% error) and 9.90mm (+1.00% error) by the first and second mode or by the
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first and third mode. The averaged absolute error for the depths of multiple cracks
was equal to 0.50%. With compared to the results of Beam-I (2.07%), we also have
the same error level on depth identification for multiple cracks case for the invariant

system.

For the variant system with noised measurement, the statistical FCI

database was also based on the cracks located at 135mm and 245mm that were
detected by peak LDI. Various property variation and different level measurement
noise applied, the crack depths were determined by the highest probability. As
mention above, due the frequency change was dominated by multiple cracks
simultaneously, we will determine all the depths at the same time. The probability of
identified crack depths was represented by its brightness; the higher the probability,
the brightened it was and vice versa. Ared point in the figure indicated the highest
probability on the depths. The assessed. probability distributions of depths were
shown in Fig. 32, 33 and 34 for mode 1, 2 and 3.respectively. The identified depths

and its averaged absolutely error were list in Table 5.

Results from mode 1.as shown in‘the 1st column (2% material variation) and
the 2nd column ( 5% material variation) in*Fig. 32, its maximum probability of
cracks' depth occurred at 8.50 mm and 9.90 mm for all levels of measurement
noise. The maximum probability of cracks' depth occurred at 7.57 mm and 10.15
mm for all levels of measurement noise for 10% material variation as shown in the
3rd column in Fig. 32. In the 1st row of Table 5, we have found that their averaged
absolute errors were ranged from 3.44% to 3.63% for mode 1. With compared to
Beam-I single crack case (0.83% error for mode 1), we have acceptable error on

the cracks' depth identified.

From mode 2 results, for 2% material variation (1st column in Fig. 33), the
maximum probability of cracks' depth occurred at 7.50mm and 10.77mm for 0%
and 2% measurement noise, the cracks' depth occurred at 8.25mm and 9.47mm

for 5% and 10% measurement noise. For 5% material variation (2nd column in Fig.
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33), the maximum probability of cracks' depth all occurred at 8.25mm and 9.47mm
for all level measurement noise. For 10% material variation (3rd column in Fig. 33),
the maximum probability of cracks' depth all occurred at 8.25mm and 10.33mm for
all level measurement noise. In the 2nd row of Table 5, we found that their
averaged absolute errors were ranged from 3.21% to 6.98% for mode 2. With
compared to Beam-| single crack case (2.50% error for mode 2), we also have

acceptable error on the crack depths identified.

From mode 3 results, for 2% material variation (1st column in Fig. 34), the
maximum probability of cracks' depth occurred at 7.75mm and 10.33mm for all
level measurement noise. For 5% material variation (2nd column in Fig. 34), the
maximum probability of cracks' depth occurred at 8.50mm and 9.03mm for 0%, 2%,
and 5% measurement noise, and. occurredat 8.25mm and 9.47mm for 10%
measurement noise. For 10% material_variation. (3rd column in Fig. 34), the
maximum probability of cracks' depth all-occurred at.7.00mm and 11.63mm for all
level measurement nois€. In"the 3rd row:of Table 5, we found that their averaged
absolute errors were ranged from 3:21% to 14.40% for mode 3. With compared to
Beam-I single crack case (2.50% ‘errorfor mode 3), we have the larger error on the

cracks' depth identified.

Observation from Fig. 32, 33 and 34, we have the same conclusion that the
result from the lower mode, the lower material variant and the lower noise in
measurement, we will have the brightened (sharpest) peak and the narrowest

spreading on its probability distribution on cracks' depth identification.
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Table 5. Peak Probability among Material Variation with Different Level Measurement Noise
Material Variation

Mode EMA (Mass Density & Young's Modulus)
No. Measure 0=12% p 0=+5% 0=210 % p
Noise

Depth.(mm) Avg. Err. of Depth.(mm) Avg. Err. of Depth.(mm) Avg. Err. of
Crk-1 Crk-2 2-Crks (%) Crk-1 Crk-2 2-Crks (%) Crk-1 Crk-2 2-Crks (%)

0 %up 850 990 3.63 850 990 3.63 7.57 1015 3.44

1 +2%y 850 990 3.63 850 990 3.63 7.57 1015 344
+5%p 850 990 3.63 850 990 3.63 7.57 1015 344
+10%u 850 990 3.63 850 990 3.63 7.57 1015 344

0 %p 7.50 10.77 6.98 825 947 4.21 8.25 10.33  3.21

2 2%y 7.50 10.77 6.98 8.25 947 421 8.25 10.33 3.21
+5%u 825 947 421 8.25 947 421 8.25 10.33 3.21
+10%u 825 947 4.21 8.25 947 421 8.25 1033 3.21
0 %up 7.75 10.33 3.21 8.50 9.03 7.98 7.00 11.63 14.40
3 2%y 7.75 1033 3.21 8.50 1 9.03 798 7.00 11.63 14.40
+5%u 7.75 1033 3.21 8.509.03 7.98 7.00 11.63 14.40

+10%p  7.75 10.33  3.21 8.26 - -947 421 7.00 11.63 14.40
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Figure 33. Probability distribution of crack depths by mode 2
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Figure 34. Probability distribution of crack depths by Mode 3
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CHAPTER 6
Conclusions and Discussions

In the presented research, we have the conclusions and discussion as follows:

(1) A damage assessment algorithm was developed by introducing the Monte
Carlo statistical process and the modeling of material variations,
measurement noise by Gaussian model. The algorithm has been verified by
single and multiple cracks in a uniform mass density and Young's modulus
variations system which is incorporated with different level noise in modal
frequency measured. The effects on measurement resolution and the

shallow depth crack characteristic were also investigated.

(2) Due to the material variation of-the.beams were varied uniformly across the
entire beam, the LDI index for crack location detection was hold for both the
property variant and invariant system. For the middle depth single crack
beam (Beam-l, 10/16 depth of structure) we have the averaged absolute
error 1.64% on the" basis' of measurement resolution 1/60 in beam length
near the crack zone and 5/60~7.5/60on the others, 18-impact locations in

total.

(3) The crack depth was determined by the FCI index or the statistical FCI
database. For the middle depth single crack beam (Beam-I) on appropriate
measurement spacing, we have the averaged absolute error 2.07% for the
invariant system and 1.94% error for variant system with material variation,

measurement noise least than 10%.

(4) For practical applications, the ‘fixed response’ method of EMA should be
change to ‘fixed impact’ to save labor work. It would be adequate to use a
non-uniform spacing between measurement points and apply 1%~2%

spacing in beam length close to the crack, 8%~13% in spacing for the others.
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To increase the spacing from 1/60(Beam-I) to 5/60 (Beam-N) in beam length
on the crack zone, the error will be increased to 4.52 times in crack location
detection, to 4.25 times in crack depth for property invariant system, and to

4.51 times in depth for property variant system.

(5) For the shallow crack depth single crack example (Beam-N, 3/16 depth of
structure), the LDI index works well for location detection. With compared to
the result of middle depth single cracked beam (Beam-I, 10/16 depth of
structure), the error will be increased to 3.18 times in location detection, to
5.82 times in depth identification for property invariant system by mode 1
and 2 data, and t03.44 times for property variant system by mode 1 data

under 2% material variations with no measurement noise.

(6) The LDI index works well for,the location detection of multiple cracks
example (Beam-M. case). Wexhave' the averaged absolute error 1.94%
based on 18-impact locations measurement. The FCl and statistical FCI
database works well too, we have the averaged absolute error 0.50% for the
invariant system and about 6.37% error for system with material variation,

measurement noise least than 10%.

(7) For unknown damage system with property variant and noised frequency
measurements, we should apply the lower mode for crack depth
assessment to achieve better solution. By applying the lower modal data, we
should have the higher probability and confirmation in the severity

identification.

(8) The pre-set resolution of FCI and statistical FCI database will affect the
accuracy of depth identification. In the research, for single crack case the
resolution was ranged from 2.5% to 6.7% in beam depth, 0.30% to 2.5% for
multiple cracks case; it should be adjusted appropriately by specific

requirements or by the engineering practice.
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(9) In the research, the authors have model the beams in free-free boundary.
Further study will be required for structure member other than free-free type.
It can be expected that the LDI process for crack location is based on
measurement data of real structure, the algorithm is still suitable for
non-free-free boundary condition, but for the FCI process from simulation
database for the crack depth assessment, we need to deal with the stiffness

identification for imperfect boundary condition before building the database.

(10) Although the authors have completed fundamental study of proposed
algorithm in vibration laboratory, there is still need study efforts in
non-rectangular cross section beam, for how to increase the robustness of
proposed algorithm for the‘larger material variation, the measurement noise,
and also for the adaptation and. verification work for real engineering

practice.
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