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Abstract

Analysis of genomes evolving block-interchanges has been studied recently for measur-
ing the evolutionary distance between two organisms, where the block-interchanges are
new kind of global rearrangement events that affect on a chromosome by swapping two
non-intersecting intervals of gene/landmark orders of any length. Such a study leads
to a combinatorial problem, called sorting by block-interchanges, which is to find to
a minimum of block-interchanges needed to transform one chromosome into another.
Lin et al. [Lin et al., 2005] have designed an efficient algorithm to solve the sorting by
block-interchange problem on both cases of linear and circular chromosomes. In this
thesis, we implement this algorithm into a web server, called ROBIN, for analyzing
rearrangements of gene/landmark orders between two linear/circular chromosomal
genomes via the block-interchange events. ROBIN takes two or more linear/circular
bacterial-size chromosomes as_&an input, which can be either genomic sequences or
unsigned integer sequences with each:-representing a homologous gene or identical
landmark on all input chromosemes:  For testing the applicability of ROBIN, we
apply it to genomes of three human Vibrio pathogens for detecting the evolutionary
relationships. Consequently, our experimental results coincide with the previous ones
obtained by other communities using a comparative genomic approach, which implies
that the block-interchange events seem to play a significant role in the evolution of
Vibrio species. However, in the case of genomes consisting of multiple chromosomes,
the evolutionary history must also consider chromosomal fusions and fissions, where a
fusion event merges two chromosomes into one and a fission event splits a chromosome
into two. Hence, in the thesis, we further study the genome rearrangement problem
by fusions, fissions and block-interchanges between two circular multichromosomal
genomes. Consequently, we propose an O(n?) time algorithm to efficiently compute a
minimum series of fusions, fissions and block-interchanges required to transform one
genome into another, where n is the number of genes/landmarks shared by the two

genomes.
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Chapter 1

Introduction

With large amounts of various genomic (DNARNA and protein sequence)
becoming available, genome rearrangements have been studied and proved
to be a common model of molecular evolution in mitochondrial, chloro-
plast, viral, bacterial and <mammalian® genomes [Hannenhalli & Pevzner, 1999].
In such a study, various = fearrangement events, such as reversals
(also  known as  inversions)-[Bader ef al., 2001, Bafna & Pevzner, 1996,
Berman & Hannenhalli, Berman ét al., Caprara, 1997, Caprara, 1999, Christie, 1998,
Hannenhalli & Pevzner, 1999,  Kaplan et al., 2000,  Kececioglu & Sankoff, 1993],
transpositions [Bafna & Pevzner, 1998, Walter et al., 1998], block-
interchanges [Christie, 1996, Lin et al., 2005, Lu et al., 2005], translo-
cations ~ [Hannenhalli, 1996,  Kececioglu & Ravi, 1995], fusions, and  fis-
sions [Hannenhalli & Pevzner, 1995, Meidanis & Dias, 2001], acting on genes within
or among chromosomes have been proposed to determine the evolutionary distance
between two related genomes by comparing the gene orders. Almost every genome
rearrangement, study involves solving the combinatorial optimization problem of
finding a series of rearrangements required to transform one genome into another.
Recently, the genome rearrangement study of block-interchanges has increas-
ingly drawn a lot of attention, because block-interchanges may be considered as a
generalization of transpositions and currently their computational models measur-

ing the genetic distance are more tractable than those modeled by transpositions.



Christie [Christie, 1996] first introduced the block-interchange events, affecting on a
chromosome by swapping two non-intersecting intervals of genes of any length, and
proposed an O(n?) time algorithm using the breakpoint diagram approach for solving
the so-called block-interchange distance problem that is to find a minimum series of
block-interchanges for transforming one linear chromosome into another, where n is
the number of genes. Recently, Lin et al. [Lin et al., 2005] have designed a simpler
algorithm by making use of the permutation groups in Algebra for solving the block-
interchange problem on linear or circular chromosomes with time-complexity of O(dn),
where 4 is the the minimum number of block-interchanges required for the transfor-
mation and can be calculated in O(n) time in advance. Moreover, they demonstrated
that the block-interchange events seem to play a significant role in the evolution of
bacterial ( Vibrio) species.

In this thesis, we first implement_a_tool, called ROBIN, based on the algorithm
designed by Lin et al. [Lin et al., 2005] for analyzing rearrangements of gene orders
between two linear/circular chromosomal genomes via the block-interchange events.
We also integrate an existing program Mauve into our ROBIN so that not only gene-
order data but also sequencedata are allowed to be the input of ROBIN system. If
the input is sequence data, ROBIN can automatically search for the identical homolo-
gous/conserved regions shared by all the input sequences. To test the applicability of
ROBIN, we apply ROBIN to genomes of three human Vibrio pathogens for detecting
the evolutionary relationships. Consequently, our experimental results coincide with
the previous ones obtained by other community using a comparative genomic approach,
which implies that the block-interchange events seem to play a significant role in the
evolution of Vibrio species.

Notice that the current block-interchanges studies consider only genomes with ex-
actly one chromosome (i.e., unichromosomal genomes) for determining their evolution-
ary differences. However, for organisms with different numbers of chromosomes, the
evolutionary history must also consider chromosome fusions and fissions, where a fu-
sion event merges two chromosomes into one and a fission event splits a chromosome

into two. Hence, it is worthwhile to study the rearrangements of two multichromo-



somal genomes only based on fusions, fissions and block-interchanges. In this thesis,
we consider such a genome rearrangement problem by designing an efficient algorithm
for computing a minimum series of fusions, fissions and block-interchanges that are re-
quired to transform one multichromosomal genome into another, when both have the
same set of genes without repeats. Consequently, we propose an O(n?) time algorithm
to efficiently compute a minimum series of fusions, fissions and block-interchanges re-
quired to transform one genome into another, where n is the number of genes shared

by the two genomes.



Chapter 2

Preliminaries

In group theory, a permutation is defined to be a one-to-one mapping from a set
E = {1,2,...,n} into itself, where n is some positive integer. For example, we
may define a permutation « of the set {1,2,3,4,5,6} by specifying a(1) = 4, a(2) =
3,a(3) = 1, a(4) = 2,a(5) =7, a(7) = 6 and a(6) = 5. The above mapping can
be expressed using a cycle motation “as'illustrated in Figure 2.1 and simply denoted
by a = (1,4,2,3)(5,7,6). “A cyde-of length ki say (aq,as,...,ax), is simply called
k-cycle and can be rewritten.as (a;, a;11,.ityag, al, ... a;_1), where 2 < i < k, or
(ax, a1, as,...,a,_1). Any two cycles‘are said to be disjoint if they have no element in
common. For any permutation, it can be written in a unique way as the product of
disjoint cycles, which is called the cycle decomposition of this permutation, if we ignore
the order of the cycles in the product [Fraleigh, 1999]. Usually, the cycle of length one
of a permutation « is not explicitly written and its element, say x, is said to be fized
by « since a(z) = x. Especially, the permutation whose elements are all fixed is called
an identity permutation and is denoted by 1 (i.e., 1 = (1)(2)---(n)).

Given two permutations a and 3 of E, the composition of a and 3, denoted by a3,
is defined to be a permutation of E with af(z) = a(f(z)) for all z € E. If o and 3

are disjoint cycles, then we have af = fa. The inverse of a permutation « is defined

1 1

to be a permutation, denoted by a~!, such that aa! = a~ta = 1. If a permutation

is expressed by the product of disjoint cycles, then its inverse can be obtained by just

1

reversing the order of the elements in each cycle. Clearly, o™ = « if a is a 2-cycle.
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Figure 2.1: The illustration of a permutation o = (1,4, 2, 3)(5, 6) meaning that «(1) =
4,0(2)=3,a(3)=1,a(4) =2,a(5) =7,a(7) =6 and «(6) = 5.

Meidanis and Dias [Meidanis & Dias, 2000, Meidanis & Dias, 2001] first noticed
that each cycle of a permutation may represent a circular chromosome of a genome
with each element of the cycle corresponding to a gene and the order of the cycle
corresponding to the gene order of the chromosome. Moreover, they observed that
the global evolutionary events like fusions and fissions (respectively, transpositions),
correspond to the composition of a 2-cycle (respectively, 3-cycles) and the permutation
corresponding to a genome. For instance, given a permutation a whose cycle decom-

position is ¢ico -+ ¢ If p = (x,y) is & 2-¢ycle-and = and y are in the same cycle of

a, say ¢, = (a1 = z,a9,..50; = Yr@iiq, . .,a;) where 1 < p < r, then in the com-
position pa, this cycle ¢, is broken into twe disjoint cycles (z = ay,a9,...,a;-1) and
(v = a;,ai41,...,a5), ie., pis a fusion event affecting on « (and is called as a split

operation of ). If p = (x,y) is a 2-cycle and x and y are in the different cycles of «,
say ¢, = (a1 = x,aq,...,q;) and ¢, = (by =y, b, ..., b;) where 1 < p,q <r, then in the
composition pe, ¢, and ¢, are joined into a cycle (x = ay, ag, ..., a;,y = by, b, ..., b;),
i.e., p is a fission event affecting on a (and is called as a join operation of «). If
p = (x,y,2) is a 3-cycle and =,y and z are in the same cycle of «, say ¢, = (a1 =
T, ag,...,a;,01 = y,by, ... bj,c1 = 2,¢9,...,¢;) where 1 < p < r, then in the compo-
sition pa, this cycle ¢, becomes (v = ay,as,...,a0;, 2 = ¢1,¢2, ..., Ck, Y = b1, bay ..., b)),
i.e., p is a transposition event affecting on «. It is worth noting that the same results
of the above three cases are valid for ap. Recently, Lin et al. [Lin et al., 2005] further
observed that a block-interchange event affecting on « corresponds to the composition
of two cycles, say p; and py, and a under the condition that p; is a split operation of

a and ps is a join operation of pya. More clearly, let ¢, = (a1, as, ..., as) be a cycle of



a, p1 = (a1, a;) and py = (a;,a;), where 1 < j < h,1<i<j—1landj <k <h. Then
p2p1c is the resulting permutation by exchanging the blocks [a;, a;—1] and [ay, ap] of ¢,.

It is well known that every permutation can be written as a product of 2-cycle. For
example, (1,2,3,4) = (1,4)(1,3)(1,2). Actually, there are many ways of expressing
a permutation « as a product of 2-cycles [Fraleigh, 1999]. Given a permutation c,
let f(a) denote the number of the disjoint cycles in the cycle decomposition of «.
Notice that f(a) counts also the non-expressed cycles of length one. For example,
if = (1,5)(2,4) is a permutation of £ = {1,2,...,5}, then f(a) = 3, instead of
f(a) =2, since v = (1,5)(2,4)(3).

Lemma 1 Let o be an arbitrary permutation of E = {1,2,...,n}. If a can be ez-

pressed as a product of k 2-cycles, then k > n — f(«).

Proof. Let a = cycs ... ¢, with each ¢; being 2-cycle, where 1 < i < k. Next, we prove
this lemma by induction on k. let £ = 0..Then we have « = 1 and hence f(a) =n
and k = n — f(a) = 0. Suppose that-k'=1 > n — f(’), where o/ = cleg, ..., cp_1.
Since o = o'c; and ¢, is a 2-cycle; ‘¢, operates on o either by joining two cycles
of o into one cycle (i.e., f(a) =#f(a"y="1) or by splitting one cycle of o’ into two
cycles (i.e., f(a) = f(a/) + 1). "Asia‘result, we have f(a) > f(a/) — 1 and hence,
k=(k-1)4+1>n—fa)+1=n—(f(d/)—1)>n— f(a). O

As mentioned previously, each genome with n genes can be expressed by a permuta-
tion of E'= {1,2,...,n}. Given two genomes GG; and (G5 over the same gene set E, the
genome rearrangement distance from G and Gj, denoted by d(Gy, Gs), is defined to
be the minimum number of events needed to transform (G into GG, where the allowed

events are fusions, fissions and block-interchanges.

Lemma 2 Given two genomes G1 and Go over the same gene set E, d(Gy,Gs) =

d(Gs, G1).

Proof. Let 0 = (01,09, ...,0s) be an optimal series of events required to transform G,
into Gy. Clearly, o' = (05,05_1,...,01) is an optimal series of events for transforming
G5 into (G by reversing the role of every event o;, where 1 < ¢ < ¢, such that o; is a
fission (respectively, fusion) in ¢’ if o; is a fusion (respectively, fission) in o. O

6



Lemma 3 Given two genomes G and Gy over the same gene set E, there is an optimal
series of events required to transform Gy into G such that every fission occurs after

every fusion and block-interchange.

Proof. Let 0 = (01, 09,...,0s) be an optimal series of events needed to transform G,
into G5. Of course, if every fission occurs after every fusion and block-interchange
in o, then the proof is done. Now, suppose that not every fission occurs after every
fusion or block-interchange in ¢. Then let ¢ be the largest index in ¢ such that o; is
a fission preceding o;,, that is a fusion or block-interchange. As discussed below, we
can obtain a new optimal series o’ = (01,...,0i-1,0},01,1,0i42,...,05) to transform
G4 into G such that o is a fusion or block-interchange and o}, is a fission. Suppose
that o; splits a chromosome A into A; and A,. If 0,44 is a fusion, then we assume that
it joins two chromosomes B; and B, into B; otherwise, if 0;,1 is a block-interchange,
then assume that it affects B; such that' B, becomes B through a block-interchange.
Clearly, if neither By nor By'is areated by g;, then the desired series ¢’ is obtained by
swapping o; and 0,41 in o (k. g; = 43 and 05 = 0;). If both B; and B, are created
by o;, then by removing o; and g7 from @, we obtain a new optimal series of events
transforming (7 into Go with the smallet mumber of events than d, a contradiction.
Hence, we assume that only one of B; and B, is created by o; and without loss of
generality, let B; = A;. Now, consider the following two cases.

Case 1: 0,11 is a fusion. (Suppose the considered chromosomes are circular.) Then
the net rearrangement caused by o; and 0,1 is to transform A and B; into A; and B.
Actually, this rearrangement can also be done by first joining A and B; via ;1 and
then splitting it into A, and B via o;. Then ¢’ is obtained by just swapping o; and
Oit1 10 0.

Case 2: 0,41 is a block-interchange. Clearly, the net rearrangement caused by o;
and 0,1 is to transform A into B and A,, which is equivalent to the rearrangement by
first applying o;,1 to A and then further splitting it into B and As via 0;. Then o’ is
obtained by swapping o; and o0, in 0.

According to the discussion above, we can always obtain ¢’ by simply swapping o;

and 0;,1 in 0. Repeating this way on the resulting o, we can finally obtain an optimal

7



series of events that are required to transform G into G5 such that all fissions come

after all fusions and block-interchanges. ([l

Lemma 4 Given two genomes G1 and G5 over the same gene set E, there is an optimal
series of events required to transform Gy into Go such that all fusions come before all

block-interchanges which come before all fissions.

Proof. Let 0 = (01,09,...,05) be an optimal series of events required to transform
(G into Gy. If there are no fusions or block-interchanges, then the proof is completed.
If not, according to Lemma 3, we may assume that all fusions and block-interchanges
occur before all fissions. Let ¢ be the index of the last non-fission in ¢ and also
let G’ be the resulting genome after all oy, 09, ...,0; have affected G;. Since o is
optimal, it is not hard to see that o’ = (01, 09,...,0;) is an optimal series of fusions
and block-interchanges needed to_tramsform G into G'. As discussion in the proof of
Lemma 2, 0" = (0;,0;_1, ... ,01) is ameptimalsseries of fissions and block-interchanges
for transforming G’ into G ‘andsby Lemmva 3,-allthese i fissions and block-interchanges
in ¢” can be rearranged such that-all block-inteérchanges occur before all fissions. In
other words, the i fusions and*block-interchanges in ¢’ can be rearranged such that all
fusions occur before all block-interchanges. Consequently, there is an optimal series
of events needed to transform (G; into GGy such that all fusions come before all block-

interchanges which come before all fissions. U



Chapter 3

ROBIN: A Tool for Genome

Rearrangements of

Block-Interchanges

In this chapter, we implement the algorithim designed by Lin et al. [Lin et al., 2005] into
a web server, called ROBIN; for analyzing genome rearrangement of block-interchanges
between two chromosomal genomes. It takes two or more linear/circular chromosomes
as its input, and computes the number of minimum block-interchange rearrangements
between any two input chromosomes for transforming one chromosome into another
and also determines an optimal scenario taking this number of rearrangements. The
input can be either bacterial-size sequence data or landmark-order data. If the input is
sequence data, ROBIN will automatically search for the identical landmarks that are

the homologous/conserved regions shared by all the input sequences.

3.1 Introduction

With the increasing number of sequenced genomes, the study of genome rearrange-
ment, which measures the evolutionary difference between two organisms by conduct-
ing a large-scale comparisons of their genomic data, has received a lot of attention

in computational biology and bioinformatics. One of the most promising ways to



do this research is to compare the orders of the identical landmarks in two different
genomes, where the identical landmarks can be the homologous/conserved regions (in-
cluding genes) shared by the sequences. The genomes considered are usually denoted
by a set of ordered (signed or unsigned) integers with each integer representing an
identical landmark in the genomes and its sign (4+ or —) indicating the transcrip-
tional orientation. Given a set of ordered landmarks from each genome, many existing
tools [Tesler, 2002, Pevzner & Tesler, 2003, Darling et al., 2004b] have focused on in-
ferring an optimal series of reversal events that transform one genome organization
into another, where the reversal events act on the genome by inverting a contigu-
ous interval of landmarks into the reverse order and also inverting the orientation
of each landmark. Other rearrangements like transpositions [Bafna & Pevzner, 1998,
Walter et al., 1998], translocations [Hannenhalli, 1996, Kececioglu & Ravi, 1995], fis-
sions, fusions [Hannenhalli & Pevzner, 1995, Meidanis & Dias, 2001] and block-
interchanges [Christie, 1996, Lin et _al., 2005].have been proposed to determine the
evolutionary distance between. two related genomes. Christie [Christie, 1996] first in-
troduced the block-interchange everits, a new kind of global rearrangements affecting
on a genome by swapping twe non-intersecting intervals of landmarks of any length,
and proposed an O(n?) time algorithm for solving the so-called block-interchange dis-
tance problem that is to find a minimum series of block-interchanges for transforming
one linear genome into another, where n is the number of landmarks. In fact, the
block-interchanges can be considered as a generalization of the transpositions because
the intervals of landmarks swapped by a block-interchange event are not necessar-
ily adjacent. Recently, Lin et al. [Lin et al., 2005] have designed a simpler algorithm
for solving the block-interchange problem on linear or circular genomes with time-
complexity of O(dn), where § is the minimum number of block-interchanges required
for the transformation and can be calculated in O(n) time in advance. They also
demonstrated that the block-interchange events seem to play a significant role in the
evolution of bacterial (vibrio) species. Actually, the proof in the paper of Lin et al.
[Lin et al., 2005] for showing their circular algorithm being able to apply to linear chro-

mosomes can be easily extended to prove that the block-interchange problem on circular
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genomes is equivalent to that on linear genomes. Here, we adopt their algorithms to
implement the kernel of ROBIN (a short for Rearrangement Of Block-INterchanges)
program for analyzing rearrangements of landmark orders between two linear /circular
chromosomal genomes via the block-interchange events. In addition, by integrating
Mauve [Darling et al., 2004a| into our ROBIN system, not only landmark-order data
but also sequence data are allowed to be the input of ROBIN system. If the input is
sequence data, ROBIN can automatically search for the identical landmarks that are

the homologous/conserved regions shared by all the input sequences.

3.2 Method

For the landmarks used in the analyses of rearrangement among genomes, we consid-
ered the exact matches such as the maximal unique matches (MUMSs) as in MUMmer
[Delcher et al., 1999, Delcher et al., 2002], the approximate matches without gaps such
as the yielding fragments as in DIALIGN [Morgenstern et al., 1998, Morgenstern, 1999
and LAGAN [Brudno et al;; 2003], the approximate matches with gaps such as the hit
fragments as in BLASTZ [Schwartz et al., 2003] or the regions of local collinearity such
as the locally collinear blocks (LCBs) as‘in Mauve [Darling et al., 2004a]. Conceptu-
ally, an LCB can be considered as a collinear (consistent) set of the multi-MUMs,
where multi-MUMs are exactly matching subsequences shared by all the considered
genomes that occur only once in each of genomes and that are bounded on either side
by mismatched nucleotides. Here, we adopt the LCBs for representing the landmarks
in genomes. The main reason is that each LCB may correspond to a homologous region
of sequence shared by all genomes and does not contain any genome rearrangements.
In addition, Darling et al. [Darling et al., 2004a] have implemented a package called
Mauve that contains a program which is able to efficiently identify all the LCBs shared
by all the large-scale genomes being studied. Usually, each identified LCB is associated
with a weight that can serve as a measure of confidence that it is a true homologous re-
gion rather than a random match, where the weight of an LCB is defined as the sum of

the lengths of multi-MUMs in this LCB. By selecting a high minimum weight, the user

11



ROBIN: A Tool for Genome Rearrangement of Block-Interchanges (Help)

Input the sequence data in FASTA format:

or upload the plain text file of sequence data in FASTA format:

Browse...

Minimum multi-MUM length: defanlt | (The default is log,(average sequence length).)

Minimum LCB (Locally Collinear Block) weight: |defaut  (The default is 3*(minimum multi-MUM length).)
Chromosome type: © linear @ circular

O Enter your email address:

Or input landmark-order data in FAST A-like format:

Chromosome type: C linear @ circular

Figure 3.1: The web interface of ROBIN.

can identify the larger LCBs that are trulyiinvolved in genome rearrangement, whereas
by selecting a low minimum-weight, the user can trade some specificity for sensitivity
to identify the smaller LCBs that arepossibly involved in genome rearrangement. For
the detailed algorithm of computing LECBs; we refer the reader to the paper by Darling
et al. [Darling et al., 2004a, Darling et al:, 2004b|.

The kernel algorithms of ROBIN are written in C++ and the web interface is
written in PHP. It can be easily accessed via a simple web interface (see Figure 3.1).
The input of ROBIN can be two or more linear/circular chromosomes with bacterial
size that can be either genomic sequences or unsigned integer sequences with each
integer representing an identical landmark on all input chromosomes. If the input
is genomic sequences, our ROBIN will automatically identify all the LCBs (i.e., ho-
mologous/conserved regions) that meet the user-specified minimum weight, where the
minimum LCB weight is a user-definable parameter and our ROBIN chooses its default
to be 3 times the minimum multi-MUM length. The output of ROBIN is the block-
interchange distance between any two input chromosomes and its optimal scenario of
block-interchange rearrangements for transforming one chromosome into another.

ROBIN is freely accessed at http://genome.life.nctu.edu.tw/ROBIN.

12



Table 3.1: The running time of ROBIN for processing two landmark orders with dif-

ferent size.

Number of Landmarks | CPU Time Usage
100 < 1 sec
1000 55 sec
2000 3.7 min
3000 9 min
4000 28 min

Table 3.2: The running time of ROBIN for processing multiple landmark orders of
1,000 landmarks.

Number of Landmark Orders | CPU Time Usage
2 51 sec
3 144 sec
4 289 sec
) 472 sec

3.3 CPU Time Usage and Experimental Results

3.3.1 CPU Time Usage

Currently, the ROBIN system s installed on IBM PC with 1.26 GHz processor and 512
MB RAM under Linux system. On such hard environment, our ROBIN can deal with
only about 4,800 landmarks if the input is landmark-order data. The running time
of ROBIN for dealing with two landmark orders is shown in Table 3.1 and Table 3.2
where Table 3.1 shows the running time of ROBIN for processing two landmark orders
when the number of landmarks is increased, and the table 3.2 shows the running time
of ROBIN for processing multiple landmark orders with 1,000 landmarks when the
number of landmark orders is increased.

If the input is sequence data, the limitation of our ROBIN greatly depends on
the length scale and number of input sequences, because it needs additional time for
computing all the LCBs shared by all input sequences. Currently, it can handle the
sequences with total length of up to 35 Mbp. The following tables list the running
time of ROBIN for processing two sequences when the average length of sequences is

increased, where Table 3.3 shows the running time of ROBIN for processing sequence
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Table 3.3: The running time of ROBIN for processing two sequences with different
length.

Average Sequence Length(Mbp) | CPU Time Usage
1.9 15 min
3.4 18 min
5 46 min
8 56 min

Table 3.4: The running time of ROBIN for processing multiple sequences.

Number of Sequences | CPU Time Usage
2 24 min

53 min

81 min

157 min

240 min

290 min

|| OY =W

data of length ranging from.4.6 Mbp te'5.5 Mbp when the number of sequences is
increased, and Table 3.4 shows the running time of ROBIN for processing sequence
data of length ranging from 4.6:Mbp-te-5.5 Mbp when the number of sequences is

increased.

3.3.2 Experimental Results

To test our ROBIN system, we rerun the experiments conducted by Lin et
al. [Lin et al., 2005], for detecting the evolutionary relationships among three human
Vibrio pathogens, including V. wvulnificus, V. parahaemolyticus and V. cholerae(see
the Table 3.5 for their sequence information). It is reported that V. vulnificus is an
etiologic agent for severe human infection acquired through wounds or contaminated
seafood and shares morphological and biochemical characteristics with other human
vibrio pathogens, including V. cholerae and V. parahaemolyticus [Chen et al., 2003].
The genomes of these three vibrio species consist of two circular chromosomes, and their
genomic sequences have been uncovered recently. As more and more sequence informa-

tion of Vibrio species becomes available, a comparative genomics approach is needed
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Table 3.5: The sequence information of three pathogenic Vibrio Species, each with two
circular chromosomes.

Accession NO Species Chromosome Size | (Mbp)
NC_005139 V. vulnificus YJ016 1 (VV1) 3.4
NC_005140 V. vulnificus YJ016 2 (VV2) 1.9
NC_004603 | V. parahaemolyticus RIMD 2210633 1 (VP1) 3.3
NC_004605 | V. parahaemolyticus RIMD 2210633 2 (VP2) 1.9
NC_002505 V. cholerae El Tor N16961 1 (VC1) 3.0
NC_002506 V. cholerae El Tor N16961 2 (VC2) 1.0

to uncover the critical events leading to the functional uniqueness of Vibrio species.
To address the issue of how vibrio species evolved, Chen et al. [Chen et al., 2003]
conducted a chromosome-by-chromosome analysis of the V. vulnificus YJ016 sequence
along with the V. cholerae El Tor N16961 sequence and the V. parahaemolyticus RIMD
2210633 sequence to compare relative positions of conserved genes and to investigate
the movement of genetic materials within‘and between the two chromosomes in the
vibrio species. Their comparative analysis revealed that V. vulnificus showed a higher
degree of conservation in gene organization in-the two chromosomes relative to V.
parahaemolyticus than to Vi .cholerae;“which implies that V. vulnificus is closer to
V. parahaemolyticus than to V. /chelerge from the evolutionary viewpoint. Chen et
al. [Chen et al., 2003] also conducted an analysis by comparing the number, distri-
bution, and position of gene family members in the V. vulnificus and V. cholerae
genomes. The results indicated that it appears that duplication and transposition
events occurred more frequently in the V. vulnificus genome. Since the transposition
is a special case of block-interchange, it seems to be reasonable to postulate that the
rearrangement of block-interchange may play another significant role in the evolution
of Vibrio genomes. To justify this viewpoint, we conducted an experiment on these
three human Vibrio pathogens to see if their evolutionary relationships determined only
based on their block-interchange distances with each other agree with those obtained
by Chen et al. [Chen et al., 2003].

In the previous experiments as we have done in [Lin et al., 2005], we used the com-

mon MUMSs, which were computed in advance with another tool of finding consensuses
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Table 3.6: The block-interchange distances among VV1, VP1, and VCI.

VC1 | VP1 | VV1
V(1 - 37 38
VP1 | 37 - 17
VV1 | 38 17 -

Table 3.7: The block-interchange distances among among VV2, VP2, and VC2.

VC2 | VP2 | VV2
VC2 - 8 9
VP2 | 8 - 3
Vv2 | 9 3 -

or signatures, among these three vibrio genomes to represent the identical landmarks.
However, in the experiments we have done here, we used the LCBs as the landmarks
that were automatically computed by eur, ROBIN system with default parameters from
three input Vibrio genomic sequencess

Totally, ROBIN identified 95 (respectively, 20) common LCBs for VV1, VP1, and
VC1 (respectively, VV2, VP2, and"VC2).- The computed block-interchange distance
matrices are shown in Tableteftab:5 and Tableteftab:6 . Table 3.7 As shown in the ta-
ble above, the block-interchange distance between V. vulnificus and V. parahaemolyti-
cus is smaller than that between V. vulnificus and V. cholerae and that between V.
parahaemolyticus and V. choleraein both circular chromosomes. These experimental
results indeed coincide with those obtained by Lin et al. [Lin et al., 2005] and by Chen
et al. [Chen et al., 2003].
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ROBIN: A Tool for Genome Rearrangement of Block-Interchanges

Input sequence data:

51 gill 50077 kef M O02506. 11 Wik chelerae O bovar eltor str, M16%6] chromosome 1D oomplets chomosome
52 git288098 5 5kef NG O0E05, 1| Viks pashaernolytions RIMD 2210633 cheoraesome [T cornplete sequence

53 gl3FePaeE0kef T 0051 40,11 Wik volnifions YI01E cduomesome I complete sequence

Minimum multi-MUM length: 21

Minimum LCB weight: default fwhich equals to 63)

Chromosome type: cicular

Computed common LCB orders:

=1 il 5600771 ef TS 002506, 1| Wikwio chelerae O1 biovar eltor str, M16%6] chromesome [T complete chromesome
LCBorder 1234 567801011 121314 151617181920

32 Zil2B 899855 e TIC DOME05. 1| Wikrio parshaemelyticns RIMD 3210633 chromesome [T complete sequence
LilBorder 119918161413 75126841011 20173152

53 BPETSHE0keA TS 005140, 1| WVikrio yulnifiens FIOLE chromesome 11 complete sequence

LCB onder 119220153 171691813 751268104 11 14

Computed block-interchange distance mairiz:
S182 53
S1- 3

LI L e}

[2r]
[y
K=
=3

Optimal scenario of block-interchanges:
The block- Interchange distinee between 52 and 51 is 8.
B2 19918161413 7512684 1011 20173152)
SIQ234567801011 121314 15161718 1920)
The optimal scemario of Hock interchanges is as follows:
S2=

119918 1614137512684 101120173 152)
3151614 1375126841011 20171 199182)
3151614 137512684 11991011 201718 )
3151614 1378451261 1991011 2017182)
3151614 131194 51267891011 2017 182)
315161 19451213 146730101120171823)
=31516171819451213146 78910112012
HI6T89101145121314151617181920128)
HHI4EETAOL01I 121314 1516171819201 8)

=51

Figure 3.2:

The partial result of ROBIN.
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Chapter 4

Algorithm of Genome
Rearrangements by Fusions,

Fissions and Block-Interchanges

Let a and I be two given -multichromosomal genomes over the same gene set £ =
{1,2,...,n}. Here, we assume,that the-genes in I are sorted in a way that gene
7 + 1 is on the right of gené+z:if gene 7 +1*is not an ending gene on the left of a
chromosome; otherwise, gene 7 is an ending gene on the right of another chromosome,
where 1 < ¢ < n — 1. For example, I = (1,2)(3,4,5)(6,7,8,9). In this case, the
computation of d(«a, I) and its corresponding optimal scenario can be considered as a
problem of sorting o using the minimum fusions, fissions and block-interchanges. Recall
that any series of fusions, fissions and block-interchanges for transforming « into I can
be expressed by a product of 2-cycles, say cycy_1 ... c1, such that cxca—1...cia =1 and

1

hence cyxey_q1...c4 = Ta™t. 1

This property implies that Ia™" contains all information
that can be utilized to derive ¢y, co, ..., cy for transforming « into /. Based on this
observation and Lemma 4, we design below an efficient algorithm for computing d(a, I)
and its optimal scenario of rearrangement events.

Given a multichromosomal genome «, we denote by x(«) the number of chro-

mosomes in «. For any two multichromosomal genomes a = ajas...ay ) and

I = Ii1,... I over the gene set £ = {1,2,...,n}, an undirected graph G(o, ) =
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(Va, Vi1, €) is constructed from « and I as follows.
o V, ={ai,as, oy}
o)V = {[1, I, [x(l)}-

o &={(o,];)|1 <i<x(a),1<j<x(I),and o; and I; have at least a common

gene }.

It is not hard to see that G(«, I) is a bipartite graph since V, and V; are independent
sets (i.e., no edge between any two vertices in V, or V;) in G(«, I). If there are two
genes in a chromosome I of I that appear in two different chromosomes «; and «;
of a, then both o; and a; belong to the same connected component in G(«, I) since
(0, 1) € € and (aj, I) € &, where the connected component is defined to be a max-
imal subgraph of G(a, I) such that there exists a path between any pair of vertices
in this subgraph. Let comp(G)«={ PP, ..., P,} denote the collection of all con-
nected components in G(«, L). Foreach P;:c comp(G), let genome(P;, o) (respectively,
genome(P;, I)) denote the set of chromosomes whose corresponding vertices are in V,,
(respectively, V;) and let gene( P, ) (Tespectively, gene(P;, 1)) denote the union of the
genes in all the chromosomes of ' genome(F;, @) (respectively, genome(P;, I)). Note that
gene(P;, o) = gene(P;, ). By Lemma 4, there is always an optimal series of events, say
o, required to transform « into I in which all fusions precede all block-interchanges that
further precede all fissions. Let ny,,ny and ny; denote the numbers of fusions, block-
interchanges and fissions in o, respectively. Notice that the chromosomes considered
here are disjoint (i.e., without gene duplication). Hence, for any two chromosomes «;
and a; whose corresponding vertices are in the same connected component of G(«, I),
there must exist a fusion in o that joins o; and «; into one chromosome. In addition,
we have ny, = >, (|genome(F;, a)| — 1), since all needed fusions come together
in the beginning of 0. After these ny, fusions, the resulting a, denoted by o/, has w
chromosomes, say C,Cs,...,C,, with each C; consisting of the genes in gene(P;, o).
Due to being intra-chromosomal events, the next ny; block-interchanges come before
all fissions to mutate o/ without changing the gene content of any chromosome in «’.
As avesult, ny; =), (lgenome(P;, I)| — 1), since gene(F;, ) = gene(F;, I) for each
19



1 <17 < w and the chromosomes in [ are disjoint. Hence, we have the following lemma

immediately.

Lemma 5 Given two multichromosomal genomes o and I over the same gene set E,
let {Py, Py, ..., P,} be the collection of all connected components in the induced bipartite
graph G(a, I). Then there is an optimal series of events for transforming a into I in

which the number of fusions is nyp, = Y, (lgenome(F;, )| — 1) and the number of

fissions is ny; = Zlgigw(lgenome(ﬂa ni-1).

Actually, in the discussion above, we can derive o’ from o by rearranging the events
in 0 in a way that all the events, which mutate the chromosomes originated from some
initial chromosomes in «, come together in ¢’ such that all fusions precede all block-
interchanges which precede all fissions. That is, we can solve the genome rearrangement
problem considered here by independently conquering the same problem on the smaller
instance whose induced bipartite graphsis. a connected component of G(a, I). In the
following, we assume that theinduced G(e, I) of a given instance o and I has exactly
one connected component for simplifying the discussion of our algorithm. By Lemma 5,

we have the following corollary immediately.

Corollary 1 Given an instance o and I with G(a, I) being connected, there is an

optimal series of events for transforming o into I with ng, = x(a) — 1 and ng =

x(I)—1.

According to the assumption (i.e., G(«, I) is connected) and discussion above, there
exists an optimal series 0 = (07, 09, ..., 05) of events which begins with ng, = x(a)—1
fusions for joining all chromosomes of « into a single chromosome «/, and then follows
ny; block-interchanges for mutating o’ into I’, and finally ends with ny = x(I) — 1
fissions for splitting I’ into 1. Moreover, o can be expressed as a product of 2-cycles, say
CxCr_1 - - - C1, such that Ta™' = cyea_1...c;. By Lemma 1, A > n — f(Ia™!). Actually,
we can show later that A indeed equals to n — f(Ia™'). By Corollary 1 as well as the
fact that a block-interchange can be expressed by two consecutive 2-cycles, we have

—fUa ) —ng,—ny,
Np; = — fda ;nf “/i and as a result, § =

nff(la’l)Jrnfqunﬁ
5 .
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Next, we shall find ny, 2-cycles from Ia~! such that these 2-cycles can be served
as the ny, fusions to join all chromosomes of a into a single chromosome, if o has
multiple chromosomes (i.e., x(a) > 1). Given any cycle 3, we use z € 3 to denote that

2 is a number in 3. For any two x € # and y € 3, they are said to be adjacent in 3 if

B(x) =y or B(y) = =.

Lemma 6 Let a and I be two permutations with G(c, I) being connected, and let o
and o be any two initial cycles in a. Then there must exist a cycle § in Ia~! that

contains two numbers x and y such that x is in o; and y is in «;.

Proof. Since the induced bipartite graph G(«, ') contains exactly one connected com-
ponent, o; and «a; contain numbers u and v, respectively, such that both v and v are
in a cycle I, of I. Then we claim that there is a cycle 8 in Ta~! that contains two
numbers = and y such that 2 € o; and.y.€ «;. Suppose that there is no cycle in Ta™*
that contains z and y such that 2 €@y.and'y € o;. Then for any cycle v in Ia™,
all numbers in vy are contained-in some cycle of.o. It implies that v and v are in the
different cycles in Ta~! (otherwise; they will be'in the same cycle in «, contradicting
tou € a; and v € o). Let % be in the gyele v, = (u = ay,aq,...,4a,) of Ia~! and
v be in another cycle v = (v = by, by,...,b,) of Ia~! such that Ta"'(a,) = u and
Ta=*(b,) = v. As discussed above, all numbers in v; (respectively, 72) are contained in
o; (respectively, a;). Then we have u,a, € a; and v,b, € a;, and hence b, ¢ «; and
a, ¢ o;. Recall that u and v both are in Ij. If o; does not contain any number in ~,,
then it is impossible that u and v both are in I, since in this case, only those numbers
that are also in «; have the opportunity of being in the cycle of I in which u is. Let «;
contains b, € v2. Then «; also has to contain all numbers in v,. As a result, b, € o,
a contradiction. Hence, there exists a cycle 3 in Ia~! that contains x and y such that
T € a; and y € a;. 0

The following lemma can be easily verified.

Lemma 7 (aj,as,...,a;...,a;) = (a1,0az,...,a;)(@is1,...,a;)(a;,a;), where 1 < i <

7.
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According to Lemma 6, for any two cycles a; and «; of a, we can find two numbers
z and y in a cycle § of [a~! such that z € o; and y € ;. Let 3 = (by, ba, ..., b;), where
j > 2. Then we consider the following two cases. Case 1: x and y are adjacent in 3. For
simplicity, let © = b;_; and y = b;. Then by Lemma 7, 5 = (b1, ba,...,bj_1)(b;)(x,y).
Case 2: x and y are not adjacent in 3. Without loss of generality, let = b; and y = b,,
where 1 <4 < b;_;. Then 5 = (b1,b2,...,b;)(bit1,...,b;)(z,y) according to Lemma 7.
In other words, we can derive a 2-cycle (z,y) from 3 such that it is able to join «a;
and «; into one cycle. After (z,y) operates on «; and «;j, the number of the cycles

(including 1-cycles) in the resulting Ia™!

increases by one. Repeatedly based on the
discussion above, we can derive consecutive np, 2-cycles from Ia™t, say ¢1, ¢a, ..., Py fus
that can join x(«) cycles in « into a single cycle, where ny, = x(a) — 1. In other
words, @1, @2, ..., ¢n,, are nyp, fusions that are able to transform genome a with X (@)
chromosomes into a genome, denoted by o', with a single chromosome. In this case, we

have o = ¢, Pnsp-1- - - P10, o = Ia tdigs . .. P, , and FIa'™) = f(Ia Y +ng,.

Hence, we have the following claim immediately:

Claim 1 o/ = ¢y, ¢n 1ok o100 Lo’ &= Ta 16y ¢y, and f(Ia'™') =

f(Ia™") + ng,, where ny, = x(&) =

Now, suppose that x(I) > 1. Then it is clear that the induced G(I, ') is a connected
bipartite graph. As the similar discussion before, we can derive consecutive ny; 2-cycles
from /171, say 11, g, ..., p s:» such that they serve as the fusions to transform I with
X(I) chromosomes into a genome, denoted by I’; with only one chromosome, where
np = x(I) — 1 and /T~ is the inverse of Ia'~"' (i.e., /17! = (Ia/~")~"). In addition,
we have I' = by, Wy, -1 ... 1] (hence Y19y .. 4y, 1" = 1), I =T Yy, . Wnyg
and f(o/I'™") = f(o/T7Y) + ngi. Conversely, it means that ¥, 1,%1 can be
used to split I’ with one chromosome into I with ny; chromosomes. Since o/I! is
the inverse of o/ ™', it can be easily obtained from I/~ by just reversing the order
of the numbers in each cycle of Io/ ™", and hence f(a/I7') = f(Ia/™"), which leads to
F(@ ™) = f(Ia' ") +np. Asaresult, we have f(I'a/ ") = f(o/'T™") = f(Ia'" ) +nyp,

since I'a’~" = (o/I71)~'. In summary, the following claim is immediate.
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Claim 2 ¢13py... 0, I' =1, /I = o/ I Wity .. .¢hy,, and f(I'a’") = f(Ia'™") +

ng;, where ny = x(I) — 1.

Notice that both o/ and I’ now are a genome with exactly one chromosome.
Then based on the algorithm proposed by Lin et al. [Lin et al., 2005], we can

7 1—1
find ny; = %O‘) block-interchanges from I'a/ ™' to transform o into I'. Cer-

tainly, these ny; block-interchanges can be further expressed by a product of 2n,

2 1 2 1 2

1 .
2-cycles, say T9,Ti, T3, Ty Tn,.» Tn,,» Such that every two consecutive 2-cycles act

as a block-interchange in the process of transforming o' into I’ and I'a/™' =

,7_2 1 2 1

o T T —1 T 1+ - . 7272, Hence, we have the following claim immediately.

P2 12 1 21
Claim 3 I'=7, 7, 75 1Ty 1-- - TI[H &

Let p = 1ha .. Yy, anTnbl. . TET] gbnfugbnfu_l .¢1. Then the result of pao = I

(hence p = Ia™!) can be easily.verified by Claims 1, 2 and 3 as follows.

pa = ¢1¢2 ¢an Tips nb, . TlTl ¢nfu¢nfu_1 ¢10é

= V1. . Vg AT o (by Claim 1)
= 1a. . P, L (by Claim 3)
= I (by Claim 2)

In other words, p is a feasible series of rearrangement events that can transform «

into /, and can be expressed by a product of (ns, + (n — fI'a' ™) + nys;) 2-cycles.

More clearly, p first uses ¢1, ¢, ..., ¢n,, (acting as ny, fusions) to transform « into o/,
then uses 7,77, ... ,Tébi, Tgbi (acting as ny; block-interchanges) to transform «’ into I,
and finally uses ¥y, ¥n;,—1,--.,¢1 (acting as ny; fissions) to transform I" into I. By

Claims 1 and 2, we can show that ns, +(n— f(I'a’ ")) +ns = n— f(Ia~) as follows.

N+ (n— fF(I'a’™Y) + 0y
= ngp+(n— f(IO/il) —nygi) +ng (by Claim 2)
= np+ (n— f(Ia™") —ngp —nyg) +nyp o (by Claim 1)
= n— f(la™)
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According to Lemma 1, n — f(Ia™!) is the minimum number such that Ia™! can be
expressed as a product of n — f(Ia~!) 2-cycles. By Corollary 1, we can conclude

that p is an optimal series of events that can transform « into I with ny, fusions,

B O R
n—f(la ; 2w hlock-interchanges and ny; fissions, where ny, = y(a) — 1 and ny; =

X(I) — 1. Hence, the following lemma is immediate.

Lemma 8 Let o and I be two multichromosomal genomes with G(a, I) being con-

nected. Then there is an optimal series of events needed to transform « into I such

t(Ta=D—n s -
| n=fde ; MR block-interchanges that come before

that allng, fusions come before al

all ng; fissions, where ng, = x(a) — 1 and ny; = x(I) — 1.

Let us take « = (1,2,10)(11,8,9,3,6)(7,4,5,12) and [ =
(1,2,3)(4,5)(6,7,8)(9,10,11,12) for an example. It is not hard to see that
G(a,I) is a connected bipartite,,graph with x(a) = 3 and x(/) = 4, and
Ta™' = (1,11,7,9,6)(3,10) (458, 12) and-hence f(Ia') = 5, since two 1-cycles (i.e., (2)
and (5)) are not explicitly shown. First{ werare going to find (ns, = x(a) — 1 = 2)
2-cycles ¢, and ¢o from Ia7! te transform o with three cycles into o with exactly
one cycle. Since Ta™! = (1;11,7,9,6)(412)(4,8)(3,10), we let ¢; = (3,10) and
¢2 = (4,8) and hence by Claim 1, o/ = ¢ora = (4,5,12,7,8,9,10,1,2,3,6,11)
and Io'™' = JTal¢ipy = (1,11,7,9,6)(4, 12). Next, we need to find
(nyy = x(I) =1 = 3) 2-cycles 91,1 and 3 from o/I7', which is equal to
(Io/™H~' = (6,9,7,11,1)(12,4) = (1,7,11)(1,9)(1,6)(12,4), to transform I into I’
with only one cycle. By letting v = (12,4),19 = (1,6) and ¢35 = (1,9), we have
I' = dyipotin I = (1,2,3,6,7,8,9,10,11,4,5,12) and o' I' ™" = o/T - "nihoths = (1,7, 11)
according to Claim 2. Finally, we will find (n— f(Ia™')—nys, —nypy = 12—5—-2-3 = 2)
2-cycles 71 and 72 from I'e/~' that act as a block-interchange to transform o/ into
I', where I'a/ ™' = (/""" = (11,7,1) = (11,1)(11,7). By letting 7} = (11,7)
and 72 = (11,1), we have r27la/ = (11,1)(11,7)(4,5,12,7,8,9,10,1,2,3,6,11) =
(11,4,5,12,1,2,3,6,7,8,9,10), which indeed equals to I’. Consequently, we can find
an optimal series of events p = 11377 Pap1 that can transform « into I (i.e.,

pa=1).
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Based on the idea above, we design Algorithm Sorting-by-ffbi (meaning sorting by
fusions, fissions and block-interchanges) to compute the genome rearrangement distance
d(a, I) between two given multichromosomal genomes o and I and also generate an
optimal scenario of the required rearrangement events. The purpose of step 2.3.3 is
to find two numbers z and y that are both in some cycle of 3 = La; ™!, but are in
different cycles in ;. By Lemma 6, such x and y exist only if G(«, I;) is connected.
Actually, they can be found using the following simple approach. For simplicity, let
Br = (b, b2, ..., bﬁf) be a cycle in J that contains two numbers x and y such that they
are in different cycles in a;. Then we only need to check if b and bi, where 2 < j <,

are in different cycles in «; or not. If so, we let & = b}, and y = b,. The reason is as

follows. Suppose that both b}, and b}, for all 2 < j < [, are in the same cycle in «;.
Then all numbers b}, b7, ...,b in By are in the same cycle in a;, which contradicts to

the assumption that there are x and y.in ;. that are in different cycles in «;.

Algorithm Sorting-by-ffbi
Input: Two multichromosemal genomes « and /.
Output: d(a, ) and a minimum series g .of opérations required to transform « into I.
1:  Find all connected components. Py, P, ..., P, in graph G(«, I);
Let n; = |gene(P;, a)| forieach 1 < i <o
2: for each P;, 1 <i<w, do
/* Let «a; (resp. I;) be the collection of chromosomes in « (resp. 1) whose
corresponding vertices are in P;. */

2.1: Compute l;a; 7! and let 8 = Lo, ™
2.2: ey = X(a) =1, ngy = x(L) — 1, ny = % and 0; = np, + Ny + Ny
2.3: if x(a;) > 1 then /* To compute ¢1, ¢, ..., ¢n,, */
2.3.1: for each cycle of ; do
Create a set to contain all the numbers in this cycle;

endfor
2.3.2: k=1and h =2;
2.3.3: for j =1 to ny, do

/* Assume 3= 315y ... 0, and B = (b, b2, ..., b%) with each [, > 2 */
S = find-set (b} );
while (S = find-set(b})) do

if h<l,thenh=h+1;else k=k+1, h=2and S = find-set(b});
endwhile
r="b} and y = bl;
¢; = (x,y) and union(x, y);

endfor
2.3.4: O = Gny Prpy—1---G10; and B = Bdida ... ¢n,,; [ Currently, 3 is T/t %/
endif
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2.4:

2.4.1:
2.4.2:

2.4.3:
2.4.4:

2.4.5:

2.5:

2.5.1:

2.5.2:
2.5.3:

if x(I;) > 1 then /* To compute ¢y, v, .., ¢y, */
B =p"1 /*New (3 becomes o/I~! */
for each cycle of I; do
Create a set to contain all the numbers in this cycle;
endfor
k=1and h = 2;
for j =1 to ny; do
/* Assume 3= 310,... 0, and By = (b, b2, ..., bl*) with each [;, > 2 */
S = find-set (b} );
while (S = find-set(b?)) do
if h<l,thenh=h+1;else k=k+1, h=2and S = find-set(b});
endwhile
r = b and y = b};
Y; = (z,y) and union(z,y);
endfor
I = n, Unpior - 1]y and B = Bnhs .. .0, /* Currently, 8 is o/l */
endif
/* To compute 7,77, ..., Tébz, Tnbz */
g =p"1 /*New 8 becomes I;'a” Ly
Ny = nrzf(ﬁ)’
for j =1 to ny; do
Arbitrarily choose tworadjacent elements x and y in [3;

J* Let o = (di, Qghe sl )s ]
Circularly shift (ay,ag, .+, a,,) such that a; = z and assume y = ay;
7 = (2,9);
for h =1 to n;«do
index(ay,) = h;
end for

Find two adjacent elements u and v in 3(x,y) such that
index(u) < k — 1 and index(v) > k;

Tf (u v)
o = 7P and 3 = @177
endfor

Let oy =1 ...y, nblTan TR qﬁnfu co 01
Output d(a,I) =7, 6; and 0 = 0109. .. 0,;

Theorem 1 Given two circular multichromosomal genomes o and I over the same

gene set E = {1,2,... n}, the problem of computing the genome rearrangement dis-

tance between o and I using fusions, fissions and block-interchanges and an optimal

series of such operations can be solved in O(n?) time.

Proof. As discussed previously, Algorithm Sorting-by-ffbi transforms « into I using a

minimum of fusion/fission/block-interchange operations. Below, we analyze its time-

complexity. Notice that given an undirected graph H with p vertices and g edges, the
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connected components in ‘H can be found in O(p + ¢) time using depth-first search
or breadth-first search. Hence, step 1 can be done in O(n?) time for computing the
connected components in the induced bipartite graph G(«, I), since in the worst case,
the number of edges in G is x(«) X x(I), and x(a) = O(n) and x(I) = O(n). In step
2, there are w outer iterations, each with computing the a minimum series of events
needed to transform «; into [;, where 1 < i < w. Clearly, steps 2.1 costs O(n;) time
for computing Ia; ' and step 2.2 takes only a constant time. The cost of step 2.3
is dominated by that of step 2.3.3. There are ny, inner iterations in step 2.3, each
with the purpose of finding two numbers x and y that are both in the same cycle
in 3, but in the different cycles in «;. In the worst case, step 2.3 needs n; find-set
operations and ny, union operations to finish its overall process. Note that step 2.3.1
can be implemented by initially creating a set for each number in gene(P;, o) and then
performing n; — x(«;) union operations to generate x(«;) sets with each corresponding
to a cycle in o, where x(o;) =ny, +, 1. Henee, the total number of union operations
is n; — 1 in step 2.3. Actually, these find-set and-union operations can be implemented
in O(n;) time using the so-called statie disjoint set union and find algorithm proposed
by Gabow and Tarjan [Gabow & Tarjan, 1985]. In other words, step 2.3 costs only
O(n;) time. Similarly, it can be verified that the cost of step 2.4 is O(n;) time. As to
step 2.5, it is adopted from the paper of Lin et al. [Lin et al., 2005] and takes O(ny;n;)
time, where ny; = % = O(n;). As a result, the cost of step 2 is O(¢n), where
¢ is the maximum n;; among all iterations in step 2 and ¢ < n. Clearly, steps 3 and 4

cost a constant time. Therefore, the total time-complexity of Algorithm Sorting-by-ffbi

is O(n?) time. O
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Chapter 5

Discussion and Conclusion

In this thesis, we studied the block-interchange distance problem form the algebraic
view and developed a web server called ROBIN, which automatically search for the
identical homologous/conserved regions shared by all the input sequences. For test-
ing the applicability of ROBIN; we apply ROBIN to genomes of three human Vibrio
pathogens for detecting the evolutionary' relationships. Consequently, our experimental
results coincide with the preyiousiones obtained: by other community using a compar-
ative genomic approach, which implies that the block-interchange events seem to play
a significant role in the evolution of Vibrio species. We also studied the genome re-
arrangement problem for two circular multichromosomal genomes by simultaneously
considering fusion, fission and block-interchange events. We showed that there is an
optimal series of events required to transform one genome into another such that all
fusions come before all block-interchanges which come before all fissions. Based on this
property as well as the concept of permutation groups in algebra, we designed an O(n?)
time algorithm for efficiently computing the minimum number of fusions, fissions and
block-interchanges needed to transform one circular multichromosomal genome into
another and also generating an optimal scenario of the required rearrangement events.
In addition, we have implemented this algorithm as a web server (This web server is
freely available at http://genome.life.nctu.edu.tw/FFBI ). With these two tools, biol-
ogists can conduct the analysis of genome rearrangements either intra-chromosomal by

block-interchanges or inter-chromosomal by fusions, fissions and block-interchanges to
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their biological data of interest.
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