Fi g 3C T E BT 2yl it s 48 MEE U2
Tl w2 ii

Addressing, Routing, and Information Provisioning
Mechanisms for Hierarchical Mobile Networks

W FR T f ek H

PoE X R4 e



P fy 3% (7 8 el T 2 impk A s 3 E BEE R TR B
Addressing, Routing, and Information Provisioning Mechanisms for
Hierarchical Mobile Networks

Student : Yuan-Ying Hsu

i FRR R Advisor : Chien-Chao Tseng
B = 2+ 7
o a1, O
B s

A Dissertation Submitted to
Department of Computer Science and Information Engineering
College of Electrical Engineering and Computer Science
National Chiao Tung University
In Partial Fulfillment of the Requirements
for the Degree of
Doctor of Philosophy
in

Computer Science and Information Engineering
June 2004

Hsinchu, Taiwan, Republic of China

PEARAY e &R



2 frah A s B e SEiE 1A T B

—
o
o
%
a0
s
_‘«,%
&
A
N

FrA i hrm R gEAEL

Rl ~EFR1 &8 k11

BRI R BREE PR AT A R R AN L BROERRERTE
oA B4 T & R B (mobile ad-hoc networks ) ~ i &R R 8 (wireless sensor
networks ) ~ & & 4 P 4 B (wireless mesh networks ) ~ 2 % f & & i ( mobile

networks) o — EMEREFT UEMHE > 2 VEL L A ApREPEN VS FE NS R
B o ER BB RERFEES DS - BEEOD N T I i 8 aE RGN R

E&ﬁ&ﬁ‘ﬁx °o e ﬁﬁ”g‘f"%pf %] \‘ﬁ%ﬁ"»ﬁ-‘ /if?fﬂ* ’ "54; «JJ:J:/{{‘“"FF %\rﬁ'gﬁ*
o AiBE % SRR SRS B 0 S A R AR A I © RN DI N

FEeen R o

Wpehizh A fedird ¥ Adhi AT R Mg 8T £4 Y 0 LA
85 BB B Y A P AR - B4LR Prime DHCP éhitat 4 e
PR REAAS R DERY G R BB REY RS o Prime DHCP g @ =
G2k 5 DHCP R pRE > ¥ fhp R/ ot ppiFgi2y e p by o
i3 o DHCP ML PR E M2 Flcilfe § i 8 2 7 5 b R Hhahe & 12

1345 Prime DHCP ~ fieeninb % » A pde 017 - B AT TR Bl ahp 2 e f $EiX 42
TR ITES BEL FHIEFRAPE ARG 12 EREBEYEN TR
PP NGB R T S PIGEFERIT 0 2 TR DS SRR TR FENLYL

B oend B2 B R T gﬁﬁégﬁ”ﬂ“%$%% AP s - BRERYRILLI - B

FOPIRE T ) SR RRR IS 2 % AT Mobile IP 7 ik
AEEGOHE o B AP RN - B BT GRS AT S R FIRE

IRGEFLILE o



“%J‘-F—‘ﬁ"x“'h_ui ﬁxxmﬁ&ﬁ; Jrrek s Ay 3 AT AF
- BHE PIRBEEIREF S HE SR > B PIREINNRREAT TR L AT D
Sgh— e A HER R o S AR - R R iﬁ?mﬁﬂ%#

Uiﬁﬁﬁﬁﬁoﬁﬂ’%”%ﬁ?ﬂﬁvﬁﬁwﬁﬁﬁﬁﬁﬁﬂﬁ L b R

Léb%i :?uf'ﬁ"ﬁ%»—r?% F B E o

Poo FIpt AR P e R A 2 SN0 B A Furk K (Personal Information
£

Hierarchy - PIH) 2 2 fp$f o ez Bogs ] & ig e @ ¥ f hi

A S AT S R R PR o 3R i % A Prime DHCP 7 14 p AR
B fe pkPEOPE U R AT X A ELTE R 0 AT T RCR B g AN e R T
iﬁi/l‘ &;E‘; /{mmr/{ {KE&F'& PIH m—ﬁfﬁ;ll}iﬁﬁ%}: '_’ llig%c I}B}\mlﬁa’]z; fé’;{»_%zr'}g,\?&‘ﬁl

g o
MeEF: 5 BEE RARR S FREARR B RE S B AR e Y RGP
B TR E o



Addressing, Routing, and Information Provisioning
Mechanisms for Hierarchical Mobile Networks

Student: Yuan-Ying Hsu Adviser: Dr. Chien-Chao Tseng
Department of Computer Science and Information Engingerin

National Chiao Tung University

ABSTRACT

With the advance of wireless and terminal technologiesiouarwireless net-
works, such as mobile ad-hoc networks, wireless sensoronktywireless mesh
networks, and mobile networks, are designed for differemppses. A wireless
network may move as a whole and furthermore may overlay withanother to
form a hierarchical mobile network. Hierarchical mobiléwerks provide a flex-
ible approach for mobileznodes to access Infrastructunear&s with any appro-
priate wireless technologies. However; many technicalesseed to be resolved
for mobile nodes to roam within @ hierarchical mobile netwwenvironment. In
this thesis, we propose several mechanisms for networleaslithg, routing and

information provisioning in hierarchical mobile networks

Current address allocations usually involve broadcastiimch introduces huge
overhead in multi-hop environments, for address soliotedr duplicate address
detection. We propose a Prime DHCP scheme that can alloddtesses to hosts
without broadcasting over the whole network. Prime DHCP esadach host a
DHCP proxy and run a prime numbering address allocationrigo individu-

ally to compute unique addresses. The concept of DHCP maxd the prime
numbering address allocation algorithm together elin@nibe needs for broad-

casting.

Based on the address allocation result by Prime DHCP, weopeo@ prime-based

self-configured routing protocol for each node to route gaizkets to other local



nodes within the same network. With the proposed routingog, each node
can derive a routing path to a local node according to the 'a@iilress with-

out periodically exchanging routing information with othedes. Furthermore,
the node need not send a routing request to the destined redolies orward-

ing packets to the local node, either. For packets destmeaternal networks,
we configure at least one gateway in each wireless netwotkhawe the gate-
ways responsible for routing packets from/to external oeta. To support host
mobility, we adopt mobile IP with minor modifications, and &kso propose a
load-balanced routing protocol to balance external tréifitveen multiple gate-

ways.

Besides network addressing and routing mechanisms, weetpose informa-
tion provisioning mechanisms for hierarchical mobile natig. When a gateway
needs to serve a lot of mobile nodes;the external bandwidthdibe shared by
all the mobile nodes beneath; the gateway. We propose a &wprtixy architec-
ture and a load-based scheduling mechanism to scheddie &radording to data
sizes. Furthermore, personal.information of a user migtstbeed in various de-
vices. Therefore we also propose-a personal informatiaialy (PIH) to store
personal information and corresponding information asiogspolicies for PIH

by adapting the successful experience of memory hierarchy.

We have conducted performance evaluation for all propossshanisms. Perfor-
mance results show that prime DHCP can significantly reduesignal overhead
and the latency for hosts to acquire addresses; prime-ls&tedonfigured rout-
ing protocol can significantly decrease path setup time ahkoverhead; and
the PIH architecture and accessing policies together ggifisantly increase the
storage capacity with a negligible decrease in access spegér can experience

in personal information management.

Keywords: multi-hop wireless network, MANET, network mobility, adkhsing,

routing, roaming, auto configuration, information hietarc
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Chapter 1

Introduction

Nowadays, there are various wireless networks developedifferent purposes. The most
common one is IEEE 802.11 Wireless LAN (WLAN), which constaithe infrastructure by
access points. By deploying WLAN access points, users noyvaoeess Internet services in
anytime at anywhere and with any device having wireless comication capability due to
the flexibility and convenience of wireless:connectivityoldle ad hoc network [42] further
provides higher flexibility to free the necessity of. basaigts. Mobile hosts communicate
with one another in a multi-hop manner.

Besides two basic wireless communication modes, infreitira and ad-hoc, there are
some other variations for different purposes. Network riytj57] is addressed to provide
Internet access ability for group moving like public traogption. Taking train for example,
all mobile hosts on a train form a subnetwork and move togefhenobile router is deployed
on the train to take responsibility of attaching to the isfracture and serving all hosts on the
train for Internet accessing services.

Another variation is wireless mesh network [26], which isewetly designed to represent a
promising alternative for broadband Internet access. drptist, wireless networks are limited
at some particular hot spots, like coffee shops, airportsodels due to the difficulties of
installing and maintaining a wired network backhaul conioec Wireless mesh networks
replace traditional wired backhaul routers with wirelesg®and all of them form a mesh
topology. Mesh topology can make such network have good-faldrant potential, and is

suitable to provide broadband Internet access services.



1.1 Motivation

All wireless networks above may integrate together to forhmeaarchical mobile network to
provide users ubiquitous wireless access. Users may roame®e various wireless networks.
However, the mostimportant problem is how to provide tramespt Internet connectivity with-
out user involvements.

Two major issues of providing transparent connectivityaddress auto-configuration and
seamless roaming capability. Since IP addresses represainte logical locations of mobile
hosts, mobile hosts need to change IP addresses when thmyimtzaa new network. Ad-
dress auto-configuration are required to help mobile hastigure an address automatically
without users involvements when they join in a new netwottke ©ther requirement is seam-
less roaming ability, which helps mobile hosts maintainrertions if they switch to another
network. Again, this should be achieved without disturhisgrs.

In addition to transparent Internet connectivity, infotioa storage philosophy might also
need some minor modifications under the environment of fubreal mobile networks. In
hierarchical mobile networks,-users have high flexibilifynmovement and selecting mobile
devices. This might cause information to be stored anywbene any device. It is important

to information service providers to efficiently organizéimation for users.

1.2 Overview of proposed mechanisms

In this thesis, we proposed effective addressing and rgatechanisms in hierarchical mobile
networks. The proposed addressing mechanism is origifietedthe canonical factorization
theorem of positive integers. Each positive integer canrbsgmted as a product of a unique
sequence of prime numbers. Based on this characteristmsiifye integer, proposed address-
ing mechanism can guarantee uniqueness of addressesealssjgdifferent nodes.

The proposed routing mechanism utilize addressing resutieh can generate a unique
address allocation tree to help mobile hosts find routinggabince the address allocation
tree is unique, each host can easily realize the logicatipasif itself and destination on the
tree. This can enable each host to find routing paths withatltanging routing information

or sending routing requests.



We also proposed a personal information hierarchy in tresith As mentioned earlier,
information might be distributed all over the network whiléreless accesses provides high
flexibility and convenience to users. However, this may egu®blems for users to manage
their personal information. The proposed personal infeionahierarchy learns successful
experience of memory hierarchy in computer systems to hefpsumanage their personal

information with both advantages of portability and st@agace.

1.3 Synopsis

The remainder of this thesis is organized as follows. Chadi@escribes the system archi-
tecture of hierarchical mobile networks. In Chapter 3, wespnt two proposed addressing
allocation methods, DHCP relay method and DHCP proxy metbdpter 4 and Chapter 5
describe internal and external routing mechanisms reispgctor mobile hosts communicate
with other hosts inside or outside the:same network. We tlesaribe the proposed personal
information hierarchy and information-accessingpolicre€hapter 6. At last, we conclude

the thesis in Chapter 7



Chapter 2

System Architecture

With the advance of embedded computing technologies, lplerteevices, such as laptops, Per-
sonal Digital Assistants (PDAs), and cellular phones, Heeen widely used. A portable de-
vice may even have several wireless interfaces, such as88ER1 Wireless LAN (WLAN),
General Packet Radio Service (GPRS), Personal Handy-pbgstem (PHS), and/or Blue-
tooth. In this Chapter, we introduce dsome wireless netsvarid an integrated hierarchical

mobile networks.

2.1 Mobile ad-hoc networks

Wireless communications are typically supported in two eisdnfrastructureandad hog

as illustrated in Figure 2.1. Among these two options, foigna mobile ad hoc network
(MANET) is more flexible since it is independent of the availabilifybase stations. A
MANET is a network consisting of a set of mobile hosts, whiem coam around at their
own will. Since no base stations are supported in such am@ment, hosts may have to
communicate with each other imaulti-hopmanner. Applications of MANETS occur in situ-
ations like battlefields, disaster areas, and outdoor ddg=sn Hence, intensive research has
been dedicated to MANET [31, 42, 49, 61].

A working group called manet has been formed by the Intermgjirieering Task Force
(IETF) to study the related issues and stimulate researéMANET [50, 4, 54, 46]. The
routing protocols in MANETS can be divided into two categsrReactive MANET Protocols
(RMPs)andProactive MANET Protocols (PMPsRMPs are on-demand routing protocols, in

which mobile hosts send routing requests only when neced3&tPs are table-driven routing
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Figure 2.2:-An example of wireless sensor network.

protocols, which make mobile hasts-exchange routing in&tiom periodically and maintain
routing paths to other hosts. Since MANET'is a milti-hop \&ss network and mobile hosts
can move around freely, researchers need to design dynawotmcpls with limited signal

overhead.

2.2 Wireless sensor networks

A wireless sensor network (WSNM, 12, 8, 10, 13, 25, 33, 66] is a wireless network for
observing some phenomenon such as temperature, pressteigtive humidity. As shown

in Figure 2.2, a WSN is a highly distributed networks comsgsbf a large number of small
sensor nodes, which are densely deployed either insideht&eomenon or very close to it,
and at least one data fusion center. WSNs like MANETSs arei+hafi wireless networks. The
main purpose of WSNs is to collect sensed data and send thésefusion center. Instead of
sending the raw data to the nodes responsible for the fussmsor nodes use their processing

abilities to locally carry out simple computations and @it only the required and partially



Figure 2.3: An example of wireless mesh network.

processed data. Through wireless network, fusion centédeal with the transferred data
from sensors and report useful information to observer.

The power consumption of sensor nodes is always critic@lesinis almost impossible
to recharge each sensor node. \In order to_Save power, trerission range of each sensor
node is usually limited to several.meters. Asa-result, WSpliap multi-hop forwarding if
fusion center is far away from some sensors. Due to thisadtions, there are lots of problems,
like power consumption, scalability, reliability or fawtilerant problems, need to be solved in

WSNSs.

2.3 Wireless mesh networks

Although IEEE 802.11 WLAN wireless broadband networks hexolne very popular in re-
cent years, the limited reach of signal propagation and bagh of installing and maintaining
a wired network backhaul connection have limited WLAN natkvdeployments to homes,
offices, public hot spots (in coffee shops, airports, hotatgl other similar locations), and
some wide-area hot zones. In addition, installing, marggnd scaling multiple hot spots is
very difficult.

A wireless mesh network [26, 36, 35, 1] has potential to owere these limitations to



MR: Mobile Router
LMN: Local Mobile Node
LFN: Local Fixed Node

Figure 2.4: An example of network which is mobile (NEMO).

create truly unwired cities. As shown in Figure 2.3, backhrauters in a wireless mesh
network have multiple wireless links to other backhaul essit These backhaul routers can be
deployed without wiring. A mesh_network-could be defined astavark that employs one of
two connection arrangements; full mesh topology-or pantiesh topology. In the full mesh
topology, each node is connected directly to each of thersthe the partial mesh topology,
nodes are connected to only some, not all, of the other nodes.

A wireless mesh network is considered as a promising alieefor broadband Internet
access. To provide reliable Internet access, there afesatile problems need to be solved
before it could be deployed in reality. These problems idelafficiently QoS routing, fault

tolerance, auto-configuration, ... etc.

2.4 Network mobility

Although lots of research has been done on host mobility @ipphat aim to provide con-
tinuous Internet connectivity to mobile users [5, 14], ip@ssible that an entire network may
move as a unit and change its point of attachment to the lettelynamically.

A network which is mobile (NEM(%5, 40, 59, 57] consists of mobile router (MR)and

all its attached nodes, through either wired or wirelessrfates. The MR changes its point of



attachment to the Internet dynamically while it is movingniar to the IP addressing method
used in fixed networks, all IP addresses of the nodes in the ElDMave the same IP prefix
as the MR does. Besides, the nodes attached to the NEMO mange¢haes be mobile with
respective to the MR. Figure 2.4 gives an example of NEMOsrttey possibly deployed in
a mass transportation like a train. All nodes, including NtiRal mobile nods (LMNs), and
local fixed nodes (LFNSs), in the train form a NEMO and move thge MR could be equipped
with multi-tier wireless interfaces such as GPRS, WireleSN and/or Bluetooth. LMNs may
attach to the NEMO with a low-power but high-bandwidth weisd interface such as wireless
LAN. Both LMNs and LFNs may access the Internet through the Fithermore, an LMN
or LFN may itself be a router to form a hierarchy of NEMOs. Téhex another smaller scale
NEMO, which is personal area network (PAN). A user may briexggesal mobile devices, and
these devices can form a PAN and one of devices can help atefein a PAN access the
Internet.

The concept of mobile networks could extend the reachghofithosts in NEMOs, and
possibly help Internet Service-Providers (ISPs) in-prowjdseamless services to more users
(with fixed or mobile devices). For example;-a NEMO deployedn airplane, a boat, a train
or a bus could provide the Internet. cennectivity-to the pagses with fixed or mobile devices
such as desktops, laptops, pocket PCs, PDAs, or mobile phBaethermore, although LMNs
or LFNs move with the NEMO, they are static relative to the NEM herefore, they do not
change their points of attachment and need not make anydaagidate while the NEMO is
moving. In addition, the MR of the NEMO can connect to the inét with whatever external
wireless interface that is appropriate. The local nodee®NEMO need not be aware of the
changes in the external wireless interfaces of the MR.

Although NEMOs can extend our accessibility to the Interseime problems [56, 60] still

remain to be solved before the NEMOs can be widely deployed.

2.5 Hierarchical mobile networks

In previous sections, we introduce several wireless ndtsvarith different topologies and

purposes. Among these wireless networks, MANETs, WSNsyaralless mesh networks are
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Figure 2.5: System architecture’ of hierarchical mobilevoek.

multi-hop wireless networks and.NEMOSs are a single-hop agts: These networks might
together form a hierarchical network: “As_shownin Figure, 25nobile node (MN) could
attach to an infrastructure directly or attach to a wirelegesh network, MANET, or NEMO.
A MANET, NEMO, or PAN could also attach to the Internet, a uses mesh network, or even
another NEMO. When a network attaches to another netwoeke tmust be a node acting as
bridge of two different networks. We define such nodegateways For example, MRs
are gateways of NEMOs. If there are more than one gateway iABIBT, we definesub-
MANETto represent a sub-network consisting of a gateway and dllennodes attaching to
such gateway. Similarly, there might beb-NEMOsr sub-WSNs

In a hierarchical mobile network, a mobile node or a NEMO aaelly roam between
different networks. This could provide high flexibility toahile hosts, but it also causes
problems in network management to support seamless roarapapility to mobile hosts. In
the following chapters, we propose some network and infitonamanagement mechanisms

in hierarchical mobile networks.



Chapter 3

Addressing Mechanisms for Hierarchical
Mobile Networks

We know that a mobile host needs to set an IP address befdeetg 5 communicate with
other hosts. Since prefix of an IP address represents Iq@esélon of a device, each network
usually manages their addresses locally. Traditionalhgtaork can manage their addresses
statically or dynamically. In staticaddress managemesgrsineed to have an address in
advance and configure the address manually. ' In dynamic ssldnanagement, a network
can apply some dynamic address allocation methods, suclyrsaniic Host Configuration
Protocol (DHCP) [45] to assign-addresses.

In our architecture of hierarchical mobile networks, melhibsts need to acquire an ad-
dress whenever they roam into a new network. We can divideealorks in our architecture
into two categories: single-hop and multi-hop networks. MEA's, WSNs, and wireless mesh
networks are multi-hop networks and NEMOs belong to sirgip-networks. It is impossible
for mobile hosts to configure addresses manually in hiereatmobile networks, so we need
to find proper address allocation methods for each netwoHCB involves three rounds of
broadcasting, which may cause huge signal overhead or egaddast storm problem [51] in
a multi-hop environment. Therefore, single-hop netwoilks NEMO in our architecture can
apply DHCP directly, and we propose efficient addressiragation mechanisms in multi-hop
environments in this Chapter.

We will describe prior researches on this problem in theofeihg section 3.1. We then
propose two addressing allocation mechanisms for multi4mvironments in this Chapter.

The first one is DHCP relay method in Section 3.2, which cameedignal overhead. The
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second one is DHCP proxy method in Section 3.3 to reduce lgrlalsoverhead and latency

of address acquiring process.

3.1 Previous works

Several dynamic address allocation schemes have preyibash proposed for MANETS.

According to the prior research [53], they can be classifitd three categories:

3.1.1 Best effort allocation

Schemes in this category can not guarantee address ungguéthrephet scheme [21] proposes
a complex address generation function for each host to genarsequence of addresses to
be assigned to new coming neighbors. The proposed functemtd use huge address space
to degrade the percentage of generating a same addresswoonotes. When a new node
joins a network, it can simply acquire,an address from itgimeors. However, the proposed
function in Prophet method stillxcan not guarantee the wenggs of addresses assigned by
different nodes. In other words, there still‘exists probgbihat two nodes can generate a
same address. Therefore, even with-a-large address spapbepscheme may still needs
some mechanisms, such as Duplicate Address Detection (DAREakDAD [37], to resolve
address conflicts. DAD will cause broadcast storm problechvaeakDAD will introduce

extra packet overhead by adding MAC address into IP heade&d| fdata packets.

3.1.2 Centralized allocation

A centralized server is deployed to manage all addresséssindtegory of address allocation
schemes. DHCP [45] is a typical example, but it needs braaishcpfor both server discovery
and DAD. ODACP [53] attempts to reduce broadcasting by tgpthe server broadcast adver-
tisement periodically so a new host can directly regiseeaddresses to the server. A longer
advertisement interval does help to reduce the overheambatibasting, but it also results in

longer latencies for hosts to obtain addresses.

11
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Figure 3.1: Address resolution and DHCP operations for hastjoin the MANET.

3.1.3 Decentralized allocation

A host could acquire an address by itself or from aneighbdithen performs DAD to ensure
the uniqueness of the address. In AAA[9], hosts randomigcseln address in the range of
169.254/16. In MANETconf [34], each host stores all addzesssed in the MANET, and a
new coming host acquires an address from one of its neighbbesneighbor then broadcasts
a query, on behalf of the new host, for DAD throughout the oekw Mohsin [32] employs
a buddy system for address allocation, but it is difficult tarrage address blocks among all

MANET hosts.

3.2 DHCP relay method

The first address allocation method we propose is DHCP rekethad [23]. As shown in
Figure 3.1, we install at least one DHCP server in each MANEfhere are more than one
DHCP serverina MANET, we definesaib-MANETconsisting of a DHCP server and all nodes
with addresses assigned by such DHCP server. To avoid gonfuse assign an exclusive
section of IP addresses to each DHCP server. Note that walddsoa host to use its old IP

address after roaming into a new sub-MANET.
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Figure 3.2: The message flow of DHCP in our architecture.

Taking Figure 3.1 for example, when a new mobile host n jdiesMANET, it first broad-
casts EDHCP_discover Three nodeg, k, andm, belonging to two sub-MANETS receive the
request and help forwarding the.request to their DHCP servi@r avoid théoroadcast storm
problem [51], the forwarding is done by unicast.. This can tieieved by configuring each
internal mobile host as a DHCP relay.

Figure 3.2 illustrates the related DHCP message flows.OM€P_Discoveris forwarded
by the DHCP relay to the DHCP server via DSDV routing. The DHs@PRver then replies a
DHCP_Offer by including an available IP address. Note that the host reagive multiple
offers from several servers. So the host will broadca3t#CP_Requesto notify all DHCP
servers the IP address that it selects. Again, the notdicatill be supported by unicast. The
selected server then replieD&CP_Ackif the IP is still available. Afterward, thBuplicate
Address Detection (DADYrocedure will be executed to ensure that no other host ngubke
same IP address. There is also a parameter, claéesh after which the mobile host has to
renew its temporary IP address with the same DHCP servesr glfitaining an IP address, the
host will turn itself into a DHCP relay of the DHCP server titagelects.

By configuring hosts except DHCP servers as DHCP relays c&e massages be sent by
one-hop broadcasting instead of whole-network broadugstiherefore, the proposed DHCP

relay method can reduce signal overhead. Unfortunatelysadtill needs to wait until DHCP
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server sending back the response. In the next section, Wpraglose a DHCP proxy method

to further reduce latency.

3.3 DHCP proxy method: prime DHCP

In this section, we proposeRrime DHCPscheme for address allocation without broadcast-
ing in the whole MANET during the address allocation procésshe proposed prime DHCP,
each host serves as a DHCP proxy that can assign addressag hwsts by running a pro-
posedPrime Numbering Address Allocation (PNAsyorithm individually to compute unique
addresses for address allocation. The use of DHCP proxcetharPNAA together eliminate
the need for broadcasting in the whole MANET.

As mentioned in the Section 3.1, almost all previous addikssation schemes for MANETS
rely on broadcasting for server discovery or DAD. We prop@sme DHCP to achieve these
two functionalities without broadcasting. Prime DHCP cgufes each host a£dHCP proxy
so all hosts are eligible to assign addresses and a new hmoatqgaire an address simply from
its neighbors. Besides, each-DHCP proxy runs PNAA indiMigua compute unique ad-

dresses for address allocationse that DADiS not requirgdime DHCP.

3.3.1 Address allocation tree

In order to eliminate the necessity of DAD, we propose a PNAgoathm to guarantee the
uniqueness of addresses. PNAA is originated from the caabfactorization theorem of
positive integers, that is, every positive integer can bigevr as a product of prime numbers
in a unique way.

Before describing proposed mechanism, we first define prawtefization sequence of an
integer in Defination 1. According to the canonical factatian theorem [17], each integer
can be expressed as a production of prime numbers. For exaimigigeri 2 is equal t@ 2% 3,
and thuspfSeq(12) = (2,2, 3). We prove the prime factorization sequence of an integer is

unique in Lemma 1.

Definition 1. The prime factorization sequence of an integes 1, writtenpfSeq(n), is an

ascending ordered set of all prime factorsrgfwhere the product of all elements in the set is
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equal ton.

m
pfSeq(n) = (po, p1, P2, -, pm) Wherep; < p; Vi < jand [ [ pi = n.
1=0

Lemma 1. The prime factorization sequence of each integer 1, pfSeq(n), is unique.

Proof. We prove this lemma by mathematical induction.
Basis:pfSeq(2) = (2), which is unique.
Hypothesisassume f Seq(n) is uniquevn < k

Induction:n = k + 1, assumefSeq(n) is not unique.

pfSeq(n) = (po,p1, - 1) = (qo; q1, -5 Gm)

We can prove f Seq(n) is unique by showing, = ¢, sincepfSeq(n/py) is unique
according to the hypothesis.

N =DPpoP1- P =40 q1 " i

= pol(q0 - q1+ - Gm)

= po|q; for some j

= po = ¢; ("." po andg; both are prime-numbers

= po>qo ("¢ > qo)

Similarly, py < qq

= Po=(qo

. pfSeq(n) is unique whem = k + 1.

By mathematical induction, the prime factorization sequesf each integer is unique ]

Figure 3.3 gives an example of addresses each DHCP proxyssagnaThe first node in
the network igoot proxy, and it configures its address as 1. The root proxy allocditpsme
numbers, in ascending order, to new nodes attached to ita Ron-root DHCP proxy with
address: andpfSeq(n) = (po, p1,---, Pm), it can assign the address equal to its own address
multiplied by a prime number, starting from its largest pifactorp,,. Each node can also

identify the address of its parent simply by dividing its oaddress by the largest prime factor
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Figure 3.3: An example of address allocation tree.

of its own address. Take node G with addréder example, the largest prime factor ®©is
3 and the sequence of addresses node G can assigjr 35,6 « 5, 6 * 7, and so on up to the
largest address bounded by the address space. Node M ireHidnas the addredg, and the
address of its parent iR/7 = 6.

Because the prime factorization:sequénce of each integaddress is unique, we can
prove in Theorem 1 that no two,proxies can generate the sadnessby running the proposed
PNAA algorithm. Therefore, DAD is not necessary during thecpss of address resolution.
Besides, in Theorem 2, we alsa prave that eachinteger oeaslik assignable, so there is no

hollow address and we can utilizeallladdresses efficiently.
Theorem 1. No two nodes will assign the same address in PNAA.

Proof.

Given an integer mfSeq(n) = (po, p1, P2y - Pm)

According to PNAA, the address assignment path of integer n i
(1, T15_op;, T _opy, 15 _opj, 117 ;)

- pfSeq(n) is unique (proved in Lemma 1)

.. the address assignment path of integé&s also unique,

and thus no two nodes can assign the same address.
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Theorem 2. Each address is assignable in PNAA.

Proof. We prove this theorem by mathematical induction.

Basis: Address 1 is assignable because it is the address of theddst(noot) in the network.
Hypothesig=or all positive integen < k, n is assignable.

Induction: Forn = k + 1, andpfSeq(k + 1) = (po, p1, -, Pm)

By Lemma 1,pfSeq(k + 1) is unique.

case 1k + 1 is a prime numberk + 1 is assigned by the root.
case 2 + 1 is not a prime number:

o (k+1)/pm is less thark

. (k+1)/pm is assignable according to the hypothesis

k + 1 is assigned by the node with addrésst 1) /p,

-.n =k + 1is also assignable.

By mathematical induction, all:positive integer n is:assige. 0J

3.3.2 Address allocation-procedures

After being sure that each node can assign disjoint addrdssainning PNAA, we describe
operations of proposed prime-based self-configured asidigggechanism. First, each DHCP
proxy maintains a sequence of prime numbers and itsallacation statusa pointer to the
prime number multiplied for the last assigned address. Whaew node joins a network,
Figure 3.4 illustrates the message flows of how the new comadg acquires an address.
First of all, the new node issuesHCP_Discoverbroadcast message as a normal DHCP
client does and starts a timer. When the neighbor nodes, Dpt@Res 1 and 2, receive the
message, they runs PNAA algorithm to generate an addresthamencapsulates the address
in a DHCP_Offer message. Before the timer expires, the new node gathebdH&P_Offer
messages with available addresses, and it chooses theshaaltiress to prevent the address
allocation tree from growing too fast. The choice is seDHCP_Requesbroadcast message
to inform all its neighbors. Finally, the chosen proxy 1 uigdaits address allocation sta-

tus and then sendsBHCP_Ackto the new node for confirmation. Consequently, instead of
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Figure 3.4: Message flows of the address allocation proesafia new coming node.

whole-MANET broadcastd)HCP_Offer and DHCP_Requestncur just a single-hop broad-
cast, which is necessary anyway in the wireless environment

We use Figure 3.5 as an example MANET to illustrate the omeraiof Prime DHCP. It
should be noted that Figure 3.3 is just a logical tree of thdregb allocation. Once a host
obtains an address, it can move freely-and continuouslyhesaddress as long as it is still
in this network. Figure 3.5 is‘a possible physical:topolo§iANET hosts in Figure 3.3.
Without loss of generality, we assume that the address spfaites MANET is 128 in the
following discussion. Furthermore, the'messages can beafded by any proactive routing
protocols for MANETS.

When a new mobile ho$tjoins a MANET, it issues ®HCP_Discoverbroadcast message
as a normal DHCP client does. When the neighbor hbsi,andF, receive the message, they
start serving as DHCP proxies of the hdstRather than forwarding the broadcast message
further, each DHCP proxy runs PNAA algorithm to generate daress, and then encapsu-
lates the address inRHCP_Offer message. Note that prodyrelays theDHCP_Discover
to its parent proxys for help because its minimum assignable address is 150 hvexiceeds
the address space 128. Therefore, hdseceives thre®HCP_Offer messages offering ad-
dresses 66, 10, and 8, respectively, from DHCP prode8, andF. HostN chooses the
smallest address 8 to prevent the tree from growing too &mt, broadcasts its choice in a
DHCP_Request Again, its neighbors do not flood the message further, boypL relays

the message to its parent prosy Finally, the chosen prox¥ updates its address alloca-
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tion status and then sendO&CP_Ackto hostN for confirmation. Consequently, instead of
whole-MANET broadcastd)HCP_Offer and DHCP_Requestncur just a single-hop broad-
cast, which is necessary anyway in the wireless environnaeit possibly seldom multi-hop
unicasts.

Figure 3.6 gives an example_of address allocation resulta f8x3 mesh network. We
assume the order of nodes joining the“network is from node Aotte I. In the first step (a),
node A is the only node in the network, so it eonfigures its oddrass as 1. Two nodes B
and C then attach to node A and obtain address 2 and 3 resgeis/shown in step (b). In
step (c), node E receives two addresses 6 and 9 from node B @asp€ctively, and it chooses
the smaller one as its address. Similarly in step (d), nods&dnooses the smaller address,
8 among 8 and 18. In steps (e) and (f), nodes H and | choose tléesiddresses 18 and 16
from node E and G, respectively. Figure 3.7 is the addressatlbn tree of Figure 3.6. The
solid lines represent branches of the address allocaer whereas the dotted lines are the
links not on the address allocation paths.

In order to avoid the address leak problem, a host shouldrdgpecefullyby informing
its parent of leaving, and each host maintains a recycleédistcord the allocation statuses
for its departed children in its allocation status. For eglenproxyK in Figure 3.5 is leav-
ing, so it sends ®HCP_Releasemessage to its parent proxd. When proxyG receives a
DHCP_Discoverfrom a new node, it will first give out the lowest recycled agklr and inform

the new node the allocation status associated with thesaffaddress. If the root is about to
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Figure 3.6: An example of address allocation result.

Figure 3.7: The address allocation tree.
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leave, it informs its greatest descendent to be the new matyp However, it is likely that
a host may leave gracelessly, packets may be lost, addrgskenanited, or MANETSs may
merge or split. In the next subsection, we will explain how grime DHCP handles these

exceptions.

3.3.3 Exception handling

Most message losses, excECP_Releasdhat can be treated as a graceless departure, can
be recovered by having the sender set a timer and resend #sages when the timer expires.
For a host left gracelessly, its address may become noteusdblorder to reclaim leaked
addresses, the root proxy periodically broadcaddH&P_Recyclemessage to ask all hosts
report their address allocation statuses, including asesethey have given out or recycled.
By gathering statuses from existing hosts, the root proxyreaonfigure the@ddress alloca-
tion treg and inform each proxy of updated allocation status. DRECP_Recyclebroadcast
message could be piggybacked in the messages of MANET gppitotocol, DSDV [43] for
example, so no additional overhead will be introduced byatdress recycling.

Network merging and partition can-also be detected by peadigi recycle process. When
two MANETSs merge, a root can receive allocation statusa® fnodes in the other network,
detect address conflicts, and ask one of the two conflictimpsdo inquire a new address.
On the other hand, although network partition will not résaladdress conflicts, the split
MANET needs a new root for address recycle. If a node missesraerecycle messages,
it may claim to be the new root by sending>#CP_Recycleafter a backoff time reversely
proportional to its address. This can make the node withargebt address the new root to
increase address utilization.

When the address space is limited, a node might gain an adelxeseding the range of
addresses by running PNAA while receiving an address réguesuch case, the node relays
the request to its parent node to obtain a legal address. nfisguhe address space of the
network in Figure 3.6 is limited to 20, we illustrate the lasb steps of address allocation
results in Figure 3.8.

If a DHCP proxy generates an address greater than the adghass, it relays the request

message to its parent node to retrieve an address. As shostepn(e), node H acquires
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Figure 3.8: The last two steps of Figure 3.6 when addresesac

Table 3.1: Qualitative analysis of address allocation rmams
DHCP MANETconf ODACP Prophet PrimeDHCP

Unigueness Yes Yes Yes No Yes
Signal overheadO(41) O(21) O(2l) O(n/2) O(n/2)
Latency  O(4td)  O(2td) O(2td) O(2t) O(2t)
Complexity Low High Low High Low

address from its neighbor node E and F. The next address nede Bssign is 27, which
is larger than the address space, so it.relays the requestgarent node C and obtains an
address 15. Since 15 is smaller than 18, which is-assigneddy B, node H chooses 15 as

its address. In the last step, nade | similarly obtains astdbefrom neighbor node H.

3.3.4 Performance evaluation

Table 3.1 shows the qualitative analysis of the proposadeBDHCP and other address al-
location mechanisms. Assume the numbers of hosts and Ineks and/, respectively; the
network diameter ig; and the average one-hop latency.i&irst, Prophet is the only method
that can not guarantee the uniqueness of addresses. S&tdG&, needs to perform server
discovery and DAD, so at least hosts need to process signal packets and the laterdey:id.
MANETconf and ODACP need to perform DAD and server advemntiset respectively, and
thus the overhead and latency ateand2 x ¢ « d. Prophet and Prime DHCP both send requests
to neighbors only, so the overhead is the average degrey of each node in the network
and the latency i8¢, assuming that the address space is sufficient. At last, MPdeBf and
Prophet scheme involve more complicated computation inmesdcallocation.

Since the behaviors of address assignmentin Prime DHCPrapti€t scheme are similar,

the latency and overhead of Prime DHCP can be referred to e we focus the analysis on
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how recycle period affects the address utilization, itee gercentage of the effective addresses
that Prime DHCP has given out or can possibly assign cuyter@uppose the arrival and
departure of hosts follow a Poisson distribution with theameates\ and . , respectively.
The address utilizatiofy, before thekth recycle can be represented as Equation (1), where
N is the size of address spacg() is the number of hosts in the MANET at the timefah,

recycle; and is the average number of descendants of a host.

n(Cy) * u * graceless percentage * Nyubiree

5 (3.1)

Up=1-

Figure 3.9 shows the address utilizatignat different time instances for different recycle
periods(c), whereN = 256, A = 0.8 andu = 0.9. As shown in the figure, when the recycle

period becomes shorter, the recycle process will be peddmmore frequently but utilization
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will be better. We can also observe from Figure 3.10 thataigh the utilization decreases
as the recycle period increases, the speed of descent idf stkmaddress space is sufficiently
large. Therefore, address recycling introduces only sloyerhead if the MANET has an
address space greater than class B, and this could be atlmgwenfiguring the MANET as

a private network.

3.4 Summary

We apply DHCP directly for address allocation in single-hepworks. In multi-hop networks,
we propose two methods to reduce signal overhead and latérialfCP. The DHCP relay
method configures all hosts except DHCP server as DHCP sziaj] DHCP signal message
will be relayed to DHCP server directly without be floodedaler the whole network. The
DHCP proxy method we proposed is Prime DHCP to make each b@sDddCP proxy. The
proposed Prime DHCP method is simple but,very effective imgeof both signal overhead
and address allocation latency.=Eachiproxy assigns adgdressording to the prime number

tree, so DAD broadcasting is also unnecessary.
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Chapter 4

Internal Routing Mechanisms for
Hierarchical Mobile Networks

After solving address allocation problem, we next need beesthie problem of routing in hier-
archical mobile networks. We first need to make sure that paathile host can communicate

with other hosts in the same network, which is internal mogiti

4.1 Motivation

There are four different wireless networks in our hierarahmobile networks. Among these
four networks, NEMO is single-hop network. Mabile hosts INBMO can just send packets
to MR and then to other hosts like original‘local routing incabArea Networks. MANETS
have flexible network topologies, and there are already ddtuting protocols proposed
for MANETSs. The left two wireless networks, wireless sengsetworks and wireless mesh
network, are both multi-hop networks with almost fixed netwtopologies. They do not
need complicated mechanisms designed for MANETSs sincehbey fixed topology, but it
is also not proper for them to apply routing mechanisms iresvienvironments due to huge
signal overhead caused by multi-hop behaviors. Therefoeepropose a prime-based self-
configured routing protocol in Section 4.2 to solve intemmalting problems for multi-hop

wireless networks with fixed topologies.

4.2 Prime-based self-configured routing protocol

In this section, we propose a prime-based self-configureting protocol, which is a routing

protocol applied in a local network to solve internal rogtproblem. This protocol take advan-
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tage of address results of PNAA described in Chapter 3. By@&yimg PNAA, addresses of all
nodes can form a unique addressing allocation tree whichegaesent location relationship
of all nodes. Each node can easily be aware of locations ofoalés by their addresses, and
this they can find routing paths by themselves without eigiegiodically exchanging routing
information or asking other nodes when necessary.

Before describing the proposed routing protocol, we deSieguence GCDf two integers
in the Definition 2 first. Nodes can find their routing path bynguting the sequence GCD of
source and destination addresses.

In the following subsections, we will present how nodes fimgting paths by just comput-
ing sequence GCD of the addresses of itself and the destinatide. We proposed stateless
and stateful routing protocols. In the stateless routirgqmol, all nodes do not need to record
anything, but the routing path may be longer. The statefuling protocol can help nodes to

find a shorter path but nodes need to_record the addresseseighbors.

Definition 2. AssumingyfSeq(a) = (poi P15 P25 Pm) aNdpfSeq(b) = (qo,q1, G2, ---, Gn)s
we defineseqGCD(a, b) as the sequence GCD of integers a andsbyGCD(a,b) = T[],
is the product of all elements in'thelongest.common prefinesscpy = (ro, 1,72, ..., ;) Of
pfSeq(a) andpfSeq(b). Which meang is the'largest number that makes= p; = ¢; for alll
0 < i < j. If there is no common prefix pff Seq(a) andpfSeq(b), seqGC D(a, b) is equal

to 1.
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Figure 4.1: An example of setting routing path: (a) Addrdsxation tree; (b) Mesh topology;
(c) Routing paths while applying stateless routing prokoa) Routing paths while apply

stateful routing protocol.
E.g.,
seqGCD(16,12) = 2 X2 =4
" pfSeq(16) = (2,2,272)
pfSeq(12) = (2,2,3)
the longest common prefix of Seq(16) andpfSeq(12) is (2, 2).
seqGCD(18,15) =1
o pfSeq(18) = (2,3,3)

pfSeq(15) = (3,5)

the longest common prefix pf Seq(18) andpfSeq(5) is 0.

4.2.1 Stateless prime-based self-configured routing protol

In the stateless routing protocol, all nodes can configungnig paths without either exchang-

ing routing information or recording any information. Weopide two alternatives: source
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x=seqGCD(src, dst)
// setting up the routing path from src to x
while(src!=x){
parent = src/(the largest prime factor of src)
add parent into the routing path
src=parent
}
// setting up the routing path from x to dst
9 int primeFactors[]
10 primeFactors = pfSeq(dst/x)
11 for(int k&=0; k< number of elements in primeFactors; k++){
12 child =x
13 for(int i=0; i<k; i++){
14 child = child*primeFactorli]

[o IR B e Y R S

}
16  add child into the routing path
17 '}

Figure 4.2. The procedure of setting routing path in the @@wouting method of stateless
routing protocol.

routing method and hop-by-hop routing method. If sourcdingumethod is applied, the
source node is responsible for setting the whole routing,patherwise each node finds the
next hop by itself to send packets.

We take Figure 4.1 for example. Figure'4:1 (a) is the addiéssadion tree of a mesh net-
work in Figure 4.1 (b). In the stateless rauting protocolle®purely proceed along branches
of the address allocation tree to obtain the routing-patpure 4.1 (c) illustrates two routing
paths from node O to node P-and frominode M to node |I. We can \abseat the routing
path can be divided into two segments:-from-the source nodleetteast common ancestor
and then to the destination node. We will describe the dptadedures of two alternatives of

stateless routing algorithms in the subsections below.
Source routing method

Figure 4.2 is the procedure of how a source node finds the wbotang path to the destination
node, wherercis the address of the source node dgtis the address of the destination node.
The source node first finds the least common ancestor by campayGC D(sre, dst). Then

it builds the first segment of routing path by recursively iaddoarent nodes until reaching
the common ancestor as shown in the line 3 to 7 in Figure 4.2. th®second segment
of the routing path, the source node needs to choose rightt cthdes. We know that the
position of each node in the address allocation tree is ohted by its address. Assuming

pfSeq(dst) = (po, p1,p2, ---» Pm ), WE Can guarantee that the address of the common ancestor
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x=seqGCD(cur, dst);

if(x<cur){
parent = cur/(the largest prime factor of cur)
send packet to parent

telse if(x==cur){
child=x*(the smallest prime factor of (dst/x) )
send packet to child

}

0NN AW~

Figure 4.3: The procedure of setting routing path in the bgfhop routing method of stateless
routing protocol.

is Hjjg p; for some0 < j < m, and addresses of nodes along the path from the common
ancestor to the destination alg'C " pi, 1= pi, ... [ 1= p:). Therefore, the source node
can recursively add these nodes into the routing path asrsimative line 8 to 17 in Figure 4.2.
Taking Figure 4.1 for instance, node M(18) wants to set theimg path to node 1(15).
Node M(18) first computeseqGC D(18, 15) and is aware that their common ancestor is node
A(1). It starts to recursively add addresses of parent ndgle& and 1, into its routing path.
While reaching the common ancestor, node M(18) factoriresquotient ofl5 by 1 and

obtainspfSeq(15/1) = (3,5). It then recursively adds= 3 and1 « 3 x 5 into the routing path.
Consequently, it gets the whole routing path (6; 2, 1, 3, d%ade 1(15).

Hop-by-hop routing

Besides source routing method, we also propose anothenatitee, hop-by-hop routing, to
enable each node to compute the next hop by itself. Althobghmethod might increase
the computation load of each node, it can decrease the heagldread introduced by source
routing. Figure 4.3 is the pseudo code of how a current notle addresgur finds the next
hop for a destination having address.

First of all, the current node also computegGC D(cur, dst) to find the least common
ancestor. If the address of the least common ancestor idesriian its own address, the
current node knows it is in the first segment of routing paitth sends packet to its parent. On
the contrary, if the address of the least common ancestts @ain address, the current node
is in the second segment and sends the packet to the corilethote. The address of the
child node can be computed by multiplyingr with the smallest prime factor of the quotient

of the address of destination by the address of itself.
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selfGedValue=seqGCD(cur, dst);
for (int i=0; i<number of neighbors; i++){
neighborGedValue[i]=seqGCD(address of neighbor[i], dst);
}
gNeighborGedValue = the largest neighborGedValue;
If(gNeighborGedValue>=selfGed Value) {
send packets to the node with gNeighborGedValue;
Jelse if(gNeighborGedValue==selfGcdValue)({
send packets to the parent node;
0}

= 0 00 NN B W=

Figure 4.4: The procedure of setting routing path in theeftidtouting protocol.

We here also take Figure 4.1 for instance to demonstrate bde ©(12) sends packets to
node P(16). Node O(12) first computegGC' D(12,16) and is aware that 4 is the address of
the common ancestor. Since 4 is smaller than its own addtes=sds packets to its parent
node F(4). Node F(4) also computegGC' D(4,16) and gets the answer as 4, which is equal
to its own address. Therefore, the node F computes the shptiene factor of16/4 = 4),
which is 2, and multiplies this value with its own address 4éts the address (2*4=8) of the
correct child node. When node L(8) receives the packets fiode F(4), it also computes

seqGC'D(8,16) and sends packets to node P(16) according to the same precedu

4.2.2 Stateful prime-based self-configured routing protoal

Although stateless routing protocol can configure routiathp without recording any infor-
mation, the routing paths unfortunately ‘are usually longalse nodes find routing paths only
from the branches of the address allocation tree. Howdweretare still some links, like dot-
ted lines in Figure 4.1, not belong to the address allocatem If nodes can also choose these
links as part of their routing paths, the length of routinghpehould be shorter. Therefore, we
propose stateful routing protocol to shorten the routintl oy making each node recording
addresses of its neighbors.

In the stateful routing protocol, each node computes the heg only. When a node
with address:ur receives a packet, it follows the procedures in Figure 4 .fin the next
hop for the destinatiomst. First of all, the node computes theqGC D for itself and all
its neighbors to the destination. If the larges§GC D value of its neighbors is larger than
its own seqGC' D value, it sets the neighbor with the largesyGC D value as the next hop
because that neighbor is nearer to the destination. Otbeyitie node sends the packet to its

parent node as usual.
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We can observe that in Figure 4.1 (d) the routing path fromengdto node | is much
shorter if we apply stateful routing protocol. For node M(1i& ownseqGC D value to node
[(15) is seqGC'D(18,15) = 1, and all neighborsseqGC D values areseqGC D(16,15) = 1
for node P(16)seqGCD(6,15) = 1 for node G(6),seqGCD(9,15) = 3 for node H(9). The
largestseqGC D value of neighbors is 3, which is bigger than its own valuelieréfore, node
M(18) sends the packet to the neighbor node H(9).

We need to mention that each node does not need to be awaie of ihe first or second
segment of routing path as the procedures in the hop-by-reipad. If the destination is its
descendant, it will send the packet to its child naturalhgcsiits child is also its neighbor and
in most cases that child will have the largesiGC D value as its own address unless there is
a link connect to the destination directly. We also take Fegul (d) for instance. When node
F(4) receives a packet destined to node P(16), it compatgsC D (4, 16) = 4, and seqGCD
values of its neighbors are 8, 4, 2 of node,L, O, and B respagtivWe can notice that node
P(16) is a descendant of node F(4), somnede:L (8), a child of irgd) and an ancestor of node
P(16) has the largest seqGCD -value. Therefore, node F@&itsehild node L(8) as next hop
naturally for packets destined to nade P{16).. Consequéhthere is no neighbor having a
largerseqGGC' D value, the node is‘in the first segment of the routing path toain just send
packets to its parent directly.

We have proved in Theorem 3 that the proposed prime-basecs#lgured routing proto-

cols, including stateless and stateful routing protoamds, guarantee loop-free routing paths.

Theorem 3. Prime-based self-configured routing protocol can guarantmp-free routing

path Ny, Ny, N3, ..., N;, from N; to N;.

Proof. Case 1: stateless routing protocol:

In the stateless routing protocol, all routing paths arefiganng based on branches of the
address allocation tree. Since there is no loop in the bemoli a tree, there is no cyclic
routing paths.

Case 2: stateful routing protocol:

Based on the routing algorithm of stateful prime-basedatfigured routing protocol, each

node chooses the neighbor with the largest seqGCD of déstinas the next hop or sends
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packets to its parent if no neighbor has larger seqGCD tlsaomin seqGCD of destination.
ThereforeVi < j, seqGCD(N;, N) < seqGCD(N,, Ni).
Assume there exists a loop in the routing pa&th N, Ns, ..., Ny, which meansiN,, = N,

wherem > n.

| seqGCD(N,, N;) = seqGCD(N,,, Ny)
seqGCD(N;, N;) < seqGCD(N;, Ny)Vj < j

. seqGCD(Ny, Ni,) = seqGCD(Ny 41, Ni,) = ... = seqGCD(Ny,, N,)

According to the routing algorithm, a node sends packetsstparent node only if there is
no other neighbors having a larger seqGCD to the destindfitwo adjacent nodesy,, and
N, .1 for instance, in the routing path have the same seqGCD valiretdestination, there is
no neighbor of the former oné\{,) with a larger seqGCD. In such case, the latter one of two

adjacent nodes is the parent node of the former one.

N, IS the parentofv,

N, 21 the parentofV,,

N,, is the parent ofV,,, ;

SinceN,, is an ancestor aV,,, N,, # N,,. Therefore, there is no loop in the routing path

Nl,NQ,Ng,...,Nk frole tONk |

4.2.3 Performance evaluation

In this section, we study the performance of proposed adohg@snd routing protocols. We
compare the signal overhead and average length of routitng p& our protocol to those of
the OSPF (Open Shortest Path First) [11] protocol. OSPFirskestate routing protocol, in
which each host broadcasts its link status to all other h@dgter gathering information from
all hosts, each host runs a shortest path algorithm, Dgkdtrorithm [58] for example, to find

the shortest paths to all other hosts.
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Figure 4.5: Two network topologies when network size=5d:L(ink=4 and (b) Link=8.
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Figure 4.6: The signal overhead.
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Type O Type 1 Type 2 Type 3

Figure 4.7: Four address allocation types: typeO: fromreémode, typel: from left-top
corner node, type2: from center-top node, and type3: frgim+iop corner node.

We first study signal overhead introduced by our protocol @S&PF under two network
topologies as shown in Figure 4.5. In the first topology, eactle has links to neighbors
in four directions, where each node has links to neighborsght directions in the second
topology. We usé.ink=4 andLink=8 to indicate two different network topologies.

Figure 4.6 presents the signal overhead of two routing paod$an two network topologies.
In our proposed prime-based routing protocol, statelessng protocol does not need to ex-
change any information and thus introduce no signal ovekstateful routing protocol needs
only detect neighbors’ addresses and thus.it causes {ge degree x number of nodes)
signal overhead. In OSPF, each node needs not only detéiokrgjatus but also broadcasting
link information to other nodes; so the-average signal et introduces i&awverage degree x
number of nodes) + (average dégree X network radius x number of nodes). \We can
observe that the proposed routing protocol can signifigatgtrease signal overhead since it
does not need to send routing or link information to othet$ios

Since the proposed routing protocol does not need to exehafgrmation between all
nodes in a network, each node does not know the topology ofentetwork. This might
increase the length of routing path, so we also studied geen@uting length. The proposed
prime-based routing protocol is based on the address &ithaceesults of PNAA, different
address allocation results may influence the average lafgtbuting paths. We evaluated
the average routing length under four different addresscation types by setting different
locations of the root node as shown in Figure 4.7. After dheiieing the root node, we assign
addresses in counterclockwise direction from its bottorghi@or node. Figure 3.6 is the result
of type 1 address allocation method for a 3x3 network, andreid.1 is the result of type O

address allocation method for a 4x4 network.
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Figure 4.10: The hop count difference of different addressgmment type when link=4.

Figure 4.8 illustrates the average path length of both piieeed and link-state routing
protocols based on type 0 address allocation result. Weabdeat the average routing length
increases as the network size increases; and the routigthlehthe first network topology
(Link=4) is longer than that of-the secondtopology (Link=8he routing length of prime-
based routing protocol is a little longer-thanithat of lirikte routing protocol, but we can find
in Figure 4.9 that the difference is always less than one hop.

Figure 4.10 and 4.11 present how different address allmtéypes influence the average
routing length. In a link 4 network topology, only type 0 adsls allocation method slightly
increases average routing length. Type O address allocateihod generates a star shaped
tree, which makes node have a higher probability of findingrthér path by sending packets
to the central of network instead of to the corner node diye€ther address allocation types,
on the other hand, generate more regular tree, so each nod&eetly find the shortest path.
In a link 8 network topology, there are more links and the togy is more complicated. We
can observe from Figure 4.11 that nodes can find shortemgpaths if we assign addresses
from the middle of network, like type 0 and type 2 addresscaifion methods, since these can

generate flatter trees.
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Figure 4.11: The hop count difference of different addressggnment type when link=8.
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Figure 4.12: Theaddress allocation tree with virtual links

4.2.4 Discussion

We discuss our prime-based routing protocols in previogti@es assuming address space
is unlimited. However, some networks might have limitedradd spaces, so we adjust the
proposed protocols to networks with limited addressesigigction.

The adjusted addressing allocation method described itioBe®.3.3 unfortunately vio-
lates the address allocation tree structure. The paremtofatbde H(15) in Figure 3.8 is node
C(3), but they do not have a direct link. This causes probleimsn node H(15) selects its
parent node as next hop in original proposed prime-baseohgoprrotocols because its parent
node C(3) is not its neighbor. Therefore, we add virtualdiak shown in Figure 4.12 to solve
this problem.

Virtual links can be added during the address confirmatiep,sivhich is when the ad-

dress assigning node sendBlCP_Ack message to the new coming node. All nodes along
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Table 4.1: Virtual links recorded by nodes in Figure 4.12

Node A (1) Node | (5)
Virtual Physical Virtual Physical
5 3 1 15
Node C (3) Node F (9) Node H (15)
Virtual Physical Virtual Physical Virtual Physical
15 o* 3 3* 3 9*
1 15 15* 1 9
1 3 5 5
15

* records for virtual link 3-+15

the address assignment path then add virtual links for wadhending nodes in theirirtual
link tables For example, when node A(1) sendsiICP_Ackto node I(15) along the path (I,
H, F, C, A), these five nodes add virtual links for both noded ande A. Table 4.1 shows
virtual link tables of nodes all records of nades for two watlinks 3-15 and 5. In the

following, we will individually detail the adjustments diitee proposed routing protocols.

A. Adjusted stateless routing protocol in source routing mé&hod
Source node finds the routing.path as usual, but checks #& #wsts a record for the
next hop in its virtual link table. If the record is found, itserts the physical node to
the beginning of the routing path. All other nodes receiviagkets will do the same
checking and insert node to the routing path if necessanyeXample, node A(1) sets
the routing path to node I(5) as (1, 5), and it finds the phy$idato address 5 is address
3. Itinserts 3 in the beginning of its routing path and sehdgtacket to address 3. Upon
receiving packets, node C(3) also searches its virtualtible and sends the packet to
address 9. Node F(9) sends the packet to node H(15) and timexlédl(5) in the same

procedure.

B. Adjusted stateless routing protocol in hop-by-hop routng method
We add one step before and one step after the original proeedif stateless routing
protocol in hop-by-hop routing method. Before a node finagstéxt hop, it first checks

if there is already a record in its virtual link tale for thestieation. If there exists a
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Figure 4.13: Example of address allocation tree with virin&s.

record, the node can send the packet to the recorded phgsighlbor directly, like the

case that node A(1) finds the next hop for node 1(5). Othervisenode runs original
algorithm to find the next hop, and then check if there is anetéar such candidate net
hop. If a record matches, the node sends the packet to thecphygsighbor instead of

virtual neighbor as an instant case of node H(5) finding the Inep for node G(8).

Besides adding prior and posterior examinations, we nestat@ a minor modification
of original routing algorithm. Since nodes record virtuialkk for only two ending
nodes, it may cause problems if an-ending node is an inteod# of a routing path.
For example, if a new nade J attaches-to node I(5) in Figur2 dntl obtains address
25 as shown in Figure 4.13,.it will cause’ an infinite loop fodadA(1) to find the
routing path to node J(25). Node A(1) chooses its child ng8eds the next hop for
destination node J(25), and sends the packet to its physagihbor node C(3). When
node C(3) receives the packet, it has record for node I(5)dueécord for node J(25) and
sends the packet to its parent node A(1) again after runhimgouting algorithm, and it
falls into an infinite loop. This problem happens when a nadect a non-neighboring
node as the next hop and such node is not the destination hoaeder to solve this
problem, we make nodes tunnel packets to its non-neighdpahiiid node, which is not
the destination node yet. Node A(1), in the previous exampik tunnel packets to
node 1(5), and nodes C(3), 1(9) and H(15) will search recdodsrode 1(5) instead of
node J(25). After all, the routing path will be correct asIA(C(3), 1(9), H(15), I(5),
J(25)).

C. Adjusted stateful routing protocol
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Figure 4.14: The hop count difference with limited addreszcs.

The adjustment of stateful routing protocol is the same atsahstateless routing proto-
col in hop-by-hop method. We additwo examinations beforeadigd the original state-
ful routing algorithm, and.we alsezmake nodes tunnel paakéheir non-neighboring

internal nodes.

In order to make our protocols fit address-limited netwonkes adjust proposed addressing
and routing protocols, but this might sacrifice the routiegdth. Figure 4.14 is the effect of
address space on the routing length for stateful routingppod. If address space is bounded in
a smaller range, the difference in routing length betweemmthod and Dijkstra algorithm is
larger. Fortunately, the difference is still less than oap &nd reaches the ideal value, which
is the difference value without address limitation, in sdiméted address space. For example,
a 7x7 network needs only 512 addresses to have the ideatgdatigth.

Limited address spaces may also influence address allodatency. If a DHCP proxy
needs to relay requests to its parent node, the responswiiiie longer and the new coming
node should extend its timer to wait for a longer period. €fae, the value of timer at a new
coming node determines how far the node can ask for an addisset the value of timer
as multiples of average round trip time between two adjagedes, and denote the multiple
value adevel If level is equal to one, the new coming node can only havedainess offered

by its neighbors. A smaller level will limit the flexibilityfoaddress allocation and may need
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Figure 4.15: The effect of levels for help on the addressepaguirement.

a larger address space. Figure 4.15 gives us an idea that hoy addresses are required
with different levels. A network with fixed size has the minim address requirement, e.g., a
3x3 network needs at leagt addressesi"Observing Figure 4.15, we only need the minimum
address requirement when we-set level larger than 3.

In a summary, adjusted addressing:andirouting protocolsalae the problem of limited
addresses while sacrificing minor-advantage of routingtleagd address allocation latency.
From the simulation results, we can find that adjusted padsocan still perform as well as
original protocols if providing address space larger thdnfor a network with size smaller
than 10x10. Besides, the latency can also be bounded in 3 tim@und trip time between

two adjacent nodes.

4.3 Summary

In this chapter, we described a prime-based self-configureting protocol to solve internal
routing problems in multi-hop networks with fixed topologjieThe proposed routing pro-
tocol makes use of logical relationship of addressing tesafl proposed PNAA in Chapter
3 to enable mobile hosts configure routing paths by themselVae proposed prime-based
self-configured routing protocol can significantly deceeésth signal overhead caused by

maintaining routing information periodically and pathigetime by soliciting routing paths.
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Chapter 5

External Routing Mechanisms for
Hierarchical Mobile Networks

In the previous chapter, we solved internal routing prolsi&@nmobile nodes. Besides internal
routing, we also need to solve external routing problem,civimeans we need to let each
mobile host be able to route packets to a corresponding modheilnternet no matter which
network the mobile host stays in.«In"5.1, ' we describe the alvarchitecture of external
routing. We can observe that gateways-are always the betisrof traffic between different
networks. In Section 5.2, we proposed a load-balancednmgudrotocol to balance loads
between gateways of a network. To provide host mobility, yglyaand modifies Mobile IP
to make it fit our architecture in 5.3:

In addition, location may also help to enhance routing perénce. For example, when a
mobile host roams into a new network, it needs to performstegfion process before being
able to transmitting packets. If the mobile host has locaiirdormation of itself and other
access routers, it can perform pre-registration to redaocedif delay. In Section 5.4, we will
propose a localization algorithm and describe how locatdormation can enhance routing

performance.

5.1 External Routing Architecture

At least one gateway is configured in each network to helpnatenodes communicate with
corresponding nodes outside the network. There are threBIBMA and three gateways in
Figure 5.1. The first MANET communicates with other nodesgateway A. Nodes in the

second MANET can connect to the Internet via either gateway ®. The third MANET is a
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Figure 5.1: External routing architecture.

stand alone one since it does not have a gateway.

5.2 Load-balancedrouting protocol

A MANET is typically considered as a stand-alone network, ibis important to enable its
Internet accessibility. On one hand, users in a MANET canyetfije tremendous resources in
the Internet. On the other hand, the connectivity betweehipleiMANETSs may be greatly
improved. For such connectivity, several works [2, 63, 2, 28] have proposed possible
architectures by deploying gateways to help mobile hositerpackets to the Internet. Among
these approaches, some takes a proactive approach by mgdif§DV [63], some takes a
reactive approach by modifying AODV [20, 2], while some talkehybrid approach [39].

The system architecture of how to extend connectivity of MAIS to the Internet is shown
in Figure 5.1. We can observe from the figure that gatewayalasgys bottlenecks of external
traffic. We propose a load-balanced routing protocol in $eistion to balance traffic between

all gateways.
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5.2.1 Protocol design

A load-balancing routing protocol is designed to help melhibsts choose their gateways.
We propose Minimum Load-Index (MLI) routing protocol [23, 3/LI tries to dynamically
establish boundaries between gateways’ service rangekingtthe load indices of gateways
and the traffic loads of hosts into account. This scheme Iig iistributed and can be run by
each host independently. Each gateway g will periodicaibalicast advertisement messages
containing its current load index (), which is the ratio of the traffic load of its high-tier
interface to the maximum bandwidth of its high-tier inteda Each host should keep a
record of the load index of its current serving gateway. Waéostr hears an advertisement
from any gateway, the following rules are executed:

1. If x currently has no serving gateway, it choogess its serving gateway by recording
g's current load index and setting the host leading with the shortest distance as its default
gateway. Then rebroadcasts the advertisement.

2. If g is alreadyz’s serving gateway;-should update’s index as necessary and rebroad-
cast the advertisement.

3. If g is different fromz’s current serving gateway, say, thenz will update g as its
serving gateway with a predefined gateway-switching priiball®, only if = has accepted!
as its serving gateway for over a time periodndL, + g—g +A;, <Ly — CT—Q , whereT, is the
traffic index ofz, C,, is the total capacity of the high-tier interfacegfandA, is a predefined
gateway-switching threshold.

The above steps are similar to a diffusion process. A gatewtyless traffic load will
extend its service range, while one with more load will skiiis service range. Note that in
the above rule 3, we do not requireo rebroadcast the advertisement, no matt&ccepts; as
its new gateway or not. We do this on purpose so as to achidesvalgfusion. Otherwise, a
gateway with a very low load will quickly take too many hostsléead to a network fluctuating
situation. As a result, the service ranges of gateways withtiended at most one hop in each
advertisementP, andA,; are designed with the similar purpose.

Taking Figure 5.2 for example, there are three sub-MANETk leiad indices 0.5, 0.8, and

0.6, respectively. Then will chooseC as its serving gateway according to rule 1. Suppose
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Figure 5.2: An example of load-balanced routing protocol.

thatn has a very high traffic load and thus saturates sub-MAKEThen this may force host

k to move to sub-MANET B.

5.2.2 Performance evaluation

We have implemented a prototype in.an.environment with fiid IBptops, and each with
an 802.11b NIC working in ad hoc mode. Two of them equipped B#S handsets are
gateways. The operating system is the Windows 2000 AdvaSeeder supporting the fol-
lowing services. First, we activate the “Internet Conrmttbharing” service on gateways to
share their Internet connections with other hosts. Sedabed'DHCP Server” service is also
opened in each gateway. Third, the “Routing and Remote Atsesvice is activated in each
host to offer routing services and to drive the TCP/IP foduag engine.

We embed our MLI routing scheme in DSDV [43]. In DSDV, hostsleange routing
tables with neighbors. We create a MLI routing table with twore fields:gateway indication
andloading The former is to notify whether this routing entry is geriedaby a gateway or
not, and the latter is to record the load index and capacith®fgateway. We wrote a MLI
daemon for hosts to periodically exchange and update thelirduting tables. Besides, the

MLI daemon is also responsible for updating the system mgutable that is actually used
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Figure 5.3: The testing environment.
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Figure 5.4: (a) selection of gateway-by-hestN5, and (b) trédads at gateway N1 and N2.

to forward packets in each host. Wheneverthe MLI daemorddsdio change gateways, it
updates the routing entry of its home agent in the systenmngtable.

We present some performance results observed from our in@pigation testbed. The
testing environment is shown in Figure 5.3. In the beginningre are two separate MANETS:
N3 connected to gateway 1 (N1) and N4 connected to gatewa@p (fhen a new host N5
arrives, which can connect to both N3 and N4 and needs to caoncate with a corresponding
node (CN) in the Internet. We run a FTP session between N5 hd\€ also generate some
random background traffic ranging from 2 Kbps to 8 Kbps fromad@ N4 to CN, and study
the throughput between N5 and CN.

Figure 5.4 (a) illustrates how N5 chooses its serving gageg@en the traffic loads of
gateways in Figure 5.4 (b). We observe that in general N5laose the lightest-load gateway
without problem. However, there may be some delay beforeghe gateway can be selected

because of the broadcast periods of gateways (here we geribd to be 10 seconds).
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Figure 5.5: Trace of N5’s throughput over time.

Table 5.1: The impact of traffic.fluctuation to load-balamgcprotocol.
Variation period .»60 sec. 90.sec. 120sec. 150 sec.

Load-balancing = 1176:42 *1342.65 1446.23 1419.69
Stick-to-N1 1357.91 144548 1121.95 1377.74
Stick-to-N2 1400:30-71403.27 1286.68 1246.59

Figure 5.5 traces the throughput of N5 when our load-bafen@uting protocol is applied
or not. The traffic being generated is the same as Figure %.4\b see not only seamless
handoff of N5 between gateways, but also quite stable thmpuigconnecting to CN. On the
contrary, the throughput of N5 fluctuates if N5 sticks to NINGx.

We mentioned earlier that the broadcast period of gatewaysdrlay a host's gateway
selection. Here we set the broadcast period to 10 seconds and second, but vary the
traffic loads of N3 and N4 every 60, 90, 120, and 150 secondshAwn in Table 5.1, when
the background traffics fluctuate too fast (variation petetbw 90 seconds), N5 may not
choose the correct gateway in time. The degradation of gedtaoughput is due to handoff
overheads (such as Mobile IP re-registration, during whicglpacket will be sent to CN, thus

causing waste of bandwidth).
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Figure 5.6: Mobile IP operation scenarios.

5.3 Mobile IP Adaption

Mobile IP [6] is a good solution te:Supporting seamless catior for mobile hosts while
roaming. Mobile IP works by -allowing-a-mobile node (MN) to b&saciated with two IP
addresses: home addresand a dynamicare-of addressThe home address is fixed, and the
care-of address changes at each new point-of attachmera boténnet. The home IP address
assigned to the mobile client makes it logically appear deefmobile node is attached to
its home network. The care-of address identifies MN’s curtepological location. For a
correspondent node (CN), the MN seems to be attached toriie hetwork all the time.

As shown in Figure 5.6, two mobility agents are deployed bpiledP. Home Agent (HA)
locates in a home network to receive traffic destined to MNmB IP address when MN is
not physically attached to the home network. When MN atta¢bea foreign network, HA
tunnels traffic to a Foreign Agent (FA) using MN'’s currentesaf address like MN1 in Figure
5.6. Whenever MN moves its point of attachment, it regiséen@w care-of address with its
Home Agent.

HAs and FAs regularly broadcast agent advertisements. Ve@8heviIN receives an agent
advertisement, it can obtain an IP address. The MN may atsadiast an agent solicitation
that will be answered by any FA that receives it. Thus, agdwnédisement procedure allows

for the detection of mobility agents, lets the MN determine metwork number and status of
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Figure 5.7: An example of ping-pong routing for an MN attaxhe a hierarchical mobile
network.

its link to the Internet, and identifies whether the agenthieor a FA. Once an MN receives
a care-of address, a registration process:is used to infegrhlA of the care-of address. The
registration allows the HA to update:itsrouting table tolunie the mobile’s home address,
current care-of address, and a registration lifetime.

Mobile IP provides another alternative to let MN have a ccated care-of address without
support of FAs. In this case, MN like MN2 in Figure 5.6 needddtect movement by sending
router solicitation periodically. Once it finds it movesarat new network, it needs to acquire an
co-located care-of address, which can be obtained by rgridkhCP client. The registration
process will also be triggered after MN having an addresgendards, HA tunnels traffic
destined to MN to its co-located care-of address directly.

We can apply Mobile IP to solve roaming problems when an MNme@&to a MANET.
However, it may cause polygon or ping-pong routing when Mbim into a hierarchical
mobile network. As shown in Figure 5.7, an MN attaches to MRBich is in a hierarchial
NEMO with ancestor mobile routers MR2 and MR1. When CN sengdacket to MN, the
packet will be routed to MN’s home network and be intercefted/ A, N. HA,;N checks

its routing table and tunnels the packet to MN's care-of adslrwhich is MR3’s home address.
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The packet then will be tunneled t6A,,R3, H Ay, R2, HA,;R1 in order. At last, the packet
will be tunneled to MR1. MR1 decapsulates the packets andafi@r to MR2, and then to
MR3 and MN similarly. This problem can be solved by Reversatig Header [40], which
records the path from MN to CN. Therefore, CN can sends pad&e¥IN by proceeding the

reverse routing path from MN to CN.

5.3.1 Problems of roaming in public networks

There is a problem for LFNs in a NEMO. LFNs not like MNs haveyonhe address. While
CN sends a packet destined to an LFN, the packet will be rowte@dR’s home network.
Unfortunately, LFN has left there already, and the HA of MReslmot have any record for
the LFN, either. In the specification of Mobile IP, LFN could treated as an MN, so HA
will have records of all LFN in the NEMO. However, each LFN iretNEMO needs to send
registration request as a normal MN does whenever the NEM@hsanto a new network.
This may cause huge overhead and HA alsa needs to storeo¢sreaord. Thus we propose
a method to reduce signal overhead.

The proposed method makes MR to‘register for all LFNs in ilsetwork by sending its
network prefix to it HA only. As a result, HA needs to store onlye more record for each
MR. Whenever the HA receives a packet destined to any nodmpelto a subnetwork with
the same prefix it records in its routing table, it just tusrtble packet to the care-of address

of MR as recorded in its routing table.

5.3.2 Problems of roaming in private networks

Although Mobile IP [6] can maintain seamless connectionMis while roaming, mobile
nodes are limited to roam in public networks. One reasoraisHifAs can not tunnel packets to
a private IP address. Another reason is that the originaldP-tunnels hide port information,
making Network Address Translation (NAT) servers unabldddhe translation. However, it
is normal to configure a MANET as a private network like Figbire, and it will cause problem
if an MN roams into a private MANET. To maintain correct tufsi® mobile hosts in private
networks, we adopt a mechanism callAaT traversal19]. It applies UDP tunneling, which

encapsulates an extra UDP/IP header outside the IP paymadovide port information to
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Figure:5.8: Operations of-NAT traversal.

NAT servers.

Figure 5.8 shows how NAT traversal works. There are four N&vers and two gateways
(one using GPRS and one using PHSAT1is the NAT server in the GPRS core network,
to whichNAT2is connected, antAT4is the server in the PHS network, to whibAT3is
connected.l P, ppl/lI P,_py denotes the IP address of a hdstvhen it is in a public/private
domain. For example, the GPRS gateway has two interfatBg.47-_py2 0on the low-tier
network andl Py 4r2_py1 On the high-tier GPRS network.

Consider a mobile noddN, which has a permanent addrd9%,, v_r51 and a home agent
(HA) with an addresd Py 4_pp1, in a public networkPBL Suppose thaN moves into a
MANET and obtains a CCoA Py,;y_py2 assigned by the gatewdyAT2 MN will send a
registrationrequestto inform HA its new care-of address via its serving gateway (step 1).
When forwarding the requestIAT1andNAT2will update their transition tables (steps 2 and
3). WhenHA receives thigegistrationrequest it compares its source address against the

CCoA that it claims. If they are not compatibleA considersvVIN as inside a private network

51



and registerd Py 471_pp @SMN'’s care-of address (step 4). Later on, for each packet from
CN destined toMN, an extra IP/UDP header will be added (step 5). Be#&iT1land NAT2
will translate the packet according to their DNAT trangitiules (steps 6 and 7). Similarly,
wheneverMN wants to send a packet, it also encapsulates an IP/UDP hésdpr8). The
SNAT transition rules will then be used to forward the patkédA (we omit the details here).
On receipt of the packeljA then decapsulates the IP/UDP header and forwards the gacket
CN.

When MN roams into a different sub-MANET, we allow it to keep its cafeaddress.
However,MN has to re-register witRlA (this is not required in typical Mobile IP); otherwise,
HA and the NAT servers will not have correct transition rulest &ample, wheiMN moves

to NAT3 a re-registration will be sent tdA (step 9).

5.4 Location-assisted routing enhancements

Besides balancing traffic between gateways and-scheduéfig tto improve routing perfor-
mance, location information canalso help mobile host tdeqackets correctly or reduce
handoff latency while roaming, .In.this'section, we presemw lto locate mobile hosts or

mobile routers and how location information can enhancémgyerformance.

5.4.1 Localization algorithm

There are lots of localization algorithms [15, 38, 62, 65,2, 27, 28] to locate mobile hosts.
The easiest way is making each mobile host equip a Globali®usig System (GPS) module.
However, GPS modules are still expensive and they are lihmteutdoor environments. Other
localization algorithms usually estimate location acaagdo some nodes with fixed or known
positions. In general, there are two steps to locate a mbb#é The first one is to estimate
the distance of the mobile host to fixed nodes. As shown inrEigLo, distances from MN
to BS1, BS2, and MR need to be estimated in the first step. Tdtardie can be estimated
according to received signal strength (RSS), time of dr(i'@A), or round trip time (RTT).
After estimating distances, the location of MN could be ghdted in the second step. At least

three equations are necessary to resflvg, =), so at least three reference points are required
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Figure 5.9: lllustration of locating an MN.

to locating an MN.

di = /(= EPF = g2 (2 — 2)2 + ¢

In the architecture of hierarchical mobile network, we mhkse stations and MRs with
GPS modules as reference points as shown in Figure 5.9.dr ®Ns or MRs without GPS
modules can be located by these reference points. We takddR®$ample to describe the
scenario of locating the MN. MRs with GPS modules need tont¢peir location to a location
server, which has location information of all referenceng®i The MN periodically detects
strength of received signal from all nodes and sends detedt@mation to the location server.

After calculation, the location server can recognize wiibeeMN is.

5.4.2 Location-based fast handoff

Once we know the location information of all MRs and MNs, wa& caake MNs perform
pre-registration to proper base stations or MRs. All mohibsts update their detected sig-
nal strength to the location server periodically. When an 8#tect that the received signal

strength of current attach point is beneath a thresholdnils request to the location server to
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Figure 5.10: An example of selecting candidate points fernggistration.

ask for candidate points to perform pre-registration.

There are two NEMOs forming-by MR1and MR2 in Figure 5.10. MRirently attaches
to BS1 and MR2 attaches to BS3. MR1 detectsthe decremengmdisstrength from BS1
while moving and sends a request to the location; server. tlaycaerver searches location
database and reply candidate pointsincluding BS2 and®838R1. The other moving node
MN1 attaching to MR1 also sends a requestto the centralze@sas it gradually departs the
transmission range of MR1, and receives response with datepoints MR2. Note that MNs
except MN1 moves with MR1, so they can still receive high gualf signal strength of MR1
and will not trigger pre-registration process. This canumunnecessary signal overhead

caused by pre-registration.

5.5 Summary

This chapter proposed several mechanisms to solve exteyathg problems when MNs
roams between different networks in a hierarchical molelevork. Generally, a gateway can
be configured in each network to help nodes communicate wittesponding nodes outside
the network. We proposed a load balanced routing protocbhtance traffic loads among
multiple gateways and prevent any one gateway from beintydlffec bottleneck. A prototype

is implemented on Windows platform to verify our architeetand testing results do show
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the benefit of load-balancing routing. We also modify Molieto support host mobility in
hierarchical mobile networks. Besides, a localizatioroatgm is proposed and the location

information can help mobile hosts perform pre-registratmreduce handoff delay.
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Chapter 6

Information Provisioning Mechanisms for
Hierarchical Mobile Networks

After solving basic addressing and routing problems indrigrical mobile networks, we need
to provide services to users. This may cause two problems.fiidt one is that the external
bandwidth of gateways are shared by all users in the sameretand such scarce bandwidth
usually is the bottleneck of external traffic.” Therefore, pyvepose a load-based scheduling
mechanism to further help gateways efficiently utilize exa¢bandwidth in Section 6.1. The
second problem is that in the environment of hierarchicabileoetworks, information might
be distributed all over the network or.in various mobile degiof users while wireless accesses
provides high flexibility and convenience tousers. Howghes may cause problems for users
to manage their personal information. We need mechanistore imformation and help users
manage and access their information efficiently. The pregpasechanism will be described

in Section 6.2

6.1 Load-based scheduling mechanism

We mentioned in Chapter 2 that although MONETs can extendaocessibility to the In-

ternet, some problems [60, 56] still remain to be solved teetbe MONETSs can be widely
deployed. Among these problems, performance issues neleel ¢onsidered when lots of
users share the limited bandwidth, especially when a MONEVas in a high speed. When
the MONET moves fast, a high-tier network like GPRS or WCDMN@#Na2000 in the future
must be applied. However, the low data transmission ratbeohtgh-tier network might not

be enough to serve all nodes in the MONET. Therefore, we foaube performance issues
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and study how to utilize the limited wireless bandwidth & MONET more efficiently in this
section.

In this section, we will propose a hierarchical-proxy atetiure with a load-based schedul-
ing scheme [24] that can utilize scarce wireless bandwitftbiently to fulfill the requests

issued from the nodes in MONETS.

6.1.1 Two-tier architecture

A two-tier wireless network can provide a broad coveragé wie high-tier wireless network
and a high data transmission rate with the low-tier wirelestvork. When the MONET
moves slowly or stops within the coverage area of a low-tieelss Access Point (AP), it
may access the Internet through the low-tier wirelessfiaterto provide high bandwidth to the
local nodes. On the other hand, when the MONET moves fasbatside of the coverage area
of the low-tier network, it may attach to the high-tier wess network to provide continuous
Internet access to the local nodes.  The deployment of ®roatireless networks has been
described in [16]. Without loss' of generality, we assumé tihe low-tier networks are built
only at the stations. Therefore'the MONET can access theneitenly through the high-tier
network when the train moves outside the stations. As a cuesee, a two-tier MR needs to
be equipped with at least three interfaces, two externatfeates and one internal interface.
The MR can thus attach to the Internet through the two extémtexfaces and communicate
with local nodes through the internal interface.

Figure 6.1 shows the hierarchical proxy and two-tier aegtiire. There are three hierar-
chical proxies, denoted as Local Proxies (LP), Station itsofSP), and Global Proxies (GP).
An LP is located within a MONET and is responsible for cachting content retrieved from
the Internet or buffering the requests that are suspendsdfoe reason (to be explained later).
A Global Proxy (GP) is situated at some place in the Interndtaan cache contents retrieved
from the Internet to shorten the wired-side Internet acdesay. If the GP is far away from a
station, an SP can be deployed at the station to furthereshtire wired-side communication
delay. That is, the SP can cache the information forwardau the GP and rapidly transfer-
ring, through the low-tier wireless network, the infornoatito the LP in a MONET when the

MONET arrives at the station. Furthermore, because SPsxa@ Hiosts that can access the
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Station 2

Figure 6.1: The hierarchical-proxy architecture for twar-tvireless networks.

Internet through the wired network, SPs can access infoomdirectly from any servers in
the Internet. Therefore, the GP may distribute its load bwé&wding requests to some appro-
priate SPs. The SPs can then access information directlty $ame servers in the Internet
and later deliver the information to the destined LPs thiothg low-tier networks. In the case
where the GP can deliver information to stations quicklylegig SPs may not be necessary

to the load-based scheduling seheme:

6.1.2 Load-based scheduling scheme

In this section, we describe the detailed operation scesna the load-based scheduling
scheme in a multi-service environment, which provides aetarof services such as web
browsing, FTP, e-mail and etc. In sections 3.1, we presenferation scenarios in the
load-based scheduling scheme when SPs are not deployesl stations. We then revise the
operation procedures of the load-based scheduling schesextion 3.2 for the case where
SPs are deployed in the stations so that we can further shitbeevired-side delay or distribute
the load of the GP.

We first classify services into lightweight services andvyaaeight services according to
the data size of responses to the requests of services. &ompéx web and telnet services
would likely be the lightweight services and FTP serviceslieavyweight services. For the

lightweight services, users would expect to receive resgewithin a small tolerance time be-
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Figure 6.2: The load-based scheduling scheme without SPs.

cause of the intrinsic interactive-nature of the lightweigervices. However, for heavyweight
services, users could normally:tolerate longer time to lyetesired responses just in time or
before the time they leave the-MONET. Therefore-the loackthasheduling scheme aims to
use the wireless bandwidth more efficiently to transfer hathvyweight and lightweight re-

sponses within the respective tolerance time. The unaeyigiea of the proxy-based schedul-
ing scheme is to reserve scarce high-tier wireless banbwvadthe lightweight services and

avoid wasting wireless bandwidth for those requests thaheaer be transferred to the users

within their tolerance time.

1. Load-based scheduling scheme without SP

If SPs are not deployed in stations, the load-based scmepdstiheme can make use of
the GP and LPs to leverage the performance of MONETs. Eacls ERuipped with a timer
to guarantee a maximum time delay. The responses could lreghks or the status of the
requests according to the types of responses. Figure 6r8smys the network topology
without SPs. When a MONET moves between stations, the MRlatato the high-tier
network. Users behind local nodes send requests to the LReaaive results if cache hits in

the LP (process a). Otherwise, the LP forwards requestetGk If the GP has the requested
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Figure 6.3: Sequence diagram whenthe MONET is moving (witiss).

information, the GP will return-the information to the LP life size of the information is not
large (process b). If the size of the.information is large, @GP will buffer the information
and inform the LP to suspend the‘request. Later, when the MO Eves at a station, the LP
resumes the suspended requests through the low-tier nefprocess b’). If the GP does not
have the requested information, it needs to retrieve inébion from the designated servers
(process c). In the following paragraphs, we will explaia sequence diagrams of the detailed
operations first when the MONET is moving between statiortstaan when the MONET is

staying within a station.

(1) Moving between stations
When the MONET is moving between stations, we need to cothiwlusages of the
limited bandwidth of high-tier networks. The GP is respbfesfor suspending heavy-
weight requests or aborting the requests that could notinsfeerred to users before the
tolerance time.
As shown in figure 6.3, each request with a cache miss in theslaBsociated with a

timer to guarantee that users receive the responses osestattithe requests within a
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maximum time delay. When a cache miss occurs for a requesk,inhle associated

timer may expire before the LP receives the response frors&df the timer expires,

the LP will send a delay message to inform the user that theestqs still under trans-

mission (message A of figure 6.3). Other operations, for #se avhere the timer does

not expire, are described in details as follows.

a A user sends a request to the LP.

b

c

d

The LP queries the local cache.

If cache hits, the LP replies the response immediately tasiee. If cache misses,
the LP redirects the request to the GP, starts the timer,resslts the request to a

waiting queue.

The GP checks if the respense is in its local database.

e If cache misses, the GP connects to the original server.r®ibe the GP analyzes

f1

f2

the size of the response and determines whether the requeebleavyweight or a
lightweight service, and then'estimates whether the respoauld be transferred
successfully within the tolerance time, according to thee sif the response and

the current bandwidth of the communication link.

If the GP finds that the response, either a heavyweight otigight service, can-
not possibly be transferred to the user before the toleréimes it will send an

abort message to the LP and thus save the bandwidth for @feests. For the
same reason, if the GP finds that the transmission time ofppnse that is cur-
rently under transmission has already exceeded the taketame, it will also abort
the transmission. When the LP receives the abort messagédli®GP, it removes

the request from the waiting queue and informs the user.

If the request is a heavyweight service and could be possiadhsferred before
the tolerance time, the GP will buffer the response and samsidspend message,
instead of the response, with an estimated transmissiantbrthe LP and then to

the user. (The response will be sent to the LP later when th&lEMOis within the
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coverage area of the low-tier network.)

f3 If the request is a lightweight service and could be posdilalysferred before the
tolerance time, the GP will send the response to the LP amdtthie user. Once
the LP receives the response from the GP, it removes thesefijam the waiting

queue.

g, h,i g, h, i. When the GP receives the response of the cache-ngjassefrom the
original server, it caches the response, analyzes thensspi@e step e, and sends

the response to the LP like step f.

(2) Staying within a station
When a MONET arrives at a station, the LP can communicate &GP through the
low-tier interface of the MR. Operations performed by the aritl the GP during the
staying period are similar to that during the moving perextept step f2 and i2. Since
the MONET attaches to the low-tier. network, the responsenavyweight services
could be transferred to theiLP directly. Besides, the LP sdsames the heavyweight

requests suspended during the moving period.
2. Load-based scheduling scheme with' SPs

When we know the moving track of the MONET, we may add SPs &bstto further
shorten the wired-side delay or distribute the load of thel@khis subsection, we revise the

operation procedures for the case where SPs are deployleel stetions.

(1) Moving between stations
Figure 6.4 shows the message flows and operation scenatios loiad-based schedul-
ing scheme with SPs. The message flows are similar to thobe inad-based schedul-
ing scheme without SPs. The differences are step f2 andatéftihe GP classifies the
request as a heavyweight service and determines that {henss could be transferred
to the user before the tolerance time, the GP may sends thestand its corresponding
response to the SP that the MONET would stop next. When the ED&irives at the

station, the LP can access the response locally from the SP.
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Figure 6.4: Sequence diagram when the mobile network ismgawvith SPs).

It should be noted that, in figure 5, we assume the GP fetcleagtluested information
itself, instead of forwarding the requestto.an appropi&Reand having the SP fetch the
information requested. However, if the GP were overloadedcould have distributed

the requests to appropriate SPs.

(2) Staying within a station
When the MONET is staying in the station, operations are #mesas those in the
scheme without SPs except that the LP can now access informfedm the SP. Since
the GP has already transferred the response to the SP incagva® can eliminate the

wired-side delay between the GP and the SP.

6.1.3 Performance evaluation

We simulate the load-based scheduling scheme without S&tsdy the effects of proposed
proxy architecture and scheduling scheme on the wireletsgones. Without loss of gener-
ality, we assume that the MONET moves in a ring of 30 statioits wn equal inter-station
traversal time and stays at each station for one minute irsithelation. Furthermore, the
number of stations a user can traverse follows a uniformmibdigion with a maximum of 30

stations. Service requests arrive in a Poisson distribwtith a mean arrival rat@, and the
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Table 6.1: Simulation Parameters.

Parameters Description Default value
A Mean request arrival rate (per second) 0.5, 1, 2, K, 20
A Inter arrival time Exponential {)

S Avg Mean size of response (Kbytes) 10
S Size of response (Kbytes) Geometric (/S 4vg)
M Ratio of moving period to staying period 15
H Percentage of heavyweight services 0.4
Percentage of the low-tier bandwidth that
L lightweight services can use during stayo.1
ing periods
r Hit ratio of LP 0.5
R Hit ratio of GP 0.5

Tiight Tolerance time of lightweight services (s)L0
Theay Blerance time of heavyweight serviceg j,
Biow Bandwidth of low-tier networks (Kbps) 5000
Bhigh Bandwidth of high-tier networks (Kbps) 50

I Internet Access (ms/Kbyte) 1

data size of responses follows a.geometric distributioh aitneans 4,,. Other parameters
are summarized in Table 6.1.

We show the completion rate and the average waiting timedtr lghtweight and heavy-
weight services. The completion rate is defined as the pilityathat a user can receive
response completely before the tolerance time and thengditine is the elapsed time from

the time a request is issued to the time the correspondipgmes is received completely.

1. The effects of the hierarchical-proxy architecture in two-tier networks

Figure 6.5 presents the completion rates in two-tier andlsihigh-tier networks with
different hit ratios of the LP, denoted asIn general, the completion rate increases witiut
decreases ak increases. When the arrivals saturate the wireless batiuwetween the LP
and the GP, the completion rate reaches its lower bound. dvirer Ibound of the completion
rate equals for both lightweight and heavyweight services. Furthemmtine completion rate
of service requests in two-tier MONETS reach the lower bowmoudh later than that in single
high-tier MONETSs. The reason of the delay is that the twoME©NET offers much higher
wireless bandwidth than the single high-tier MONET does.réddwer, because we assume a

higher tolerance time for the heavyweight services, thepetion rates of the heavyweight
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Figure 6.6: Average waiting times.in'two-tier and singletiger networks.

services start to degrade much later than that of the lightweervices do.

Similar to Figure 6.5, Figure 6.6 presents the effect onayemaiting time. The average
waiting time decreases asncreases and increases with Similar to the completion rates,
the average waiting times also reach the upper bound whetdffie saturate the wireless

bandwidth. The upper bound of average waiting tiiig Y can be estimated as follows.
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Figure 6.7: Average waiting times with different hit ratiosthe GP.

Lightweight services:
S

P{X =k}
Wy = (1 —=1r) X Tjigny + 1 X (E —————= X k) X 8/Bjgy
— P{X < S}
Heavyweight services:
=, P{X =k
WUZ(I—T)XTheavy+TX( E ﬁXk)XS/BZOU)
k=8-+1 =

Again, the average waiting time in two-tier MONETSs reachesupper bound much later
than that of single high-tier MONETs. However, it should lmed that in our load-based
scheduling scheme, the heavyweight services could onlsabermitted over the low-tier net-
work when the MONET stays within a station. Therefore, therage waiting times of heavy-
weight services in two-tier MONETSs are larger than that mg high-tier MONETs when
the arrival rate is small.

Figure 6.5 and Figure 6.6 have shown the effects of the LPhanelFigure 6.7 illustrates
the effects of the GP. When a request results in a cache niiss &P, the GP needs to fetch
the corresponding response from the original server. Fegdhformation across the Internet
will result in an extra delay. However, if the size of the infation requested is small, the
delay may be negligible. Therefore, as shown in Figure 6,Alfe effects of the hit ratios of
the GP [®) are not obvious for the lightweight services, and theréésregative correlation

between the waiting times anf for heavyweight services. On the contrary,/asncreases
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the waiting time decreases for the heavyweight services.
2. The effects of the load-based scheduling scheme

We will analyze the effects of the proposed load-based sdimegdscheme in this subsec-
tion. Since the effects of hierarchical proxy and two-tietworks have already been studied
in the last subsection, we will present only-the simulatiesutts under two-tier wireless net-
works with both GP and LPs in this subsection.

Figure 6.8 illustrates the effects of the load-based sdiveglscheme on the average wait-
ing time. The load-based scheme could reduce the averagagviimes of the lightweight
services, but will increase the average waiting times ohisvyweight services. The reason
is we allow the heavyweight services only being transfethedugh the low-tier networks.
Therefore, requests of heavyweight services issues betastagons cannot be served by the
proxies until MONETS arrive at stations, and thus the avenagiting time of heavyweight
services increases.

Figure 6.9 illustrates the effects on the completion rata@foad-based scheduling scheme.
The load-based scheduling scheme could significantly aseréne completion rate of lightweight
services with a slightly decrease in that of heavyweightises. In other words, the load-
based scheduling scheme could significantly increase tmpletion rate of lightweight ser-

vices and still maintain about the same completion rategafyweight services.
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Figure 6.10: Performance for different ratios of movingipés to staying periods.

3. The effects of other environment factors

We would also like to examine the effects of other environnfi@ectors. Because of the in-
teractive natures of lightweight services and the judirime natures of heavyweight services,
we will focus our discussion on the average waiting timeslifginttweight services and the
completion rates for heavyweight services in the follonamglyses.

Figure 6.10 shows the effects of the ratios of moving peritedstaying periods of the
MONET, denoted ad/. WhenM is small, the MONET stays at the station relatively long. In
our simulation, we reserve 10% of the low-tier bandwidthjalihis 10 times of the high-tier
bandwidth, to the lightweight services. Therefore, whendvkialler, the average band-
width allocated to the lightweight services is higher, amastthe average waiting times of the

lightweight services are shorter as shown in Figure 6.10 @) the other hand, the heavy-
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Figure 6.11: Performance for different percentages of Z\gaight services.

weight services can only be transmitted during the staymgod. An increase inV/ will
result in a decrease in the completion rates of the heavywsgyvices, as shown in Figure
6.10 (b). If M is so large that the duration of one moving period exceed®thence time of
heavyweight services, the request of a heavyweight secaoenly be served in one station
at most. Therefore, whel is large; the completion rates are low even when the arniald

is light.

Figure 6.11 shows the effects of the percentage of the heaginvservices, denoted as
H. WhenH is large, most requests.are heavyweight services, and titidth of high-tier
networks is sufficient enough to serve lightweight serviddgerefore, when H increases, the
average waiting times of lightweight services decreasshawn in Figure 6.11 (a). On the
contrary, as shown in Figure 6.11 (b), the completion ratégavyweight services decrease as
H increases because more heavyweight services will shabattividth of low-tier networks
whenH is high.

Figure 6.12 presents the effects lof which is the percentage of low-tier network band-
width that could be used by the lightweight services. As showFigure 6.12 (a), the higher
L is, the more the bandwidth lightweight services can use,thuasl the shorter the average
waiting time of lightweight services is. However, whéns high, the bandwidth allocated for
heavyweight services is relatively low. Therefore, as showFigure 6.12 (b), the completion

rates of heavyweight services drop wheimcreases.
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Figure 6.12: Performance for different percentages oftiewbandwidth for lightweight ser-
vices.

6.2 Hierarchical personal information management

In the past decades, memory hierarchy runs very succegsiuthanaging data in computer
systems. In computer systems, hard disks play as permatoeags devices to store large
amount of information, but they.are limited in the accessdpdesides, not all information
is required by Central Processing.Unit (CPU) in atime, ang tnly necessary information
will be copied to the main memory; which has higher accesedpigan hard disks have. In
order to further increase accessing speed, people addsceloiser to or even in the CPU. In a
summary, the closer a memory is to a CPU, the higher is itssac@eed and cost per bit, but
the less is its storage space. Based on the concept of meneoaydiny, computers can give
advantages for both access speed and data storage space.

Personal information such as e-mails, schedules, addoeds bmemoranda or business
cards is another sort of huge amount of data for modern péopleanage. With the advance
of technologies, people now may manage their personalnrdtion via various devices, such
as cellular phones, Personal Digital Assistants (PDAss@®l computers, or even informa-
tion servers directly. The roles and behaviors of thesecés\are very similar to those storage
components in computer systems. Take Figure 6.13 for exgnmbbrmation servers located
in the Internet behave like hard disks to store huge amoupteohanent information. Ev-
ery user is like a program and copies his own personal infoamao a personal computer.

However, it is not always possible for people to have theispeal computers in handy. To en-
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hance the portability, people may copy-their informatiomaiaptop, a PDA or even a cellular
phone. It seems that we can apply;the successful experiémeeroory hierarchy to manage
personal information for multiple"devices to gain both ateges of portability and storage
space. Unfortunately, the characteristics.of personatinétion are not totally same as what
of data in computer systems. As a result; the policies applienemory hierarchy can not be
applied to information hierarchy directly.

The success of a memory hierarchy lies on the program behawoording to the tem-
poral and spatial localities of accessing patterns, coerputan decide which data should be
copied to caches in advance or which data should be replacethes. However, users be-
have different while accessing personal information, aaibus services may also influence
their accessing behaviors of personal information. Theegfit is not easy to decide which
information should be transferred to or be replaced in necdh@vices.

Personal information is more complicated than each daty entomputer systems. In
computer systems, each data entry has a unique addresh, salnidead to a single data entry
no matter the data is in the hard disks, main memory, or cadkegertheless, an identity of
personal information usually corresponds to a group of.data example, the identity of an

e-mail corresponds to at least the sender, title, dateeobwf a message. We do not need
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to treat all fields of information as an atomic data, since e not equally important and
necessary to users especially when users use limitedfoesmwobile devices. Consequently,
different mechanisms are required to manage compoundrparisdormation.

In this section, we propose architectureRaefsonal Information Hierarchy (PIH64] and
access policies according to the characteristics of patsnformation services. Since dif-
ferent users or services may lead to various accessing ioebathe proposed PIH manages
personal information based on user and service prefereficasidition, a single row of per-
sonal information consists of several fields of informatiand thus the proposed PIH also
performs abstraction to extract important fields of persoriarmation. Only important fields
of information would be sent to mobile devices to reduce the sf information transmitted

in the scarce wireless bandwidth and stored in the limitechorg space of mobile devices.

6.2.1 Personal information hierarchy

Like the memory hierarchy, PIH consists of layered reposio(Figure 1). Memory hierar-
chy emphasizes the accessing speed from.CPU, and the Plldrbmespects the accessing
speed from users. Users can: carry mobile devices havinghmbrtability to increase the
access speed, but such devices-are usually limited in tleegsing power and storage space.
Information servers on the Internet can make up the storeg@rement. In a summary, in
the PIH, a preceding layer starting from mobile devices &itifiormation servers has higher
portability but less storage space and computing powerdlgarccessive layer.

Mobile devices play roles as caches in the lowest level inRit¢ Mobile devices can
provide high access speed but poor storage space to users.s@me information is missing
in mobile devices, it needs to be retrieved from the Interiéithout loss of the portability,
mobile devices in the PIH need to have the ability of wirelssmunication, such as Wireless
LAN (WLAN) or cellular interface like General Packet Radier8ice (GPRS) or Personal
Handy-phone System (PHS). Mobile devices can also have stimee short range wireless
transmission interface, such as Bluetooth or infrared, fmysommunicate with other mobile
devices. For example, user B in the Figure 1 can connect tptaddy Bluetooth to retrieve
data when information is missing in his PDA. The multipledesy of mobile devices are like

multiple caches, and they can reduce the latency of estatdi€onnection to the servers in
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the Internet when each miss occurs.

The personal computer and information servers locatedarriternet are the backups of
mobile devices, and they act like the main memory and hakkdisthe memory hierarchy
respectively. There may be many information servers @gstn the Internet to provide var-
ious kinds of personal information services, and thus thegmal information of a certain
user may exist in several places on the Internet. The pdrsomgputer behaves like a bridge.
On the one hand, it gathers and stores information from in&ion servers, and provides
information to mobile devices whenever information migsom the other hand.

Memory card in the PIH is an additional component to perfouthantication and per-
sonalization. Without doubt, personal information is vienportant and private to the owner,
and thus authentication is required in the PIH. Howeverirtb#icient input interfaces of mo-
bile devices might harm the pleasures of using serviceseifsugre asked for authentication
each time they access information. \We provide an alteradtivusers to store their account
information in a memory card. «In that-case, users can jug ghe memory card into the
devices and the authentication will be performed autoralyic Personalization is the other
objective of memory card. Users can set-their personal imeées in the memory card. The
personal preferences, such as application environmemtamriant contacts, can not only help
to automatically configure environments of a new device,dau also help the PIH provide
personalization information services to users. As a reagiadd a new component of memory

card in the PIH to enhance the efficiency of personal infolonagervices.

6.2.2 Information accessing policies

In this section, we describe the proposed policies for th& RIrow of personal information

usually consists of several fields, and all fields are not kgumportant or necessary to users.
In order to avoid sending unnecessary information to theilmalevices, we divide a row

of information into three categories: primary, content] mnored information, according to
their importance. We first assign a weight value for each fel@present its importance, and
then sort all fields by the value of weight like Figure 6.14 eThost important fields belong
to primary information; the least important fields are iggtbinformation; and the rest fields

are content information. The weight value of each field arellibundaries between three
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Figure 6.14: Example of information division.
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Figure 6.15: Memory blocks in mobile devices.

categories of information can be set by users or learned sigs)s automatically for different
services and devices.

We transfer only primary and content.information to mobigvides, and Figure 6.15 il-
lustrates the memory blocks in a mobile device to store méiion. Primary Information
Block (PIB)and Content Information Block (CIB3tore primary and content information re-
spectively. Information Identity Mapping Block (IIMBjecords the mapping of global and
local identity of information, and th€ontent Access History Block (CAHB)cords the ac-
cess histories of content information. In the following, describe the reading, writing, and

replacement policies for PIH in the following subsections.

1. Two-stage Information Reading Policies

A user is not like a program that exactly knows which dataiesire required during the
execution. For example, a user may not be aware of some ndw/seat to the mail server, or a
new schedule is arranged in the calendar by the secretargsinthe user has no knowledge of
which information could be accessed, there are both dorharahrecessive reading requests
in the PIH. When the user knows which information he wantgareissue a dominant reading
request, otherwise he can just send a recessive readingstegudominant request can also

be embedded with a recessive request to receive new infiemeitomatically.
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We allow users to specify the conditions of recessive repdiguests in their personal
preferences to avoid setting conditions each time. For gi@msers may specify to receive
the business cards of certain groups or the mails sent ie thagsK etc. The personal pref-
erences can help the personal computer filter out unnegeisdarmation to be sent to the
mobile devices.

When a user users a new mobile device, he could send a rexesgwest first. The
mobile device then forwards the recessive request alorgthdtauthentication and preference
information to his personal computer. The personal com@authenticates the user and asks
for new information from all information servers. Upon rexieg the response from servers,
the personal computer first filters the information accagdmthe preferences as mentioned
earlier, and transfers the filtered information to the mmlikévice in two stages. In the first
stage, the personal computer will send the primary infoilonab give the user a brief list of
his personal information. If the user is.interested in aalrtow, he can issue a dominant
reading request to acquire the content information in ticerse stage.

When a user issues a dominant reading request in his mobileedéhe mobile device first
checks if the content information exists-in-the CIB. If a migsurs in the CIB, the request
will be forwarded to the personal . computer.or.-other mobileicks to retrieve the required

content information.

2. The writing policy

There are two main writing policies in the memory hierarchythe PIH, we adopt the
policy of writing back in general and writing through only @ users require. Since the
wireless bandwidth is expensive, it will cost a lot if we ajwakeep updating information on
the server. In addition, users usually use only one devitkeasame time, and there is no
necessity to update information immediately. Therefore,update information only when

users are going to close the application or under user'snegent in case of emergency.
3. The replacement policy

In this subsection, we discuss about the replacement pslad both PIB and CIB in the

PIH. Although many replacement schemes have been proposdtef memory hierarchy
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of computer systems [29, 48, 41, 7], they are not directlfliapple to the PIH because of
different access behaviors.

When there is not enough space in the PIB to store primaryrmdtion, we adopt sequen-
tial replacement since users usually browse informatisinsiequentially. Specifically, when
the rows of information exceed the number of PIB can contdie,first beginning rows of
information will be replaced and vice versa. For exampl®IB can store a maximum of a
hundred entries and there are 110 rows of information, teetén rows will be replaced by
the information with the number from 101 to 110. The mappihipoal and global identities
of replaced primary information will be kept in the IIMB. Whehe user rolls back to the
beginning rows of information, the mobile device will senttaessive request by specifying
the global identities of information to the personal conapub retrieve primary information
back, and the last ten rows will be replaced.

The replacement of CIB is more complicated than that of Pi@hee users do not access
content information sequentially. In addition, the sizecohtent information is bigger than
primary information, and inefficient replacement polianeay seriously waste wireless band-
width and money. However, mobile.devices-have limited pset®y power, and they can not
execute a too complicated replacement poliey.- Therefoegpnwpose a user-assisted replace-
ment mechanism which can adjust the replacement policyrdicgpto different services and
devices.

A user is the one who is the most conscious of the importan@ach row of his per-
sonal information. The user can mark a row of informationéfi# likely to access it again.
Unmarked information will have a lower priority and will bemoved earlier than marked
information when the CIB does not have enough space to acoaia® new content informa-
tion.

For the most limited-resource mobile devices like cellpaones, user decision is the
only criterion to make the decision of replacement. For othere powerful mobile devices
like PDAs, we can add other criteria to help mobile devicekena more precise decision
of replacement. The more powerful a mobile device is, theeneoiteria it can apply for the

replacement. The criteria should be added in the order aftpertance weight value of each
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while(free space is not enough){
while (there are unmarked mails and free space is not enough){

victim_sender = select_victim_sender();

while (there are unmarked mails whose sender is victim_sender
and free space is not enough ){
victim_mail = select_victim_mail (victim_sender, "unmarked");
delete(victim_mail);
add_free_space(victim_mail);

}

victim_sender = select_victim_sender();
while (there are marked mails whose sender is victim_sender
and free space is not enough ){
victim_mail = select_victim_mail (victim_sender, "marked");
delete(victim_mail);
add_free_space(victim_mail);

}

Figure 6.16: Algorithm of three-level replacement poligytaking e-mail for example.

field we mentioned in the beginning of,Section 3. For examptee most important entry of

e-mail is the sender, sender will‘be the second critericar aiter decision. The mobile device
needs to record the access history of each sender in the CARBaccess history includes
the last access timestamp and the .acecess-count.of contemhatfon sent from the certain

sender. These two values can obtain.a replacement weigld f@l each sender by
RWeightValue(Sender;) = a - TimeStamp(Sender;) + (1 — «) - AccessCount(Sender;).

Figure 6.16 is an algorithm of replacement in e-mail sewi€ee apply two criteria, user

decision and sender.

6.2.3 Service adaptation strategies

There are lots of personal information services, and theymase different characteristics. In
this section, we give an example of how to divide a row of infation into primary, content,
and ignored parts for three kinds of personal informatiomises, which are e-mail, calendar,
and business cards. Former studies [52, 30, 18] show thajpkople access their personal
information is highly correlated with the owner and the tiofenformation. We can briefly
conclude our observations below and follow these obsemato list examples of the abstrac-

tion results in Table 6.2. Since the storage space of PDAagelt than that of cell phones,
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Table 6.2: Example of abstraction for e-mail, calendar, lauginess card.

E-mail Calendar Business card
Cellular PDA Cellular PDA Cellular PDA
phone phone phone
Primary Sender, Sender, Participant, Participant Owner, wnéD,
information Title Title, Date/time Date/time Phone Phone,
Date/time subject, Email addr.
place
Content Date/Time, Mailbody, Subject, Description Emdidla Affiliation,
information Mail body, Attachment Place, Affiliation, H/O addr.,
Title of at- Description H/O addr., URL,
tachment
URL, Instant msg
Instant msg
Ignored Version, Version, Reminder, Reminder, Birthday, irtHglay,
information Path, Path, Nickname, Nickname,

we can put more information in primary parts to decrease thbgbility for users to issue

dominant requests for content information.

e Observation a. Important contacts usually have higher longevity and mecipy, and

are more recent than unimportant-contacts.
e Observation b. Important contacts usually are in the same affiliation.

e Observation c.Users’ decisions to delete e-mails usually depend on wheeisénder,
such as the number of previous mails sent by the sender andténaction frequency

with the sender.

6.2.4 Performance evaluation

We evaluate the performance based on our prototype in tti®ae We first study the number
of mails an email system can store in a mobile device with ¢havit applying PIH.

In this section, we demonstrate the effectiveness of thevHstlheme on the number of
mails available to a user. As mentioned earlier, the mempage of an HPIM e-mail system
is divided into four blocks: 1IMB, PIB, CB, and CAHB. An HPIMavice keeps only the

primary informationof mails, instead of storing thielll headerof each mail, as an ordinary
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Table 6.3: Entry sizes of IIMB, PIB and CAHB of a cellular pleon
memory block entry size

[IMB 8 bytes
PIB 40 bytes

CAHB 21 bytes
CB Flexible

PIM e-mail system does. Therefore it has more space for PMB,Jand CAHB to fulfill the
virtual memory concept of HPIM. In an HPIM mail system, themher of CAHB entries is
the same as the number of mails having their contents stor€®i However PIB and IIMB
can have as many entries if there is still available spare ongravailable. The total entry
number of PIB and IIMB is the number of mails accessible by &iNHuser. In order to
focus on the effects of PIB and [IMB memory allocation on tleegeivable mail numbers, we
assume the number of mail contents stored in an HPIM mobilieeés the same as thatin an
ordinary PIM device in the following analysis. Furthermaifee average size of a mail is set
as 40K bytes with a full header of 1K hytes.. The entry sizesIBf RMB, and CAHB of an
HPIM mobile phone are 40, 8,-and 21 bytes; respectively, assin Table 6.3.

We first simply set the size of IIMB-as zero and study the effeftPIB by varying the
memory sizes reserved for the e-mail system. When we set ttv#8ro, and we can calculate

the number of mails accessible by an HPIM e-mail system ésael

_ Memory Space- (Avg. size of content N¢p + Entry size of CAHB< N¢p)

N, .
Entry size of PIB

where N, is the virtual number of mails accessible aidz the number of mail contents
stored in an HPIM e-mail system.

Figure 6.17 shows the number of mails stored in an ordinaky &mail system and the
number of mails accessible in an HPIM e-mail system withauasisizes of memory space.
In Figure 6.17 (a), we set the size of IIMB as zero, and we caende that the number of
mails accessible in an HPIM e-mail system is much larger thamumber of mails stored in
an ordinary PIM system. In figure 6.17 (b), we studly under different percentage of IIMB
and PIB. We can observe thd}, increases as the percentage of IIMB increases since the entr
size of IIMB is much smaller than that of PIB. However, thisynadso influence the hit ratios.

Figure 6.18 gives us an idea of how the percentage of IIMB emfties miss ratios of both
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Figure 6.17: Effect of information hierarchy on number ofiliaith different memory space
sizes.
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[IMB and PIB. In general, when the memory space increasess rate of both IIMB and PIB
decreases. If we increase the portion of IIMB, it will causearement of IIMB miss rate but
an increment of PIB miss rate. However, we can find in Figuis §b) that if the memory
space is big enough (7 MB in Figure for example), the missaoatéMB is zero. Therefore,
we can arrange larger size of memory space for PIB when mespage is large enough to
decrease the miss rate of PIB and thus decrease informatesatime.

We can also observe from Figure 6.19 that if we spare some myespace from PIB to
[IMB, it will slightly increase the miss rate of PIB but can pmove lots of hit ratio in IMB.
The reason is because the entry size of IIMB is much smalkar that of PIB. Therefore,
a small sacrifice of size of PIB will greatly improve the hiticaof IIMB and increase the
number of virtual mails in mobile devices.

Besides the size of IIMB and PIB may influence miss rate andssctme, different infor-
mation access behaviors may also influence the performdmi®icsystem. We generate four
access behaviors to study how:they effect.on the performahice First one igandom ac-
cesswhich access information-randomly. The second orgeisder locality access which
users have higher probability to access-seme infoarmatinhtseparticular group of senders.
The third one isTime locality accessn which users have higher probability to access newer
information. The last one iISender and time localifywvhich combines characteristics of both
time locality access and sender locality access behaviors.

Figure 6.20 illustrates the results how different accessbers influence the miss rate of
[IMB, PIB, and CB. Figure 6.20 (a) and (b) are miss rates of & [IMB respectively. Since
we apply sequential replacement strategy for both PIB akiB]Itime is the most critical
factor to decide which information should be replaced. Assailt, access behaviors with time
locality have lower miss rate in PIB and IIMB. On the contranger-assisted replacement
mechanism is applied for CB and it considers all three factoger decision, time, and sender.
Therefore, access behaviors with sender locality haverlowss rates in CB and the fourth
access behavior, Sender and time locality access, hastlavies rate while memory space
increases.

Number of mails in the information server may also influertoe hit ratio of PIB and
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[IMB. When there are more mails in the information serveg gnobability of replacement
increases since the memory space of mobile device is fixethenaumber of physical mails
can be stored is also limited. Figure 6.21 shows the effentiofber of mails in the server.
The most important performance result we need to study isageeaccess time of infor-
mation. Figure 6.22 demonstrates the effects of IIMB sizé @rcess behaviors on average
access time. In Figure 6.22(a), we can observe that useds teait for at least ten seconds
for accessing a mail, whereas users only need to wait forthess one second if applying
proposed PIH architecture and polices. In addition, thellemthe size IIMB occupies, the
shorter average access time is. The reason is that misgyeh&lB is greater than that of
[IMB. The decrement of size of IIMB will increase the hit raf PIB and thus decrease the
average access time. In Figure 6.22(b), we can see thatsdoeleaviors with sender and time
locality has the shortest access time. Since the resultsafresearch that personal informa-
tion access behaviors follows both time,and sender lo¢ahty proposed accessing policies

can improve the performance of-personalinformation mamage.

6.3 Summary

In this chapter, we have proposed aload-based scheduliegwin a two-tier network archi-
tecture. The presented scheduling scheme makes use optiorees to utilize the bandwidth
of two-tier networks more effectively. Simulation resudtsow that the presented scheme can
help NEMOs in providing services with high completion ratelér short average waiting
time.

We also proposed the architecture and the accessing potitielH, and implemented a
prototype of e-mail hierarchical system in this paper. Thedrchical architecture of PIH
enables users to access and manage their personal infonrttatough mobile devices at any-
time in any place. The proposed specialized accessingi@®konsider all characteristics of
different users, services, and devices. Different userspacify their personal preferences in
the memory card. Different services have the proper aligirastrategies to reduce the size
of packets to be transferred to or stored in the mobile devibéferent devices run different

algorithms according to their storage space and procepswegr. The proposed architecture
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and policies of PIH can help users flexibly manage their pasiomformation on multiple de-
vices and utilize the memory of all devices efficiently. le fluture, we wish to implement a

PIH system on a real mobile phone and study mechanisms toedlea miss rate.
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Chapter 7

Conclusion and Future Works

We have proposed mechanisms to solve network addressingsigs a hierarchical mobile
network. To solve address auto-configuration problem, a Ph&ay method and a DHCP
proxy method are proposed by configuring all hosts as DHGEsedr DHCP proxies. DHCP
relay method can reduce signal overhead whereas DHCP prggsher with proposed PNAA
can reduce both signal overhead and.latency. DHCP proxyadetktends the concept of the
canonical factorization theorem,to guarantee the unicgseokaddresses assigned by different
nodes.

As for routing problems inthierarchical:mobile network, weaimly adopted mobile IP
to support seamless roaming. We made some modificationspfmosumobile hosts roam
in private networks and support LFNs roam in hierarchicaM@s. We also proposed two
enhanced routing and scheduling mechanisms accordingffa ttoad and type to further
improve routing performance. The load-balanced routimgqmol can balance traffic loads of
all gateways and relieve the bottleneck problem. The Ikt scheduling scheme schedules
traffic according to service type and utilizes bandwidthwéb-tier networks efficiently. In
addition, a localization algorithm is also proposed, arwhtmn information of mobile nodes
can help correctly route packets and reduce handoff latency

In information access problem, we studied the successpdrence of memory hierarchy
in computer systems and proposed a Personal Informatiaratdiey and corresponding ac-
cessing policies to help users manage their personal iafitomubiquitously. The proposed
PIH and policies can utilize memory space efficiently andste users both portability and

storage capacity.
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We believe the future trend will be the integration of vasaureless networks. Although
we have solved basic network addressing and access probtemsrarchical mobile net-
works, there should be other network management policidsetdesigned to provide reli-
able services to users. The concept of prime numbers cantéeded to provide promising
network management mechanisms to solve fault tolerantitgué service routing, or self-

healing problems in a multi-hop wireless network.
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