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ABSTRACT

Handoff is a critical issue in IEEE 802.11-based wireless networks. In this
paper we propose a fast and seamless handoff solution for IEEE 802.11 wireless
LAN with IAPP. It is based on_a concept of neighbor graph, which describes the
nearby access points (APs) that.a mobile-host (MH) may find. Then we further
derive selective scanning with unicast in-power-save mode, pre-registration of
IAPP, and frame forwarding-and-buffering mechanisms. Selective scanning allows
a MH to only try potential handoff targets. Pre-registration allows early transfer of
a MH’s security context from its old AP to new AP. The forwarding-and-buffering
mechanism is to solve the packet loss problem during handoff. Our performance
evaluation shows that the proposed solution can result in 90% reduction in the

handoff latency from standard handoff procedure.
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I. INTRODUCTION

Recently, the IEEE 802.11 wireless LAN (WLAN) [1] has grown rapidly due to its easy
operation, low cost, and high throughput. Many applications, such as Voice over IP (VoIP),
instant message, and media-streaming services, have been proposed to run on top of WLANS.

However, handoff, an inherent problem with wireless networks, especially for real-time
applications, has not been well addressed in IEEE 802.11. IEEE 802.11 takes a hard handoff
approach, which means that a mobile host (MH) has to break its connection with its old access
point (AP) before connecting to a new AP. This may result in long handoff latency. According to
[2], it is found that the handoff procedure in IEEE 802.11 normally takes hundreds of
milliseconds and almost 90% of the handoff delay is due to search of new APs, or so-called the
probe delay. This is unsatisfactory because, for example, the recommended maximum handoff
latency for VoIP applications is 50 ms [3].

In this paper, we propose a fast'and seamless mechanism for IEEE 802.11 networks that
support IAPP. During handoff, to select the next AP, a MH:does not scan all channels. Instead, it
only selectively scans some potential APS with unicast based on the neighbor graph (NG)
provided by a NG Server [4]. We enhance the NG approach [4] by putting the MH to
power-saving mode to pre-scan neighboring APs. Then we further derive selective scanning
with unicast in power-save mode, pre-registration of IAPP, and frame forwarding-and-buffering
mechanisms. Selective scanning allows a MH to only try potential handoff targets.
Pre-registration allows early transfer of a MH’s security context from its old AP to new AP. The
forwarding-and-buffering mechanism is to solve the packet loss problem during handoff.

Section 2 reviews related work. The experiments for handoff latency measurement are
stated in Section 3. We introduce our fast and seamless handoff mechanism in Section 4.

Performance issues are discussed in Section 5. Conclusions are drawn in Section 6.



Il. RELATED WORK

A. IEEE 802.11 Handoff Schemes

IEEE 802.11 standard [1] defines two operation modes: infrastructure and ad hoc modes as
shown in fig.1. In the infrastructure mode, an AP comprises a Basic Service Set (BSS) and
provides connectivity to networks for their associated MHs. One or more APs comprise an
Extended Service Set (ESS) to cover a larger area as illustrated in Fig. 2. In ad hoc mode, two or

more MHSs can form a peer-to-peer network without AP.

(i9)

if

Access Point

(a) Ad hoc mode (b) Infrastructure mode

Figure 1. Two operation mode of IEEE 802.11

An ideal WLAN provides successive radio signal coverage for MHs in its service area. A
MH may decide to handoff from an AP to another AP due to mobility, loading of AP, or fading
of signals. The handoff procedure of IEEE 802.11 can be divided into two steps: discovery and

reauthentication [2].



Figure 2. Extended service set.

1) Discovery: In order to find:a nearby AP;-a MH scans all channels either passively or
actively. In passive scanning, a MH listens-to-APs’ periodic beacon messages to know their
parameters, such as beacon interval, capability-information, BSSID, supported rate, etc. The
period of beacon frames is normally set to 100 ms in most implementations. In active scanning,
for every channel, a MH will broadcast a probe request and expect probe responses from APs.

In active scanning, the scanning delay can be calculated as [4]:

Ng-Tp< t < N -T. 1

Where Ng is the total number of channels (normally, N¢n = 12 for 802.11a and N¢y, = 11 for
802.11b/g), Tp = MinChannelTime is the minimum time that a MH has to wait on a channel if
no response is received, and T; = MaxChannelTime is the maximum time that a MH has to
wait on a channel if responses are received. In most implementations, the MaxChannelTime is
set to 30 ms, which implies that the worst delay of active scanning, for example, in IEEE
802.11b is 300-400 ms. An experimental result can be found in [4].



2) Reauthentication: This typically involves the authentication and reassociation
procedures. The reauthentication phase transfers the credentials of the MH from the old AP to
the new AP. IEEE 802.11 defines two subtypes of authentication service: 1) Open System,
which is a null authentication algorithm and 2) Shared Key, which is a four-way authentication
mechanism. If 1APP is used, only null authentication frames need to be exchanged in the
reauthentication phase. In our experience, exchanging null authentication frames takes about
1-2 ms.

After authentication, the reassociation process involves exchanging reassociation request,
and reassociation response frames. From our experience, the reassociation delay takes around
1-2 ms. In IEEE 802.11 with IAPP networks, additional IAPP messages between the old AP and
the new AP will increase the reassociation lateney-to 40 ms [5].

Fig. 3 summarizes the handoff procedure. The overall latency is more than 300 ms
(including IAPP message overhead). The probe delay constitutes the biggest part (over 90%) of
the delay [2]. The objective of our proposalis toreduce the handoff latency to less than 50 ms in

order to support most of real-time applications.
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Figure 3. IEEE 802:11 handoff procedure.

To reduce the handoff latency, many approaches [4, 10, 11, 12, 13] have been proposed.
Reference [4], a concept called neighbor graph (NG) is proposed. From the NG provided by an
external server, a MH only needs to scan the channels that are used by its current AP’s neighbors.
According to [4], about 10 ms are needed to scan a specific neighbor. In this paper, we will
propose a selective scanning mechanism to farther reduce the search time. Reference [10] shows
how to calculate the optimal MaxChannelTime, MinChannelTime, and beacon interval.
However, it still has to scan all channels.

Reference [11], it is suggested that when scanning a channel, a MH will evaluate the



number of APs (say Y) in that channel by monitoring packets sent in that channel. The MH will
stop scanning that channel whenever it has collected probe responses from at least Y APs so as
to reduce the scanning time. However, the scheme still has to scan all channels.

Some fast handoff solutions focus on bypassing the scanning phase [12] [13]. Reference
[12], a MH maintains a cache which contains a list of APs adjacent to its current AP. The cached
data was established from its previous scanning. Only the two APs with the best received signal
strength indication (RSSI) were cached. During handoff, the cached APs are searched first. If
this fails, a selective scanning is performed. However, when the cache is obsolete, scanning is
still inevitable. Reference [13], a MH can predict its movement path and select the potential AP.
A location server can provide information about APs so that a MH can re-associate with its new
AP directly without going through the probe procedure. However, this scheme relies on a

precise localization method.

B. Inter Access Point Protocol (IAPP)

To reduce the opportunity of transmitting.security information of MHs in the air during the
handoff period, IAPP proposes to allow an AP to communicate with other APs to exchange
relevant information of associated MHs on a common DS. An IEEE 802.11 with IAPP network
typically comprises APs, MHs, and Remote Authentication Dial In User Service (RADIUS)
servers [14]. The RADIUS servers provide two functions: 1) mapping of the BSSID of an AP to
its IP address on the distribution system medium (DSM) and 2) distribution of keys to APs to
allow secure communications between APs [6].

The handoff procedure in IAPP is illustrated in Fig. 4. When a MH moves away from its
current AP, it may start to search for a new AP by active or passive scanning. If a new AP is

located, the MH will send a reassociation request frame to the new AP. The request frame



contains MH’s MAC address and the BSSID of the old AP. Upon receiving the reassociation
request frame, the new AP sends a RADIUS Access-Request packet to the RADIUS server to
verify the old BSSID. If the old AP is valid, the RADIUS server will reply to the new AP a
RADIUS Access-Accept packet which contains a security block for communication between
the old AP and the new AP. Then the new AP will send an encrypted IAPP MOVE-notify packet
to the old AP, which will reply an encrypted IAPP MOVE-response packet with the context
information pertaining to the MH. Upon receiving the IAPP MOVE-response packet, the new
AP will broadcast a layer-2 update frame to the DS to inform all layer-2 devices to update their
forwarding information about this MH. Finally, the new AP will send the MH a reassociation
response frame. This completes the handoff procedure. To conclude, IAPP can avoid
transferring the MH’s security information in the air but does not reduce the handoff latency
effectively. According to [5], transferring a IMH’s context takes about 40 ms.

Considering that IAPP may cause frame lass during-handoff, [15] proposes to add a layer-2
frame buffering-and-forwarding mechanism to IAPP. Each buffered layer-2 frame at the old AP
can be carried by a new IAPP MOVE-forward packet to the new AP, following the IAPP

MOVE-response packet. Thus, this enables seamless handoff between APs.
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1. EXPERIMENT FOR HANDOFF LATENCY MEASUREMENT

In order to evaluate the latency and number of lost packet during handoff in IEEE 802.11
network, we use a linux desktop with an IEEE 802.11b network interface card (NIC) to
simulate the MH and we control the NIC by linux-wlan-ng utility [16] to process active scan
and association to simulate handoff procedure. For the purpose of analyzing the handoff
latency and number of lost packet, an IBM laptop is used to be a sniffer to monitor and log the
handoff procedure. Our experiment architecture is illustrated in Fig. 5 and the detailed

specification of each device is listed in Table 1.

P

UDP traffic generator

((5) U_IEJ_F’_:craffic\--,| (Ei)
/

AP 1 AP 2
; “‘\1&\ association
shiffer Mobile Host

Figure 5. Experiment architecture.

Table I. Detail specification of experiment environment.

Mobile Host x86 PC with Intel PIIl 1GHz CUP
OS: Linux Red hat 9

IP: 140.96.85.33




NIC utility: linux-wlan-ng-0.2.0

UDP generator: Multi-Generator client

Corresponding

Node

(UDP traffic generator)

x86 PC with Intel PI1l 2GHz CUP
OS: Windows XP

IP: 140.96.85.48

UDP generator: Multi-Generator host

NIC

Z-COM 802.11b

Model number: XI1-303
Chipset: Intersil Prism 2.5
PCl interface

Driver: prism2_pci.o with{0.2.0; 0.2.1-pre21 version

Sniffer

IBM T43 Laptop
OS: Windows XP
Sniffer program: NAI Sniffer Pro4.7

NIC: Lucent Orinoco 802.11b

AP1

Z-COM 802.11b
Model number: Z-COM XI-1500E
SSID: B3G_AP1

Channel 1: 2412MHz

AP 2

Z-COM 802.11b
Model number: Z-COM XI-1500E
SSID: B3G_AP2

Channel 6: 2437MHz

10




For the purpose of simulating the traffic of real time application, a UDP generator
program, Multi-Generator (MGEN) [17], is used. As shown in Fig. 5, we install MGEN, on

corresponding node (CN) to generate UDP traffic by using the below script file:

0.0 ON 1 UDP SRC 5001 DST 140.96.85.33/5000 PERIODIC [50 512]

60.0 OFF 1

The first line of script file instructs MGEN to generate 50 UDP packets per-second, each
packet is 512 bytes. The data rate of the traffic is about 200kbps. The second line represents
that the MGEN will generate the traffic for 60 seconds. In the peer, MH, we use MGEN client
program to receive that UDP packets and log the result of reception. Then we use gnuplot

program to figure the curve of data rate. The data rate. is illustrated in Fig. 6.

11
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Figure 6. Data rate of simulating‘traffic generated by MGEN.

In order to simulate the handoff procedure, we control the NIC to respectively process
active scan and association by linux-wlan-ng utility. First, we process the following command

in linux console during the transmission of simulating traffic:

[root@sigda network-scripts]# wlanctl-ng  wlan0 dotllreq_scan bsstype=any bssid=00:00:00:00:00:00
scantype=both probedelay=0 channellist="01:02:03:04:05:06:07:08:09:0a:0b:0c:0d:00" minchanneltime=200

[131]

maxchanneltime=1000 ssid=

The command orders NIC to process active scan with MinChannelTime = 20 ms and

MaxChannelTime = 100 ms for 11 channels. After the NIC finishes active scan, it shows

12




below result:

message=dot1lreq_scan

bsstype=any

bssid=00:00:00:00:00:00

ssid="

scantype=both

probedelay=0
channellist=01:02:03:04:05:06:07:08:09:0a:0b:0c:0d:00
minchanneltime=200

maxchanneltime=1000

resultcode=success

numbss=2

According to the result of active scan, numbs =2 indicates the NIC found 2 APs.
Following the instruction above, we control the NIC to process handoff by following

command in the linux console:

[root@sigda  network-scripts]#  wlanctl-ng  wlan0  Inxreq_autojoin  ssid=B3G_AP1
authtype=opensystem

message=Inxreq_autojoin

ssid="B3G_AP1'

authtype=opensystem

resultcode=success

The returned result shows the association was success and the NIC had finished handoff

13




procedure. Of course the handoff caused the broken of connection between the MH and the

MH’s current AP. The handoff procedure affects the transmission of simulating traffic as show

inFig. 7~ 9.
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Figure 7. The effect of active scanto-data transmission (experiment one)
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Figure 8. The effect of active scan to data transmission (experiment two)
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Figure 9. The effect of active scan to data transmission (experiment three)

By the experiments above, we record and analyze the handoff latency as listed in table II.
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Table I1. The result of experiments

Experiment 1

Experiment 2

Experiment 3

Lost packets

36 packets

33 packets

31

Handoff latency

720 ms

660 ms

620 ms
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IV. THE PROPOSED FAST AND SEAMLESS HANDOFF
MECHANISM

We propose a fast handoff mechanism by combining an enhanced neighbor graph scheme
and an enhanced IAPP scheme. As mentioned earlier, the greater part of handoff latency is probe
delay. If a MH knows exactly its adjacent APs, it can use selective scanning by unicast to avoid
scanning all channels. Fig. 10 shows the system architecture. The dotted lines represent
neighborhood relationship of APs. There is a NG Server in the IEEE 802.11 network. Every MH
runs an application-level called NG Client responsible for exchanging NG information with the
NG Server. The NG Server maintains a NG table, as shown in Table I11. Each entry of the NG
table indexed by the MH’s current AP contains 32 bytes of a neighbor SSID, 1byte of channel, 1
byte of loading, 4 bytes of IP address, and 6 bytes of BSSID. The NG table can be set manually
or can be collected from roaming history of MHSs (such as reassociation requests). The loading
filed is an optional field to represent'the number:of MHS currently associated with an AP. It can
be used to select a light-load AP. (The issue‘is irrelevantto the theme of this paper and is thus
ignored below.)

The original IAPP provides several functions to support host mobility, known as
post-registration. However, there exists a period of handoff time, during which the MH cannot
send/receive any frame to/from APs. These frames may be lost. Therefore, we propose a
pre-registration mechanism for IAPP to reduce the handoff latency. To avoid losing frames, we
propose a frame forwarding-and-buffering scheme. Six new IAPP packets are designed for this
purpose.

Fig. 11 shows the overall message flow in our handoff scheme. The state machine of the

NG Client is illustrated in Fig. 12.

17
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Figure 10. The system architeeture of our fast and seamless handoff mechanism.

Table“lll. NG table.

Current AP | Meighbor | Ch | Loading Ir BZEID

AP A AP B & 2 152,168, .. | 00:60:B3
AP E & & 152,168, .. | 00:60:B3
AP D 11 7 152,168, .. | 00:60:B3

AP B AP A 1 3 192168, | ODE0:BS
AP C 11 1 192168, | ODE0:BS
AP D 11 7} 192168, | ODE0:BES
192,168, ..
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Figure 12. The state machine of NG Client.
1) When a MH associates with our network, its NG Client automatically connects to the
NG Server to get the portion of the NG table indexed by its current AP. This gives the MH the
neighbors near its current AP. These neighbors will be the target of the selective scanning

procedure in step 2. Initially, the NG:Client is in the.idle-state.

2) Periodically, the MH will check the RSST of its current AP. when the RSSI of its current
AP is less than Thresholds.an, the NG Client'will enter the selective scanning and pre-registration
state. In this state, the MH will notify its current AP that it will enter the power-saving mode so
that the AP can buffer incoming data for the MH. During this period, the MH will scan each all
neighboring AP collected from step 1 by unicasting a probe request. The time that the MH
should wait for a response from each AP is no more than MinChannelTime. If there is neither
response nor traffic in that channel during MinChannelTime, the probe is regarded failure and
the next AP is probed. This is known as selective scanning. After finishing scanning all APs, the
MH will inform its current AP that it has returned to the active mode to receive data.

3) After returning to the active mode, the NG Client will send an IAPP

Pre-Registration-indication packet to the candidate AP that has the best RSSI in step 2’s probing

20



via its current AP. Upon receiving the IAPP Pre-Registration-indication packet, the candidate
AP will send a RADIUS Access-Request packet to the RADIUS server to verify the current
AP’s BSSID obtained from the received IAPP Pre-Registration-indication packet. If the current
AP is legal, the RADIUS server will reply a RADIUS Access-Accept packet containing a
security block for communication between the current AP and the candidate AP. On receiving
the RADIUS Access-Accept packet, the candidate AP will exchange a security block with the
current AP. After that, the candidate AP will send an encrypted 1APP Pre-Registration-request
packet to the current AP to request the context information of the MH. In return, the current AP
will reply an IAPP Pre-Registration-response packet which includes the MH’s context
information. Then the candidate AP will respond an IAPP Pre-Registration-confirm packet to
the MH. This completes the pre-registration procedure. Note that this would allow the candidate
AP to accept an association request from. the:MH_directly without further going through the

probe procedure.

4) When the RSSI of the current AP 'sensedis continuously decreasing and becomes less
than Thresholdnangorr, the NG Client will make a“handoff decision and enter the handoff state.
The NG Client will then notify the current AP the fact by sending it an IAPP HANDOFF-notify
packet containing the 1D of the new AP. The current AP will break its association with the MH.
Then the MH can directly reassociate with the new AP. Before the old AP receives the
corresponding layer-2 update frame, all frames for the MH will still be routed to the old AP.
These frames will be forwarded to the new AP by IAPP DATA-forwarding packets. Upon
receiving these frames, the new AP will buffer these frames and deliver them to the MH after the

MH (re)associates with the new AP. The NG Client will then return to the idle state.

5) After the MH handoffs to the new AP, the NG Client will automatically connect to the

21



NG Server to get the portion of the NG table related to its new AP. So it is prepared for the next

handoff.

Fig. 13 summarizes the handoff life cycle under the proposed scheme. Fig. 14 shows the

change of signal strengths between two APs during handoff.
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V. PERFORMANCE DISCUSSION

In the section, we evaluate the performance of our approach. The typical handoff latency
in an IEEE 802.11 with IAPP network can be expressed as
thandoff = tscan v Tassociation ¥ Trapp )
Where tsan IS the time for discovery phase and it can be a variable value with 40 ~ 300 ms.
Tassociation 1S the time for exchanging association message between MH and AP. According to
the result of experiment, it is about 2 ms. T app represents the IAPP delay, it spend about 40 ms
on exchanging MH’s context between the old AP and the new AP [5]. Totally, the average of
thandoff 1S 212 ms. This would exceed the recommended latency of 50 ms in VoIP applications.
For our approach, in contrast to (1), the MH exactly knows the number of neighboring
APs and their occupational channel. So the MH has not to wait a MaxChannelTime period for

discovery other potential APs. Its discovery:latency: can be written as

tocans= MinChannelTime:: N, 3

According to [10], the optimum MinChannelTime-is: 1 TU (1024 us), and here we believe that
3 ms should be sufficient. If a hexagonal cellular AP.deployment is adopted, as illustrated in
Fig. 15, then N, is about 6, which means that ts¢,n = 18 ms. Additionally, our selective
scanning and pre-registration mechanisms are processed before layer-2 handoff. The selective
scanning and pre-registration would not be the overhead during handoff, so we can eliminate
the tscan and tiapp parts. Thus, the handoff latency in our propose network is 2 ms. This should
satisfy the timing constraint of most VolP applications.

Figure. 15. The example of non-overlap channel assignment for IEEE 802.11b.
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VI. CONCLUSIONS

In this paper, we have proposed a fast and seamless handoff mechanism for IEEE 802.11
network with IAPP. Many approaches have been proposed for the selection of the next AP or
improvement of 1APP. In our approach, we tightly integrate the handoff procedure with the
IAPP context-switching procedure. Most of the operations related to handoff are executed
before handoff, including the selection of the next AP and the transfer of MH’s context. By
switching a MH to the power-saving mode to process these operations, our mechanism actually
achieves a certain degree of soft handoff. We have also proposed a frame
forwarding-and-buffering mechanism to avoid losing data during handoff. The result is a
reduction of 90% of handoff latency from typical procedure. It should be able to support most

\VOIP applications without problem.
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