ORI STRTR AR o D A - S
Jﬁﬁﬁilﬁﬁ%ﬁ%
Pilot-Channel Aided Interference Cancellation for
Uplink WCDMA Systems



Bt 5l MR T AS S £ AR

_F" ‘_:'7 l%/}jk/‘;}i,{v

Bii o B2 R R

T Y RS

3 &

BAFE S LR LY o B TR B AR ALY R FH R R K e F AR

f
oo i EApBaE i,T*g SE BT HEMAD - A RNk ok B 18
*E LR A i R R LRI g%iﬁﬂﬁﬁka%%?ﬁﬁﬁﬁ%ﬁ

TR fﬁu{ i 4 o3 g oo fs(near-fareffect) » 7 £ @& % H & RI(MUD) $Ljee 12
KfpR T X2 Wt I TP ALBSERY FHAEY A LG HEZ AR R
WE R T HFS AR PARDEL S BT RYFEARML - BE G R
ERRIRE S RRAE 2 LEIEEE ST RSO R S S S
1%.511;“4%;#’%;‘;%%;57&35, BiE- BN pRF R 2o R }i?uj;‘i%;ﬁ'%ﬁ
B S 5 BAAAE S LR B k2 b AR Y chd r e
R EHR RIS R G A R B AR Y o AP
TS 5 1RGP A AR M ARREI RN Y AR BE LR
CRERE ¢ 5 PR P S AR AR R R B AR E 0 R
FIEE BRI AR M el RS R AT RABHE Y RARHTE

FHELG A EER BRGFESE - T B g josno AV W AR 2



itgi}/i%%‘i "‘F'I;i’* 1EF‘ p%IpI?J—g }iﬁ{}éﬁ‘lﬂaﬁ’ﬂ‘s/‘i‘-}fﬁﬁﬁgl
Rl fe e o AR R TR L SIS § TR R F T entaR] > Pl A PR R

=y ' PERFFAT B R AL W AR AP R R RE 0 PR - & JERiE BB
F
f

il

TRURERIDE SN B (S 0 BT SRl RO SRR AL A PRI
R G E - LR & 5 SR RO EEE 3 SERAE T S A E AL
F g (PPIO) dcic & . o

S RESARIIN TR LE A PR GEHREREZ ARG R D
T ANER R AR PRI R TAFRILERFR 2 P RA R M2 R

ERFIF TR FE LAY R R L AFROLE B RE O SER A AeaE

Ik

L
LRLaPES

N«-

IR 4t VR pE L ‘gia,ﬂ[:.&?_}i;q;h:u%;}j’%;; N T P A ki o

B

—N
G

) AP R R S SRR A B S A 0k b 2R ARG FRA Y
BB ARBEAEFTA KNSR LRI Cearly-Stopping) R ML > ik #5124 P
AR EY o s H B RS B BB R ST A e gl 4 T 0 B ERE G e

EApRR s BERD - FarER 2 ki%,gf,z,:r&};;w\at%
i}!"‘,éfi’é‘** ERBEERZBATELY TN TS ETRAARANEE LR

— Gl R M2 WA AR L ERAR L F T AR AREaEE o



Pilot-Channel Aided Interference Cancellation for

Uplink WCDMA Systems

Student: Chih-Hsuan Tang Advisor: Dr. Che-Ho Wei

Department of Electronics Engineering & Institute of Electronics

National Chiao Tung University

Abstract

In CDMA systems, the narrowband message signals of different users are discriminated
by multiplying the spreading signals. with"large bandwidth. The multiple access interference
(MAI) is introduced when spreading signals-are non-orthogonal. In the cellular environment,
if the power of each user within a cell is not controlled-appropriately, error performance of the
user with small received power can be dramatically-decreased by the user with large received
power, i.e., the near-far problem occurs. A technique known as multiuser detection (MUD)
can be employed to mitigate the MAI. The successive interference cancellation (SIC) is
considered a promising technique among the MUDs due to its simplicity and superior error
performance in fading environment.

To make SIC a practical technique in uplink WCDMA systems, we first analyze the
ordering method which has large influence on the performance of SIC. Then we present
techniques to alleviate the drawbacks of SIC. Furthermore, techniques to increase the system
capacity are proposed.

It has been shown that the ordering method has a great effect on the performance of SIC.
Three ordering methods are discussed and compared in the aspect of the implementation

issues (such as reordering frequency, processing delay, latency, and computational



complexity), and error performance related parameters (such as pilot-to-traffic amplitude ratio,
cancellation-ordering method, grouping interval, received power distribution ratio and
channel estimation as well as timing estimation errors). In addition to considering the
single-rate system, a generalized pilot-channel aided SIC scheme is presented to apply to
multirate communications.

SIC has several drawbacks: sensitive to channel estimation error due to error propagation
from stage to stage, longer processing delay than parallel interference cancellation (PIC), and
complicated power control. In the uplink of WCDMA systems, the pilot-channel signals can
be employed to reduce channel estimation errors. However, the traffic-channel signals are
always interfered by other users’ pilot and traffic signals even without any fading. This
interference can be alleviated by employing pilot-channel signal removal (PCSR) technique.
To shorten processing delay, a pipeline scheme is proposed. It is shown in the thesis that even
with the equal power control profile, the SIC with-properly chosen ordering method still
outperforms multistage partial PIC (PRIC).

In addition to considering pure: SIC in uplink WCDMA systems, an adaptable scheme
with the ability of adapting its structure according to the environment and channel condition is
presented. The processing delay and computational complexity can be adjusted based on
system loading and required performance. The proposed scheme combines SIC and PPIC for
data detection and performs refined channel estimation. The processing delay is shorter than
pure SIC with reasonable hardware, and better error performance on both channel parameter
estimation and user data detection are achieved.

To extend the SIC technique to turbo-coded systems, an iterative 1C with ordered SIC at
front-end is proposed. To avoid unnecessary computation, the ordering information obtained
from SIC front-end is utilized in a low-complexity stopping criterion with high efficiency. In
addition to bit-wise interference cancellation, the SIC technique is also applied to

code-block-wise interference cancellation. And, only the bits in incorrect blocks should be



preceded to the next outer iteration. As a result, huge amount of computational complexity

can be saved, and better performance is achieved.
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Chapter 1

Introduction

A cellular telephone system provides a wireless connection to the public switched
telephone network (PSTN) for any user location within the radio range of the system. Within
a limited frequency spectrum, the cellular systems accommodate a large number of users in a
large geographic area.

Analog cellular systems are commonly referred to as the first generation systems
deployed in the mid 1980s. In the early 1990s, the global system for communications (GSM)
standard became ubiquitous in Europe. With worldwide acceptance, GSM is the first digital
cellular phone standard which can setve at least three times of user as compared to the analog
cellular systems over the same bandwidth »It.takes-the advantage of better voice quality and
not easy to be monitored. GSM is a time division multiple access (TDMA) system which
supports eight users in 270 kHz channels. In 1993, Qualcomm introduced the first code
division multiple access (CDMA) systems which was standardized later named IS-95. These
two digital cellular communication systems are so called the second generation (2G) cellular
system.

With the increasing demand of supporting a variety of service for a large number of users,
the cellular communication systems have to utilize the limited spectrum more efficiently to
provide more services such as high quality data, multimedia, streaming audio, streaming
video, and broadcast-type services to users.

The 2G standards were evolving to 2.5G communication systems to provide more service

such as internet access and higher rate data communications. The 2.5G technologies are



packet-switched and can be overlaid upon existing 2G technologies with modification in base
station and subscriber unit. The 2.5G wireless network provides higher radio system
capabilities and per user data rate than the 2G system, but does not yet achieve all capabilities
provided by the third generation (3G) systems.

3G systems are designed for multimedia communications. In addition to high quality
voice services, video telephony, multimedia message services (MMS), location-based
services and interactive services such as database retrieval as well as computer games are
available due to data rate up to several mega bits per second and techniques to combine
mobile communication systems and internet. The global access of International Mobile
Telecommunication 2000 (IMT-2000) formulated by International = Mobile
Telecommunications Union (ITU) is shown in Fig. 1-1. The standard planned to implement a
global frequency band in the 2000 MHz range that would support a single, ubiquitous
wireless communication for all countries throughout thé world. However, the worldwide user
community remains split between:two-parts:-Wideband CDMA (WCDMA) standards based
on backward compatibility with core networki of GSM and IS-136/PDC adopted by 3GPP,
and cdma2000 standards based on backward compatibility with core network 1S-95 adopted
by 3GPP2. Both of these two groups choose CDMA as multiple access technology in 3G

systems.

1.1 CDMA Technology

In practical CDMA systems, the narrowband message signal of different users is
discriminated by multiplying a very large bandwidth signal called the spreading signal with
the message signal. The spreading signal is a pseudo-random code sequence that has a chip
rate which is orders of magnitude greater than the data rate of the message. As a consequence,

multipath fading may substantially decreases, and a RAKE receiver can be used to collect



information from different delay paths. All user data are transmitted simultaneously in the
same frequency band. Theoretically, the cross-correlation of all spreading signal are zero, and
the optimal receiver for each user in additive white Gaussian noise (AWGN) is to perform a
time correlation operation with user-specified spreading signal at the receiver end. However,
because of large number of codes required, non-orthogonal codes such as pseudorandom
noise (PN) codes are employed for practical use. The cross-correlation between these codes
are no longer zero, and thus interference from other user signal, known as multiple access

interference (MAI), is introduced. If there are K users with received power P and spreading

factor SF}, the MAI to the desired user J is ZK

k=1,k+J

P, /SF, after dispreading. Thus the

K

signal-to-interference-plus-noise ratio becomes SINR, = SF,P, /(N + ZH )

P,)). If the

spreading factor (SF) is moderate and the interfering users is large (>10), the MAI can be
modeled as AWGN according to central limit theorem  [33]. In the cellular environment, if
the power of each user within a cell 18 not econtrolled appropriately, SINR of the user with
small received power can be dramatically decreased by user with large received power, i.e.,
the near-far problem occurs. However, since the MAI are not noises, SINR can be increased
if the MAI are removed. It has been shown in 1980s that the system capacity can be increased
by an optimal detector with high complexity [80], and thus led to a new field known as

multiuser detection (MUD).
1.2 Multiuser Detection

1.2.1 Optimum Multiuser Detection

The optimal multiuser detector derived by Verdu [80] can use either maximum a
posteriori (MAP) detection or maximum likelihood (ML) sequence detection. For a K-user

system, the complexity of the optimal detector is O(|4|K) where |A| is the alphabet size (two



for binary). In addition to high computational complexity, the detector required the
knowledge of the noise variance through the channel, as well as the amplitudes at receiver
end, the spreading codes, and timing of all K users. Although the detector is not feasible for
practical use, it provides large capacity gain over conventional matched filter (MF).
Afterwards, a large number of researches have been triggered to find a sub-optimal receiver
with lower complexity and less required information with slight sacrifice in performance

[22], [54], [78], [79], [81].

1.2.2 Sub-Optimal Detection

There are many kinds of sub-optimum MUDs announced in the past decade, and these
existing detectors can be categorized in many ways. Based on the implementation-oriented
categorization, the detectors can be classified to'centralized or non-centralized ones. Another

way is to classify the detectors to linear or non-linear ones.

B Centralized vs. Decentralized

The centralized detectors jointly detect each user’s data, while the decentralized detectors
detect data of the user or users of interest according to the received signal composed of
multiple users’ data. The decentralized detectors (single-user reception) require no spreading
codes or received signal information of other users. The orthogonal filter is well known,
which executes updating using the Minimum Mean-Squared Error (MMSE) algorithm so that
the spreading code replica used for despreading would be orthogonal to the spreading code of
signals of other users (including multipath signals). Although the orthogonal filter has an
easier configuration than centralized detectors, it cannot be applied to scrambling codes that
have much longer iteration period than the symbol length (long codes). In contrast,
centralized detectors uses the reception signals and decoding data sequence of users to reduce

the interference of other users in a mutually dependent manner. Generally speaking, the



centralized detectors are used in base stations, and the decentralized detectors can be used

either in base stations or mobile receivers.

B Linear vs. Nonlinear

The linear detectors perform linear filtering according to a specific criterion to suppress
the MAI. There are two main kinds of linear MUD, named decorrelator and minimum mean
square error (MMSE) detector [48], [49]. These suboptimum MUDs are similar to the
zero-forcing and the MMSE equalizers used to combat inter-symbol interference in a
single-user channel [1].

Although the linear detectors are easily to analyze, they restrict the system performance.
The non-linear detectors are known to achieve better performance in an iterative manner. The
first kind of generalized non-linear detectors adopt linear detector as the pre-processing unit
to suppress interference, and they suffer the same problems as linear detectors, i.e., matrix
inversion must be performed. The second kind of generalized non-linear detectors, often
referred to as interference cancellation (IC) [18], perform data decision using the output of
matched filter without matrix inversion. The IC scheme tends to partially or fully remove
the MAI terms at MF or RAKE outputs. A number of interference cancellation detectors
have been proposed [22], [53], [54], [78], [90]. These detectors use soft or hard decisions to
reconstruct interfering signal from part or all of the interfering users and subtracted the
interfering signal from the received signal. The user of interest can then expect detection
without or with only part of MAI if all decisions of interfering users are correct. Otherwise,
error decisions of these interferers contribute double interfering signal. IC can be classified
into three categories: parallel IC (PIC), successive IC (SIC), and hybrid IC (HIC). These
ICs have tradeoff on computational complexity, processing delay and error performance.

The SIC detects user data and cancels multiple access interference in a serial manner. The

performance of SIC is influenced by the cancellation order. The PIC simultaneously



processes all K users, canceling their interference after they have all been decoded
independently [22], [78], [90], [92]. To alleviate performance saturation due to poor
estimated interference in early stages, the partial PIC [22] is often used to partially cancel the
estimated MAI from early stages. SIC also tends to remove partial interference from the
decision statistics. The difference between SIC and PPIC is that PPIC removes partial
interference from all users while SIC removes interference from users that are more reliable
than the desired one. The PIC takes the advantage of having lower latency than the SIC at the
sacrifice of adding more computational complexity. If there are K users in the system, the
computational complexity of PIC are proportional to SK where S is the stage of PIC and that
of SIC is proportional to K. As for latency, it is proportional to S for PIC and K for SIC. In
addition to simplicity, the SIC performs better and is more robust than PIC [23], [53].

However, there are several .drawbacks that ptevent SIC becoming a widely used
technique [6]: (1) the total decoding time of SIC increases linearly with the number of users;
(2) it is thought that the optimum-powes control for SIC are far more complicated than the
equal power control for conventional ‘receiver or PIC: although SIC with controlled user
power distribution [6], [16], [42] can reduce the other-cell interference [5], [31] and increase
system capacity [19], [87]; (3) the SIC is sensitive to estimation error due to error
propagation.

Several techniques have been proposed to solve these drawbacks [2], [7], [17], [35],
[68]. Pipelined [35], [68] and hybrid [40], [89] techniques are utilized to combat the
problem of long latency of SIC when K is large. The HIC attempts to compromise the
characteristics of SIC and PIC, i.e., all users in the system are separated into several parts, a
part of users are detected in parallel, removed from the received signal, and then another part
of users is detected in parallel. In [89], the so-called groupwise serial interference

cancellation (GSIC) is the hybrid version of PIC and SIC which perform interference



cancellation in systems with variable SF. Recently, a frame-error-rate based outer-loop power
control is shown to be applicable to SIC [17]. In [7], a simple iterative algorithm to achieve
the optimal power control distribution is given. In [2], the authors show that power control
can be done in commercial CDMA without modification. Recent work shows that SIC is a
practical IC where its simplified version is employed as part of a commercial device to
increase the cdma2000 EV-DO Rev A reverse link voice over IP (VoIP) capacity by about 15

percent [37].

1.3 Outline of the Thesis

Due to the simplicity and superior error performance over other MUDs in fading
environment, in this thesis, we analyze the characteristics of SIC. Then we propose practical
techniques and architectures of pilot-channelzaided'SIC .over uplink WCDMA systems in
the hope of making this technique widely used.

It has been shown that the ordering method has‘a great effect on the performance of SIC
[15], [52], [58], [69]. Our proposed method is presented in Chapter 3, and three ordering
methods for SIC in the uplink of WCDMA systems over multipath fading channels are
discussed and compared in the aspect of the implementation issues and error performance
related parameters. In addition to consider the single-rate system, a generalized
pilot-channel aided SIC scheme is presented to apply to multirate communications.

To overcome drawbacks of the well-known SIC, several techniques have been proposed.
First, sophisticated detection schemes are sensitive to channel estimation accuracy, so are
ICs due to error propagation from stage to stage. When the pilot-channel signals in
Q-channel and the traffic-channel signals in I-channel are scrambled by complex
scrambling codes and transmitted simultaneously such as that in the uplink of WCDMA

systems [75], pilot channel can be employed to reduce channel estimation errors. However,



the traffic-channel signals are always interfered by other users’ pilot and traffic signal even
without any fading. This interference between I-channel and Q-channel can also be
alleviated with interference cancellation techniques. Pilot-channel signal removal (PCSR)
technique combining with RAKE receiver [27] and PIC [36] is used to alleviate the
interference from other users’ pilot signals. In Chapter 3, we propose that the pilot-channel
signal of all users are removed from the received signal followed by the SIC for data
detection at the cost of slight increase in processing delay. Second, a pipeline scheme is
proposed in Chapter 4 to shorten processing delay [68]. Third, it is shown in Chapter 4 that
even with the equal power control profile, the SIC with properly chosen ordering method
still outperforms multistage PPIC [67].

In addition to considering pure SIC inuplink WCDMA systems, we further propose an
adaptable scheme with the ability to adjustritsstructure according to the environment and
channel condition. The schemg combines serial (SIC) and parallel (PIC) interference
cancellation, and the processing delay and computational complexity can be adjusted based
on system loading and required performance: Compared with SIC and PIC, the proposed
pilot-channel aided adaptable scheme shows better performance over both ICs with
reasonable hardware while it needs shorter processing delay than SIC. The interference
between data channel signals and pilot channel signals under multipath fading channel are
also taken into consideration. This results in better quality both on channel parameter
estimation and user data detection.

To extend the SIC for application in turbo-coded systems, an iterative IC with ordered
SIC at front-end is proposed in Chapter 5. Except for the timing information, all parameters
used in the proposed scheme are estimated from the received signal. To avoid unnecessary
computations, we utilize the ordering information obtained from SIC front-end to propose a

stopping criterion with high efficiency and low complexity. After finding the correct CBs,



bits in correct blocks are hard-decisioned, re-encoded and removed from the correlated
input signal. Only the bits in incorrect blocks should proceed to the next outer iteration.
Also, information of the CB correctness is utilized to decide if the next outer iteration
should be done. As a result, huge amount of computational complexity can be saved with
BER improvement.

The thesis is organized as follows. The WCDMA system especially the physical layer and
the system model is described in Chapter 2. In Chapter 3, the scheme of pilot-channel aided
SIC employing three cancellation-ordering methods are presented and compared in the
aspect of implementation complexity and error performance. This scheme can be applied to
multirate systems. To make the SIC a practical scheme, in Chapter 4 we develops two
advanced techniques including pipeline SIC_ and. adaptable IC. Iterative IC receiver with
SIC at front-end in turbo-coded systems as well as.low-complexity stopping criterion are
presented in Chapter 5. Finally, conclusions are given in Chapter 6.

In Fig. 1-2, a block diagram of the generalized communication systems is shown. The

block where our thesis is concerned is filled with gray color.
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Fig. 1-1 The global access of IMT-2000 41
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Chapter 2

Overview of WCDMA Systems

WCDMA technology was created in the 3GPP group. In Europe, the 3G mobile
communication system is called the Universal Mobile Telecommunications System (UMTS),
whereas the terrestrial radio access system is referred to as the UMTS Terrestrial Radio
Access (UTRA), which is why WCDMA is called UTRA FDD (Frequency Duplex Division)
and TD-CDMA (Time Duplex Division) is called UTRA TDD in Europe. After the
completion of the Release "99 specifications, minor adjustments are made, and so called
Release 4 was completed in March 2001. The high speed downlink packet access (HSDPA)
and IP-based transport layer to achieve high throughput, reduce delay and achieve high peak
rates were included in Release 5 which was-completed in Mar 2002 for the WCDMA radio
aspect. For Release 6 completed in Mar 2005, the high speed uplink packet access (HSUPA)
and multimedia broadcast multicast service (MBMS) were introduced. The HSUPA aims at
providing significant enhancements in terms of user experience (throughput and delay)
and/or capacity, and coverage, while MBMS enables the ability to deliver audio and video
data to multiple users simultaneously. The HSDPA and the HSUPA are briefly described in
Appendix A and Appendix B, respectively. Readers can refer to [34] for more details. The
next step in the evolution is Release 7 which is currently under development. The
techniques including MIMO, and 3.84 Mcps and 7.68 Mcps TDD enhanced uplink where
the first 1.28 Mbps TDD mode originally from CWTS (China) was included in 3GPP
Release 4.

In this chapter, we describe system model used in this thesis. First, the physical layer of

WCDMA technology is briefly introduced. Then the transmitter in the uplink and multipath
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fading channel followed by the RAKE receiver used in the overall thesis are presented.

2.1 Physical Layer of WCDMA Technology

In the radio interference protocols, which are used to set up, reconfigure and release the
Radio Bearer services, the physical layer defines the fundamental capacity limits. The
physical layer of the radio interface has been typically the main discussion topic when
different cellular systems have been compared against each other.

In WCDMA, the concept of obtaining Bandwidth on Demand (BoD) is well supported,
and it is easy to support an asymmetric uplink and downlink configuration by means of
independently setting the SF between uplink and downlink for each user. The carrier
bandwidth is 5 MHz for the chip rate of, 3.84 MHz. Therefore, the transmission power of
Mobile Stations (MSs) can be reduced by technologies like RAKE reception with more paths
combining. The operation of asyfichronous base stations is supported to make deployment of
indoor and micro base station easier when no'GPS signal needs to be received. WCDMA
support two duplex modes: FDD with ‘separate SMHz carrier frequencies for uplink and
downlink and TDD with only one time-sheared SMHz spectrum for both uplink and
downlink. Coherent detection is employed based on the used of pilot symbols or common
pilot to increase the coverage and capacity on both uplink and downlink. In addition,
advanced CDMA receiver techniques, such as multiuser detection, can be employed to
increase capacity and coverage of the overall system. Main WCDMA parameters are listed in
Table 2-1.

The physical layer of WCDMA FDD is described in [72], [73], [74], [75], [76]. Main
body of WCDMA physical layer is established in Release *99. In UTRA, the physical layer
is required to support variable bit rate transport channels (TrCHs) to offer BoD services, and

to be able to multiplex several services to one connection. User data and control signal in
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TrCHs from Media Access Control (MAC) layer are multiplexed and mapped to different
physical channels (PhCHs) to be transmitted in air interface in physical layer. Multiplexing
is a combination of error detection, error correcting, rate matching, interleaving and TrCHs
mapping onto or splitting from PhCHs [73]. Data in PhCH is then spread and modulated and
transmitted over the air. The use of a variable SF and multi-code connections is supported for
practically achievable bit rate transmission up to 384 kbps. There are many procedures
essential for system operation, such as the fast power control and handover measurements
[75]. We focus our introduction on data transmission in dedicated channel of physical layer

in WCDMA Release ’99.

2.1.1 Transport Channels

There are two types of TrCHs defined: dedicated channel and common channels. A
Dedicated channel is reserved for a:single user.only and uising inherent addressing of UE
while a Common channel is a resource divided between all or a group of users in a cell, and
using explicit addressing of UE if addressing is needed.

The dedicated TrCH, Dedicated CHannel (DCH), is a downlink or uplink TrCH that
carries user data or control information from layers above the physical layer. The DCH is
characterized by features such as fast power control, fast data rate change on a
frame-by-frame basis, and possibility of transmission to a certain part of the cell or sector
with varying antenna weights in adaptive antenna systems. The DCH supports soft handover.

The common TrCHs needed for the basic network operation are three downlink TrCHs
(Broadcast CHannel (BCH) is used to broadcast system- and cell-specific information in
downlink. Forward Access CHannel (FACH) is used to carry control information to
terminals known to locate in the given cell. Paging CHannel (PCH) is used to carry data

relevant to the paging procedure to support efficient sleep-mode procedure) and one uplink
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TrCH (Random Access CHannel (RACH) is used to carry control information from the
terminal, such as requests to set up a connection). Common channels do not have soft
handover but some of them can have fast power control.

In addition to the above TrCHs, there are High Speed Downlink Shared Channel
(HS-DSCH) in Release 5 for HSDPA and Enhanced Dedicated Channel (E-DCH) introduced
in Release 6 for HAUPA. There are significant differences in physical layer operations
between these two channels and other channels earlier than Release 5. HS-DSCH and

E-DCH are briefly described in Appendix A and Appendix B, respectively.

2.1.2 Multiplexing

At the transmitter side, data arrives at.the coding/multiplexing unit in form of transport
block sets once every transmission timerinterval (TTI). The TrCHs are multiplexed to
different PhCHs. The TTI is transport-channel specific'and it can be 10 ms, 20 ms, 40 ms, or
80 ms. The coding/multiplexing steps forthe-uplink‘and downlink are shown in Fig. 2-1 and
Fig. 2-2, respectively. Each function block is  briefly described in the following and the
details are in [73]. In the uplink, the symbols on the DPDCH (PhCH of TrCH DCH) are sent
with equal power level for all services, i.e. in order to balance the power level requirements
for the channel symbols, the relative symbol rates for different services should be adjusted by

coding and channel multiplexing.

B CRC Attachment

After receiving a transport block from higher layers, the first operation is Cyclic
Redundancy Check (CRC) attachment for error checking on transport blocks at the receiver
end. The physical layer provides the transport block to higher layers together with the error
indication from the CRC check. The CRC length can be 0, 8, 12, 16 and 24 bits. Large CRC

bit number can lead to low probability of an undetected error of the transport block.
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B Channel Coding

Two types of coding schemes, namely, convolutional encoding and turbo encoding, have
been defined in UTRA. The turbo encoding/decoding method is an 8-state parallel
concatenated convolutional codec (PCCC). In convolutional encoding, a coding rate of either
1/2 or 1/3 (constraint length = 9 in both cases) with the use of tail bits is applied depending on
QoS.

Fig. 2-3 illustrates the configuration of a convolutional coder. Eight tail bits with binary
value 0 shall be added to the end of the CB before encoding. The initial value of the shift
register of the coder shall be "*all 0" when starting to encode the input bits.

Fig. 2-4 illustrates the configuration of a Turbo coder. The transfer function of the 8-state
constituent code for PCCC is:

G(D)= {1’ gl(D):|,

go(D)

where
goD)=1+D*+D’,
g(D)=1+D+D>
The initial value of the shift registers of the 8-state constituent encoders shall be all zeros
when starting to encode the input bits. Output from the Turbo coder is u[1], #’'[1], ¥”’[1],
u[2], ' [2], u[2], ..., u[M], W’ [M], w”’[M], where u[1], u[2], ..., u[M] are the bits input to
the Turbo coder i.e. both first 8-state constituent encoder and Turbo code internal interleaver,
and K is the number of bits, and «*'[1], #’'[2], ..., "' [M] and v”°[1], u"°[2], ..., u”*[M] are the
bits output from first and second 8-state constituent encoders, respectively. The bits output
from Turbo code internal interleaver are denoted by u [1], u’[2], ..., u’[M], and these bits are
to be input to the second 8-state constituent encoder.

The Turbo code internal interleaver is prime interleaver (PIL) based on block interleaving
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[63]. Bits-input are first written in a rectangular matrix with padding. Then the Intra-row and
inter-row permutations of the rectangular matrix is performed. After that, bits-output from
the rectangular matrix with pruning are sent. The output of the Turbo code internal
interleaver is the bit sequence read out column by column where the output is pruned by
deleting dummy bits that were padded to the input of the rectangular matrix.

Trellis termination is performed by taking the tail bits from the shift register feedback
after all information bits are encoded. Tail bits are padded after the encoding of information
bits. The first three tail bits shall be used to terminate the first constituent encoder (upper
switch of Fig. 2-4 in lower position) while the second constituent encoder is disabled. The
last three tail bits shall be used to terminate the second constituent encoder (lower switch of
Fig. 2-4 in lower position) while the first constituent encoder is disabled. The transmitted bits
for trellis termination shall then besu[ M+1gu [M+1], u[M+2], o' [M+2], u[M+3], v’ [M+3],
w [MH1], WP [M+1], w’ [M+2], o IM+2], w [MH3], o [M+3].

Because of the characteristics of ithe coding schemes, turbo encoding is effective for
video and other high-speed, high-quality 'data‘(coding rate = 1,3, constraint length = 4),

whereas convolutional encoding is effective for speech and other low-speed data.

B First Interleaving

Interleaving is a practical technique to enhance the error correcting capability of coding,
especially for the channel with burst errors. It plays an important role in achieving good
performance [82]. Interleaving rearranges the ordering of a data sequence in a one-to-one
deterministic format. The first interleaving is a block interleaver with inter-column
permutations, i.e. write the input sequence into the interleaving matrix row by row. Perform
the inter-column permutation for the matrix. Finally, read the output bits of the block

interleaver column by column.

B Second Interleaving
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The second interleaving is a block interleaver and consists of bits input to a matrix with
padding, inter-column permutation for the matrix and bits output from the matrix with
pruning. The number of columns in the matrix is 30, and then the number of rows is obtained.
Second interleaving is similar to first interleaving except for the inter-column permutation
pattern.

In addition to the above procedures to protect data through wireless channel, there are
several procedures used for mapping TrCHs to PhCHs with proper length and format. The
transport block concatenation/ segmentation procedure is used to make the transport block
size fit the available CB size defined in the channel coding method. Radio frame size
equalization is only performed in the uplink, and it is the padding of the input bit sequence in
order to ensure that the output can be segmented into data segments of the same size. In radio
frame segmentation, when the TTI is longer than10'ms, the input bit sequence is segmented
and mapped onto consecutive radio frames of 10.ms each. Rate matching means that bits on
a TrCH are “repeated” or “punctured” to make the-radio frame in PhCH to meet the correct
number of bits in one of the predefined ‘formats. In the downlink the transmission is
interrupted if the number of bits is lower than maximum. However, when the number of bits
between different TTIs in uplink is changed, bits are repeated or punctured to ensure that the
total bit rate after TrCH multiplexing is identical to the total channel bit rate of the allocated
dedicated PhCHs. Every 10 ms, one radio frame from each TrCH is delivered to the TrCH
multiplexing. These radio frames are serially multiplexed into a coded composite transport
channel (CCTrCH). When more than one PhCHs is used, physical channel segmentation
divides the bits among the different PhCHs. After the above procedures, in physical channel
mapping, the original TrCHs can be mapped to PhCHs now. In the uplink, the PhCHs used
during a radio frame are either completely filled with bits that are transmitted over the air or

not used at all.
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2.1.3 Mapping and Association of Physical Channels and

Transport Channels

After multiplexing and coding, the TrCHs are mapped to PhCHs. Fig. 2-6 summarizes the
mapping of TrCHs onto PhCHs. The different TrCHs are mapped to different PhCHs, though
some of the TrCHs are carried by identical PhCHs. The multiplexed DCHs are mapped
sequentially (first-in-first-mapped) directly to the PhCH(s). In addition to TrCH-mapped
PhCHs, some PhCHs carry only information relevant to physical layer procedures without
mapping to TrCH s. SCH, CPICH, AICH, PICH are not visible to higher layers.

An example of channel coding, multiplexing and PhCH mapping is given in Fig. 2-5 and
Table 2-3 [71]. This is an example of transmitting 4.1 kbps data and 12.2 kbps AMR speech
data in the uplink. The 4.1 kbps data is infone TtCH'with 40 ms and AMR speech data is in
three TrCH with 20 ms each. Thése four TrCHs have their own channel coding schemes and
different rate-matching attributes.-The-change of bits-for each TrCH and the combination of
different length TrCHs are performed.”Dedicated control channel (DCCH) and Dedicated
traffic channel (DTCH) in Fig. 2-5 are two types of logical channel from which the TrCHs

are mapping.
2.1.4 Physical Channels

PhCHs are defined by a specific carrier frequency, scrambling code, channelization code,
time start and stop (giving duration). Time durations are defined by start and stop instants,
measured in integer multiples of chips.

B Radio frame: A radio frame is a minimum processing duration which consists of 15

slots. The length of a radio frame corresponds to 38400 chips and the time duration

is 10 ms.
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B Slot: The minimum unit in the Layer 1 bit sequence. The length of a slot corresponds
to 2560 chips. The number of bits per slot may be different for different PhCHs and
may, in some cases, vary in time.

In FDD mode, PhCHs are identified by code and frequency. After the TrCHs are mapped
to PhCHs, they are spread and modulated and sent out to the air interface. Spreading consists
of two operations: channelization and scrambling. The channelization operation transforms
every data symbol into a number of chips, thus increasing the bandwidth of the signal. The
number of chips per data symbol is called SF. Channelization codes are short spreading codes
with chip length 4~512, and 4 to 512 types of codes can be used depending on the length.
Scrambling codes are relatively long codes with chip length 38,400 (long scrambling codes)
or 256 (short scrambling codes), and an extremely. large number of scrambling codes can be
used. The channelization codes and sctamblingcodes.are’used in a different manner between
uplink and downlink. In uplink, each UE uses a channelization code to identify PhCH s.
Multiple UEs can share the same channelization-code; and the BS identifies the UEs
according to their scrambling codes. In"downlink, channelization codes are used for
identifying UEs. Sectors can share the same channelization code, as a different scrambling
code is assigned to each sector. Each UE identifies the sector by executing despreading with
the use of the scrambling code used in the visited sector. The downlink set of the primary
scrambling codes is limited to 512 codes.

The Dedicated uplink Physical CHannels (DPCHs) which is associated with TrCHs
Dedicated CHannel (DCH) are described in the following. Other PhCHs of uplink and
downlink can be found in [72]. DPCHs are bidirectional uplink/downlink channels and
assigned individually to each UE. They are consists of the Dedicated Physical Data CHannel
(DPDCH) and the Dedicated Physical Control CHannel (DPCCH), and mapped to I phase

and Q phase, respectively.
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B Dedicated Uplink Physical Channels

The Uplink Dedicated Physical Data CHannel (uplink DPDCH) is used for transmitting
data from DCH. At least one DPDCH is assigned to each UE. The Uplink Dedicated Physical
Control CHannel (uplink DPCCH) is used for carrying control information generated at
Layer 1. Only one DPCCH is assigned to each UE using DPCH. The Layer 1 control
information consists of known pilot bits to support channel estimation for coherent detection,
transmit power-control (TPC) commands, feedback information (FBI), and an optional
transport-format combination indicator (TFCI) used to inform the receiver which TrCH is
active for the current frame.

Fig. 2-11 shows the frame structure of the uplink DPDCH and the uplink DPCCH. Each
radio frame of length 10 ms is splitsinto /15 slots, each of length Tgo =2560 chips,
corresponding to one power-control period.. The. DPDCH and DPCCH are always frame
aligned with each other. The parameter k- in Fig. 2-11 determines the number of bits per
uplink DPDCH slot. It is related fo_the SF of the DPDCH as SF = 256/2%. The DPDCH SF
may range from 256 down to 4. The SF of the uplink DPCCH is always equal to 256, i.e.
there are 10 bits per uplink DPCCH slot.

For the DPCCH and DPDCHs, the uplink spreading of DPCCH and DPDCHs is shown in
Fig. 2-12. The binary DPCCH and DPDCHs to be spread are represented by real-valued
sequences. The DPCCH is spread to the chip rate by the channelization code ¢, = Cch 2560 and
Ceh2se01s described in 2.1.5. The n-th DPDCH called DPDCH,, is spread to the chip rate by
the channelization code c4,. When only one DPDCH is to be transmitted, DPDCH; shall be
spread by code c4.1 = Censrx, k= SF /4 and Cep 5601 described in 2.1.5. When more than one
DPDCH is to be transmitted, all DPDCHs have SF equal to 4. DPDCH,, shall be spread by the
the code cqn=Cenax, Where k=11ifn € {1,2}, k=3 ifn e {3,4},and k=2 ifn € {5, 6}.

After channelization, the real-valued spread signals are weighted by gain factors, £, for
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DPCCH, g, for all DPDCHs. The £, and £ values are signaled by higher layers or derived
[75]. At every instant in time, at least one of the values £, and £, has the amplitude 1.0. The
B, and f3; values are quantized into 4 bit words.

After the weighting, the stream of real-valued chips on the I- and Q-branches are then
summed and treated as a complex-valued stream of chips. This complex-valued signal of
uplink dedicated PhCHs (DPCCH, DPDCHs, HS-DPCCH, E-DPCCH, E-DPDCHs) are then
summed and scrambled by the complex-valued scrambling code Sgpenn as shown in Fig. 2-13.
The code used for scrambling of the uplink dedicated PhCHs may be of either long or short
type. The n-th uplink scrambling code, denoted Sgpen n, 1s defined as Sgpehn(7) = Ciongn(i), 7=
0, 1, ..., 38399, when using long scrambling codes, and Sqpehn(i) = Cshorin(@), i=0, 1, ...,
38399, when using short scrambling codes. Ciongn and Csnorin are described in 2.1.5.

The scrambling code is applied aligned with the radio frames, i.e. the first scrambling
chip corresponds to the beginning of-a radio frame. The modulating chip rate is 3.84 Mcps,
and the complex-valued chip sequénce ~generated by -the spreading process is QPSK

modulated as shown in Fig. 2-14.

B Dedicated Downlink Physical Channels

Dedicated downlink PhCH is different from the uplink one. The DPDCH and DPCCH are
time-multiplexed in the time slot. Within one downlink DPCH, dedicated data generated at
DCH are transmitted in time-multiplex with control information generated at physical layer.
Fig. 2-15 shows the frame structure of the downlink DPCH. Each frame of length 10 ms is
split into 15 slots, each of length Ty = 2560 chips corresponding to one power-control
period. The parameter k in Fig. 2-15 determines the total number of bits per downlink DPCH
slot. It is related to the SF of the PhCH as SF = 512/2%. The SF may thus range from 512 down
to 4. Cehskn 18 the channelization code used for non-compressed frames.

Fig. 2-16 illustrates the spreading operation for all PhCHs except SCH in the downlink.
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The spreading operation includes a modulation mapper stage successively followed by a
channelization stage, an IQ combining stage and a scrambling stage. The PhCH using QPSK
where each pair of two consecutive symbols is first serial-to-parallel converted and mapped
to I and Q branch. Fig. 2-17 illustrates how different downlink channels are combined. Each
complex-valued spread channel, corresponding to point S in Fig. 2-16, may be separately
weighted by a weight factor G;. The complex-valued P-SCH and S-SCH may be separately
weighted by weight factors G, and G,. All downlink PhCHs shall then be combined using
complex addition. Modulation of the complex-valued chip sequence generated by the

spreading process is shown in Fig. 2-18.

2.1.5 Spreading Codes

B Channelization Codes

The channelization codes for both uplink and-downlink are Orthogonal Variable
Spreading Factor (OVSF) codes that preserve the orthogonality between a user's different
PhCHs. The OVSF codes can be defined using the code tree as shown in Fig. 2-10. The

generation method for the channelization code is defined as

Cch,l,O =1,
Cch,2,0 _ Cch,l,o Cch,l,() _ 1 1
_Cch,Z,l Cch,l,o - Cch,l,O I - 1_

Cz‘h,Z("*")O Cch.Z 0 C(-h,Z”.O
Cch,z("”)l Cch.Z" 0 - Cch.z 0
Cch,z(”*l)z Cuh,z 1 Cch.Z"‘l
Cc’/z,l( +) 3 = Cah,z” 1 - CL»/Lz 1

Cm,z( 1) 5 (n+1)_y ch,2" 2" ch,2" 2"

chz,z( 1) 5 (n+1) 2" 2" en2m 2
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The leftmost value in each channelization code word corresponds to the chip transmitted
first in time. The channelization codes are uniquely described as C.j, sgr, Where £ is the code

number, 0 < k< SF-1.

B Scrambling Codes

The long scrambling codes are used in both uplink and downlink while the short

scrambling codes are used in the uplink only.
® Uplink Long Scrambling Sequences

The long scrambling sequences are constructed from position wise modulo 2 sum of
38400 chip segments of two binary m-sequences with 25 degree generator polynomials. The
resulting sequences thus constitute segments of a set of Gold sequences are shown in Fig. 2-7.
Let ny; ... nyp be the 24 bit binary representation of the'scrambling sequence number n with ny
being the least significant bit. The x sequence depends on the chosen scrambling sequence
number 7 and is denoted x,, in the sequel. Furthermore,-let x,(i) and y(i) denote the i-th
symbol of the sequence x, and y, respectively. The m-sequences x, and y are constructed as:
Initial conditions:

-Xn(0)=ng , Xp(1)=1n1, ... =X(22)= n22 ,Xn(23)= 123, Xn(24)=1.

-y(0)=y(1)=... =y(23)= y(24)=1.

The complex-valued long scrambling sequence Ciongn, is defined as:

Cranen )= gy D1+ S 1) €102, 0Li12)
where i =0, 1, ..., 38399 and | | denotes rounding to nearest lower integer. The scrambling
codes are repeated for every 10 ms radio frame.
® Uplink Short Scrambling Sequences
The configuration of short scrambling sequences is shown in Fig. 2-8. Let ny3na;...no be
the 24 bit binary representation of the code number n. The sequence z,(i) of length 255 is

generated according to the following relation:
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-z,(0) = a(i) + 2b(i) + 2d(i) modulo 4,i =0, 1, ..., 254;

where the quaternary sequence a(i) is generated recursively by the polynomial go(x)=
x54+3x7 +x°+3x7+2x+3 with a(0) = 2ny + 1 modulo 4; a(i) = 2n; modulo 4, i =1, 2, ..., 7;
a(i) = 3a(i-3) + a(i-5) + 3a(i-6) + 2a(i-7) + 3a(i-8) modulo 4, i =8, 9, ..., 254; and the binary
sequence b(i) is generated recursively by the polynomial gi(x)= x*+x"+x"+x+1 with b(i) =
ng;modulo 2,i=0,1, ..., 7, b(i)=b(i-1) + b(i-3) + b(i-7) + b(i-8) modulo 2,i =8, 9, ..., 254,
and the binary sequence d(i) is generated recursively by the polynomial gx(x)=
x5 +x"+x"+x*+1 with d(i) = nygr; modulo 2,i=0, 1, ..., 7; d(i) = d(i-1) + d(i-3) + d(i-4) + d(i-8)
modulo 2,i=28,9, ..., 254.

The sequence z,(i) is extended to length 256 chips by setting z,(255) = z,(0). The mapping
from z,(7) to the real-valued binary sequences. Cshort,1.() and Cshort2.4(7), , i =0, 1, ..., 255 is

defined in Table 2-2. Finally, the complex=valued .short scrambling sequence Cgporin, 1S

defined as C,,, () =c (@ mod256)(1 +j(1) ¢ (2l (i mod256)/2J)) where i = 0,

short,1,n short,2,n

1,2, ... and | ] denotes rounding to'nearest lower integer.
® Downlink Long Scrambling Sequences
The scrambling codes of downlink are shown in Fig. 2-9. It use the same Gold codes as
uplink except with an 18-degree code generator. For downlink modulation, the chip rate is the

same as uplink, i.e., 3.84 Mcps.

2.2 System Model

The system model used in this thesis is described as follows, and it is simplified from

the transmitter for uplink physical layer described in 2.1.

2.2.1 Transmitter Model

A K-user asynchronous turbo-coded CDMA system with QPSK modulation is considered.
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The transmitter model used in this thesis is shown in Fig. 2-19 where the spreader for the
k-th user is shown in Fig. 2-20. Fig. 2-19 is the simplified version of Fig. 2-1 while Fig.

2-20 is simplified from uplink DPDCH/DPCCH in WCDMA systems shown in Fig. 2-12.

The turbo encoder used is described in Fig. 2-4. The information bit stream u, = {u, [i]},
u,[i]e{0,1}, 0<i< M, +3,1s encoded with the rate-R=1/3 turbo encoder where M is the
CB size. The internal interleaved version of information bit stream is U, = {u,[i]},
u [i1€{0,1}, 0<i<M, +3. The parity bits can be generated from encoder E1 or encoder
E2 and are defined as u; = {u/"[i]}, u/"[i]€{0,l}, 0<i< M, +3.The resultant coded bit

stream b, = {b [n']} at the output of P/S block is as described in 2.1.2. The Mapper maps

{0,1}—>{-1,1} and the interleaver [].is the second. interleaver described in 2.1.2 which

reorders the coded bits and obtains by = {b,[n]} -where {b;[n]}=11({b,[n']}), O<n<N,,

where N,, =3M,  +n,,. n,,=12is the number of tail bits generated from the encoder. The

equivalent complex baseband representation of the transmitted signal of the k-th user at the

mobile station is given by

50O =PABC s (0B, (0)+jB,Co,y (4,1, (D}C, (1)
2-1)
B P, is the signal power, and power distribution of all users in the system follows a
power distribution ratio (PDR) where PDR=P;/Pi+1=1 for 1<k <K -1 when
there are K users in the system . For the sake of justice, total transmit power of all
users is K with any given PDR, and Px=K(PDR -1)/|(PDR )*-1|.
B f,and S, are the traffic-channel gain and pilot-channel gain, respectively. B;+4,=1,

and S=/,/B; denotes the pilot-to-traffic amplitude ratio.
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Bi(t) = X'bi[n)ps(t-nT}) are the traffic-channel signals, where by is the binary data
signal taking the values +1 from the Interleaver output.

Apitolt) = X'apiiod npilppi(t-nyiTy) are the uncoded pilot signals modulated at QO
-channel and has the same characteristic as By(z) but with a symbol period equal to
Ty

Cu(t) = Lenclpt-nTe) = X (cridne]+eroln)pt-n.1.) are the complex scramble
sequences Sgpch 1n Fig. 2-12, where {c/[n.]} and {co[n.]} are the Gold sequences
with period equal to the length of one frame and composed of N(SF) chips described
in 2.1.5, where N is the bit number in a frame.

Co(t) =2 coxncpt-n.T.), where co, are the OVSF codes as shown in 2.1.5 with
period equal to SF, where SF= T,/T., and X'coyi[n:]cox2[n.]=0 when x;#x;. In the
following, co = co4, Co = Co,u4, andcpp is néglected since it is an all one sequence.
D¢ Py and p,,; are unit power pulses with duration 7., 7j, and T, respectively. SF i =

T,i/T. is the SF for pilot Signal, and'Feg=T,i/T..

2.2.2 Fading Channel Model

In the wireless environments, the information-bearing signals encounter fading when

they are transmitting through the channel. Small scale fading, or simply fading, is used to

describe the rapid fluctuation of the amplitude of a radio signal over a short period of time

or distance. The multipath propagation, mobile and surrounding objects movement, and

bandwidth of transmitted signal influence the fading. Based on the Doppler spread, the

fading channel can be classified as either fast fading or slow fading. When mobile station

and other object are moving, the channel characteristics are changing according to the

moving speed. If the channel changes so fast that the symbol period is no longer less than the

coherence time, this channel is a time selective (fast) fading channel. Based on the multipath
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time delay spread, the fading channel can be classified as either flat fading or
frequency-selective fading. When the transmission bandwidth is broader than the channel
bandwidth, the multipath can be resolved and the channel is called frequency-selective
channel. In CDMA systems, the transmission bandwidth is usually wider than the coherence
bandwidth. Consequently, the information-bearing signals encounter multipath fading
channels. According to the wide-sense stationary uncorrelated scattering (WSSUS) model

[56], each delay path p of user k£ has independent attenuation and phase shift expressed by

@, ,(?) in multipath fading channel. The envelope of the output is Rayleigh distributed while

the phase of the output is uniformly distributed. Fig. 2-21 shows the multipath fading
channel model with four paths. In this thesis, the fading profile of each path is modeled as
Jakes model in which a U-shaped Doppler.spectrum with given maximum Doppler frequency
fa defines the characteristics of fading; The U-shaped spectrum is defined as

2
Og

S,(N=1 =y

d
0 elsewhere

7=,

where 0'; is the average power of the faded carrier, and f; is the maximum Doppler

frequency caused by the mobile motion where f;=v/ A, v is the vehicular speed and A is the
wavelength of the carrier. To generate fading channel coefficients, in the Jakes’ model [38],
the narrowband time-dispersive multipath fading is basically a combination of oscillators
with different frequency. The outputs of the oscillators for real part and imaginary part can be

described as x.(2) and x,(), respectively, and are defined as follows.

Nﬂ
x,(t)= 22 cos B, cosw,t + 2 cosa cos wpt

n=l1

N’l
x ()= 22 sin 5, cosw,t + /2 sin & cos @pt

n=1
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where wp =2n/f; is the maximum Doppler frequency in radian, N, is the number of other
lower frequency oscillators, Generally speaking, Nyequal to or larger than 8 gives good
approximation and w, =wpcos(2zn/N) while n=1, 2, ..., N, and N=(2N,+1)/2. In order to
normalize average power to unity, we should set a =0, £,= 7 /(N,+1) that let <x.(t)x;()>=0

and <x.(; t)2>=Nn <xs(t)2>=Nn+] . Thus we have x.(?) and x,(2) as follows.

2 & 1
x, ()= —Zcos B, cosm,t +—=cosa cosm,t

Nn n=l \/E

2
x ()= [— Sin cosw t
A() N +1”Z_:‘ ﬂ}’l n

n

The complex baseband output of the Jakes.model is then given by

where the output y/(?) is a baseband signal with'‘Rayleigh fading characteristics.
After the transmitted signal s,(¢)"of the ‘4-th user in (2-1) passing through a P-ray
Rayleigh fading channel, assuming that the channel variation in a symbol interval is

constant, the asynchronous received signal is represented as

=33 a0, (t~7,,)+ ()

k=1 p=1

(2-2)

where n(?) is the complex AWGN with zero mean and one-sided power spectral density Nj.
7vp and oy p(?) are the delay and the complex channel gain of the k-th user at the p-th path,
respectively. 7, are uniformly distributed random variables in [0, 7};) for asynchronous
systems. o () is still a zero-mean complex-valued Gaussian random variable without loss

of generality when the carrier phase shift part is absorbed in it [88]. For simplicity, we assume

29



that the 7, are perfectly estimated for all users. a;,(?) are constant in a symbol interval, i.e.

»
al") =a, () e, +n7,, Where we assume that ) ] ‘a(") 1=1 if the n-th bit of user J in the
p=l

J,p

first CB of the first frame is the bit and the user of interest.

2.2.3 RAKE Receiver

The matched filter (MF) is the optimal receiver when all interferences are viewed as
background noise with Gaussian distributed characteristics. The RAKE receiver is
considered as the optimal receiver in frequency-selective fading channel and combines
multiple resolvable paths at receiver end to improve the performance [1]. Among
combination criteria, the maximal ratio combining (MRC) maximizes the instantaneous
signal-to-noise power ratio (SNR). The MRC'RAKE for uplink dedicated channel is shown
in Fig. 2-22. The received signal r(f) is directly sent into the correlator followed by a

summation of all fingers’ outputs. The real partof the RAKE output is given by

J-(/1+])Th+rjf

F
Y(n)
/z nT,+t7, ;

5 ﬂd @y Cs(t -1, )Ci(t-1, f)dt}

-
(n) (n) (n) (n)
; el(@) ) (P, @b, Inl+ MAL' +1,07 )}

(2-3)

where 0‘;:)‘1 ., are the channel estimates of a}’f} while the channel estimation method will

be addressed in 3.2. (x)" denotes the complex conjugate of x, F is the number of RAKE

F
fingers, and in this thesis we assume that F=P. Thus, the denominator ) E[ ‘a(,"f
=

]=1 can

be neglected. MAII;(J”,) and 7, in (2-3) are defined as

bJ.f

MAL =[P, DAL CO RS Y CBEN Ry Za‘"){ﬂ,l,,”(r)ﬂﬂum,(r)}

p=Lp#f k=1k#J

(2-4)
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where

i )= { [l @+ bIn =151, (). 720
20

[”]p;{(;;)J 7 (D) +b[n+ 1]/)/,((;)J f(T) , <0

(2-5)
and

w0, () @l I, @)+ a,, L =D, (2), 720
” @, I, (@) +a,, [+ DI, (), <0

(2-6)
where %, @, A5, @, v, () and 7 (7) are defined in (C8) ~ (C11) in Appendix

C. Also, we have

o L @ oo ey, VCe—1, )t
S = n - ) — 5
bJ.f 2ﬂdTb nl;+t; o J.f J J.f .

In (2-4), it is shown that the second-and the fourth interference terms come from the

pilot-channel signal of multipath and.other users; respectively. The data decision is made by
taking sign bit of RAKE output ¥ " ie. sgn{¥"}, where sgn{.} is the sign function.

The conventional (RAKE) receiver is easy to implement. However, MAI from both pilot
signal and data signal of other users due to non-orthogonality are viewed as background
noise. This results in dramatically reduction in system capacity. Additionally, in (2-4) it is
also shown that users with large channel gain result in larger MAI than those with small
channel gain. In mobile environments, large channel gain usually comes from users who are
located close to the base station. Users with weaker received signal are overwhelmed by

users with stronger received signal. This is the so called near-far effect. The system capacity

is expected to be larger if the MAI in RAKE output Y ) in (2-3) can be eliminated.
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Table 2-1 Main WCDMA parameters [33]

Multiple access method
Duplexing method

Base station synchronisation
Chip rate

Frame length

Service multiplexing

Multirate concept
Detection
Multiuser detection, smart antennas

DS-CDMA

Frequency division duplex/time division duplex

Asynchronous operation

3.84 Mcps

10 ms

Multiple services with different quality of
service requirements multiplexed on one
connection

Variable spreading factor and multicode

Coherent using pilot symbols or common pilot

Supported by the standard, optional in the

implementation

Table 2-2 Mapping from z,(i) to Cgnors, 1.,(i) and Cspore2n(7), i =0, 1, ..., 255

Zn(i) Cshort. 1 n(l) Cshort.2 n(l)
0 +1 +1
1 -1 +1
2 -1 -1
3 +1 -1

Table 2-3 UL reference measurement channel (64 kbps)

Channel coding

Radio frame
equalization

1st interleaving

Radio frame
segmentation

Parameter Level Unit
Information bit rate 64 Kbps
DPCH 240 Kbps
Power control Off,
TFCI On
Repetition 19 %
v v
CRC attachment TrCH multiplexing
CCTrCH
TrBk concatenation/ Physical channel
CB segmentation segmentation

2nd interleaving

Physical channel
mapping
P

PhCH#1 I PhCH#2

Rate matching Rate matching

Fig. 2-1 TrCH multiplexing structure for uplink
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v v .
CRC attachment TrCH multiplexing
TrBk concatenation/ 2nd insertion of DTX
CB segmentation indication
v CCTiCH
Channel coding Physical ch:%nnel
segmentation
Rate matching Rate matching 2nd interleaving
1st insertion of DTX Physical channel [
indication mapping
ik ppit
PhCH#1 I PhCH#2
Ist interleaving
Radio frame
equalization

Fig. 2-2 TrCH multiplexing structure for downlink
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Fig. 2-3 Rate 1/2 and rate 1/3 convolutional coders
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Turbo code
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¥ —
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2nd constituent encoder E2

Fig. 2-4 Structure of rate 1/3 Turbo coder (dotted lines apply for trellis termination only)
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Uplink

240kbps DPDCH

slot segmentation  *

Layer 3 mﬁx'
Header 16 paddlng
Information data 2560 LAC header,padding discard t t |
CRC detection 2560 | CRC detection —
CRC16 creiz A8
2576 Tail bit discard
Termination 12 :
Turbo Code R=1/3 7740 Viterbi decoding =
R=1/3 _ J
radio £
seqmentaton #1 1935 #2 1935 | #3 1936 CZI T N T B L |
Rate matching #1 2293 #2 2293 | #3 2293 747293 | _
v <
{229
2nd interleaving
| 2400

H

TT !

[1]2]
:

e .
kb

<
Radio frame FN=4N

Radio frame FN=4N+1

Fig. 2-5 Channel coding for the UL reference measurement channel (64 kbps)

Transport Channels

DCH

E-DCH

RACH

BCH

FACH -

PCH

HS-DSCH

Physical Chaiinels

Dedicafed Physical-Data Channel (DPDCH)

Dedicated Physical Control Channiél (DPCCH)
Fractional Dedicated Physical Channel (F-DPCH)
E-DCH Dediated Physical Data'Channel (E-DPDCH)
E-DCH Dedicated Physieal Control Channel (E-DPCCH)
E-DCH Absolute Grant Channel (E-AGCH)

E-DCH Relative Grant Channel (E-RGCH)

E-DCH Hybrid ARQ Indicator Channel (E-HICH)
Physical Random Access Channel (PRACH)

Common Pilot Channel (CPICH)
Primary Common Control Physical Channel (P-CCPCH)
Secondary Common Control Physical Channel (S-CCPCH)

Synchronisation Channel (SCH)

Acquisition Indicator Channel (AICH)

Paging Indicator Channel (PICH)

MBMS Notification Indicator Channel (MICH)

High Speed Physical Downlink Shared Channel (HS-PDSCH)
HS-DSCH-related Shared Control Channel (HS-SCCH)

Dedicated Physical Control Channel (uplink) for HS-DSCH (HS-DPCCH)

Fig. 2-6 Summarizing the mapping of TrCH s onto PhCHs
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Fig. 2-7 Configuration of uplink scrambling sequence generator
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Fig. 2-8 Uplink short scrambling sequence generator for 255 chip sequence
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Fig. 2-9 Configuration of downlink scrambling code generator
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Cchl[)= 1

Cehao=(,1,1,1)

Cch4l: (1,1,-1,-1)

Cehao= (1,-1,1,-1)

Cehoo= (1,1)
Cehoi = (1,'1)
SF =2

Cch,4,3: (1,-1,-1,1)

SF =

Fig. 2-10 Code-tree for generation of OVSF codes
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Fig. 2-11 Frame structure for uplinkc-DPDCH/DPECH
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S
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Fig. 2-13 Spreading for uplink dedicated channels

cos(wt)
Re{S} | Pulse-
Complex-valued Split " | shaping
chip sequence S real &
from spreading imag. Imis
operations parts m{S} > Pulse-
shaping
-sin(owt)
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Chapter 3

Pilot-Channel Aided Successive
Interference Cancellation

3.1 Overview

The SIC technique intends to detect and removes the user signal with decreasing signal
strength to acquire better error performance. Due to the variety of ordering method and the
superiority over PIC, in this chapter.we present.the pilot-channel signal removed SIC with
three ordering methods.

In Chapter 2, we find that in the uplink WCDMA systems, the traffic-channel signals are
always interfered by other users™.pilot and traffic-'signal even without any fading. The
interference from pilot signal in Q-channel before scrambling is removed first before data
detection is performed. Also, channel estimation performed independently with the
pilot-channel of each user is taken into consideration in the analyses. For practical use, the
MRC RAKE receiver with hard decision for data detection and windowed moving average
technique for channel estimation are adopted.

It has been shown that the ordering method has a great effect on the performance of SIC
[15], [52], [58], [69]. To determine the cancellation order, reference [26] uses the
gain-ranking list obtained from channel estimates for successive cancellation. In reference
[89], the correlator outputs pass on to a selector to select the user with the strongest
correlation values for decoding and cancellation in each stage. For asynchronous systems, G

bits of each user are grouped into the cancellation frame, and the ranking of the users is
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obtained from the averages of correlations over G bits. In [90], the average power is used to
decide the cancellation order. Our proposed method is to use the signal strength obtained at
the outputs of the first stage’s RAKE bank as the basis for ranking detection order [67]. In a
recent work [87], the effects of ordering method on hard-decision based SIC with equal
received power over AWGN and flat Rayleigh fading channels for an asynchronous system
are examined. In this chapter, three ordering methods for SIC in the uplink of WCDMA
systems over multipath fading channels are discussed and compared in the aspect of the
implementation issues (such as reordering frequency, processing delay, latency, and
computational complexity), and error performance related parameters (such as
pilot-to-traffic amplitude ratio, ordering method, grouping interval, received power
distribution ratio and channel estimation as well.as timing estimation errors). We also apply

our proposed scheme to the multirate environment:

3.2 Channel Estimation

In a time-varying mobile communication: system, channel estimation is essential for
coherent demodulation. Two types of the conventional channel sounding schemes,
pilot-channel aided (PCA) scheme and pilot-symbol aided (PSA) scheme, are utilized to
estimate the channel conditions in the uplink and downlink DPCH channels in WCDMA
systems, respectively. The PCA scheme uses an extra channel to carry the pilot signal while
in the PSA scheme, the pilot symbols are arranged to put between data symbols in the same
channel. The PCA scheme results in an increased peak-to-average-ratio (PAPR) with more
precise channel estimation. In other words, part of the transmitted power is used for pilot
transmission all the time. In the PSA scheme, the channel estimates between the positions
of pilot symbols can be interpolated by a filter where the maximum Doppler frequency has

an upper limit for a precise estimation.
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In the uplink of WCDMA systems, for ease of implementation, instead of using the
optimal Wiener filter [66], a straightforward method as shown in Fig. 3-2 to obtain the
channel estimate is to correlate the received signal with known pilot signal modulated at
O-channel of user J at the f-¢h path followed by a moving average filter to reduce the variance

of the noisy channel estimate. The channel estimate thus becomes

~ (1) 1 J.(M)TNH

* n+W/2-1
— . — X (Hh) (n) (n)
Aoy y = szﬂ T Apilot (t Ty s )r(t)Cj (t Tyr )dt = [\/7 E a; +MAIM/ +lw /]

nT,+t.
bTIS ny=n-W1,2

(3-1)

where (x)" denotes the complex conjugate of x, and W is an even integer denoting the
length of the moving average filter and # is assumed to be equal to or larger than /2. Here
we neglect the situation of n<W/2, since.the effect of initial channel estimation is negligible
for the long-term system performance measurement in a real system. Besides, as n+W/2>N,

the scramble sequence will be reused again.-When the transmitted signal is subject to fading

channel, of) # Z+Z’2WI/2 &, sincéit issassumed that the channel parameters vary with bit

index n. However, when the channel variation is not very fast compared to W7, ,

(n)

—Zwm ;) can be used to approximate «}',. The multiple access interference (MAI)

/2" IS

coming from other paths and other users is expressed as

MAIa(Jn)f _apllot[|_nl \/7 Z a(n) {7/1(anj f(ﬂ)“'ﬂ%zj f(Tl)}+ z \/72 o ka f(T)+ﬂka f(f)}:|

p=lp=f k=L k=] p=l
(3-2)
where [/=1/F,, and \_xJ indicates the largest integer smaller than or equal to x. 7 and 7,

denotes 7z, ,, . and 7, ., ., respectively, for notational simplicity. The AWGN induced

interference is expressed as
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m 1 Im+nn+mJ
aJ,f = .
Jzﬁpr

Apilot (t- Ty )n(t)C; (t- Trr )t .

nTy,+t, I

(3-3)
AN, () and p", () in (3-2) denote the interferences from other users’ traffic-channel

signal and pilot-channel signal, respectively, and are defined as follows.

bk[n]/?/g',zg,f (r)+b [n— 1]/'7/(:,3;1,/“ (r), 720

A s () = () < (n)
o bk[n]pk,p;J,f () +b[n+ l]pk,p;J,f(T) , <0

(3-4)
and

0 oy < Bl n i O+ @y =D, (), 720
B0 a5 @)+ L+ DA, ), 7 <0

(3-5)

where o)., ,(0), Al @), ¥, (r)=and 7 (z)-are defined in (C4) ~ (C7) in Appendix

C.

3.3 Pilot Channel Signal Removal

From (2-4), it is shown that the second and the fourth interference terms come from the
pilot-channel signal of multipath and other users, respectively. Two methods can be used to
alleviate the MAI due to pilot-channel signals. One method is to reduce the power ratio.
Although reducing the power ratio will alleviate the MAI due to pilot signals, it also reduces
the accuracy of channel estimation. Another way is using the proposed method as shown in
Fig. 3-5. The scheme reduces MAI due to pilot channel signal, which is regenerated by a pilot
signal regenerator and then subtracted at the regenerator output. Therefore, if the

pilot-channel signals of all users are removed from 7(¢#) before r(¢) is fed into the

correlators, the variance of Y™ in (2-3) can be reduced, especially when g, is large.
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According to this, 7(¢) in (2-3) is replaced by

K

F(0) = r(t) - > C o (0)
(3-6)
where
Crs (=" 8,055 a Ll —7, )T, JC, (-7, ).
(3-7)

o o ) S (m () .
Then, Y;", MAI, o and [b‘J,f in (2-3) become Y”, MAIb:J’/_, and Iﬁ,,/’ respectively, where

A4A1‘” JP jz (”z/p,,(q)+ jg Jﬁ*EZaMva,,(r)

p=Lp=f k=Lk=J p=l

VBNE Sanu” ()Y B - ipt S @ S e @)

p=F+ k=1k=l] p=F+1 p=lpzf k=Lk=J p=1

(3-8)
with
n ’(n) n (n)
6_/:(") /( ) pllat [LnlJ]MAla f,w)k pyk,p;./,f (T) + apilat [L(n - I)IJ]MAIO( f,w kl)p }/k p J.f (T) T2 0 .
piJ n (”) n+
@ [l ALY, 71 @)+ ay, [+ DUIMALSY 720 (@), 7<0
(3-9)
The AWGN induced interference / b(J; is expressed as
L =1" —jp fi fi (r)+ }5 (7))
iry be Sk.pid.f ngJf 1
? J p=1 p=Lp#f
(3-10)

with
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[L(n— l)lJm,fm 720

A,(n) ( ) ai’z)k N4 ptlot LnlJ }/k pJ f(T) +[0!i:/k1p ptlot
Sk il n n+
afu)k P pllat L}’llJ yk N f( )+ Iafwklp pllot L(}’l + l)lJ]}/k P f(T) T< 0
(3-11)

kp ,.(r) and gk . f (r) in (3-10) and (3-11) come from the channel estimation

where both &

errors. After obtaining y™ , the initial decision of the coded bit 5,[n] is given by

b [n]=sgn{Y"}, where sgn{.} is the sign function. Thus, for the u-th canceled user of all SICs

the real part of RAKE output is
Vo, —P<,,>Z o[t
+ZR6{\/Z (o) Y MAL " L 0 ) (MALL 4 Lo Y (P 0l b I MAL 0 "
(3-12)
where
S48
Ficu(D)= 0 = 3 Cng s (1)
(3-13)
and
Gl WE limr, T, ot —7 )Cu -1, )
(3-14)

datak() Zp]ﬂd avik,p

where mGT <t-7, <(m+1)GT, bgei[n] is the data decision of the coded bit bge.,[n]

F <
where bS,Ck[n] —sgn{ sm "V for <1><k<<u—1>. According to the graphical illustration

shown in Fig. 3-1, it is shown that
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P K P
AL " =B P Y e W @y S R Y e ()

bye <u. s p=F+1 k=Lk=J p=F+1
from un—cancelled pilot
P <K> P <u-1> P

+ \V P<u> ZQLle /1<'(u">),p;<u>,f (z-l ) + Z \/sz alﬁ,j[: )’k’(,;);<u>,f (T) + z \/E z O!,E'j; l/:(,;)§<">,f (T)

p=Lp=f k=<u+1> p=1 k=<I> p=F+1

Jfrom un—cancelled multipath from un—cancelled user from un—cancelled multipath of cancelled users

F K E F <u-l> F
_jﬁc { z&iii),pxuzf (Tl ) + Z OA_I:,p;<u>,f (T)} - { z@é}g‘?<u>,p;<u>,f (Tl ) + Z Z@;;g‘?k,p;<u>,f (T)}
p=Lp=f k=Lk#J p=1 p=Lp=f k=<I> p=1
Sfrom imperfect pilot removal from imperfect channel estimation & incorrect data decision

(3-15)

where 7 and 7, denote 7, , . . and 7 respectively, for notational simplicity.

<u>,pi<u>,f

The 3-rd and 4-th terms in (3-15) are MAI from un-canceled multipath and users where

bk [n]pl’cf;3<u>,f (T) , n= mG > 0
, T2
ﬂ“l;(,np);<u>,f (T) = bk [n]plrcf;?q»,f (T) + bk [n — l]pl’(f;?<u>,f (T)s otherwise i
bk [n]p/’cf;?<u>,f (1-) + bk [n + l]pllcf;;)<u>,f (T) , T < 0

(3-16)

and the last two terms in (3-15) come from incorrect data decision, imperfect channel

estimation and un-canceled MAI due to asynchronous channels where

n n n n !(")
MALY,  =2(pea’) + MAL" YA Yb,[1]p] e\, (7)

n— n— n— n— .,(")
+{MALY =2 peal + MALY Y VAT b [n =115} e, (7)

aavik,p aavik,p

n n n n '(n)
(MAL,", =2 pea™ + MAL,", YADb, (1P} s (7)

Z 1 (n) (T) _ davik,p Qavik,p

Psicii<us o , n=(m+1)G -1
+b [n+ l]pk‘p;<u>,] (@)
) () () , 7<0
(MAL,, =2 P’y + MAL ) VAP b[n1p) ., (7) ,
o , otherwise
n+l n+ n+l n+ WA
+ {MA]o?;,p ' + 2( pk alg,pl) + MAldiv;k,)p )A(k K }bk [l’l + 1]pk,p;<u>,f (T)
(3-17)
with A} =1 when b,[n]# hacilnl,and AY =0 when b, [n]= bgey[n]. And
- - F,\() <u—1>FA()
liSIC<u>,f = 11;<u>,f - { 72 W<u>,p;<u>,f (Tl) + Z Z ‘//SIC;k,p;<u>,f (T)}
p=Lp#f k=<I> p=1
(3-18)

47



where

(n) (n) (m) (n-1) (n=1) L,
IE{ a"v;k,kan bk [n]pl’f,p;<u>,f (T) + ]&ur\’/;k,kan bk [n - l]p/:,p;<u>,f(z-) ,» T 2 0
2 (n+1) (n+1) L, (m _
l//g:f);k,p;<u>,f (T) == Itifanv;k,pglkwr bk [n + 1]p/:t,p;<u>,f (T) , = (m + I)G - 1 0
, T<

(m m (1) (s ) .
Ly Qi”)bk [n]pl:,p;<u>,f () +1; o Qiﬁl)bk [n+ l]pli,p;<u>,_/'(r)’ otherwise

(3-19)

A

Here, we have Q" =1 when b, [n]#bg.,[n], and Q" =—1 when p,[n]=by[x]. After hard

~

. . . . Z (n)
decision, the data decision becomes by,._,. [n]=sgn{¥,

<u>

1, and the detection error is denoted

as ¢ =2A" b__[n]

rbSIC <u> <u>T<u>

3.4 Ordering Type

In the following, SIC is performed 10 alleviate the:MAIL from other users to achieve better
error performance. The general SIC receiver is shown in Fig. 3-6. At every processing
instant, the chosen user is made decision, tespread (shown in Fig. 3-4) and then removed
from the received signal. The process continues until all users are detected. To decrease MAI
due to asynchronous reception, a group of G-bit data named Grouping interval is detected in
the sequel, i.e. the n-th bit of user J is detected before or after another user’s data is detected
where mG<n<(m+1)G, and m is a nonnegative integer. The graphical illustration is
shown in Fig. 3-1where 1< f<F and F'is the number of RAKE fingers.

Generally speaking, signals are detected and canceled in order of their strength since the
user with large received signal power is more reliable but leads to serious interference to
other users. However, as shown in (3-8), the transmitted signal power P, channel gain « and
correlation terms suchas A’ and /', all affect the received signal strength and MAI to other

users. Three ordering methods based on different consideration are described as follows
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3.4.1 SIC I: Ordering Based on Average Power

In SIC I, the cancellation order is decided by the average power measured over a period

much longer than 1/f, where f; is the Doppler shift. According to computer simulations,
f,/12 is large enough to be used as the reordering frequency. When the stationary channel is

assumed, the reordering frequency can be much less than f,/12. To detect a group of G-bit

data of all users, the architecture for SIC I is shown in Fig. 3-7 where the index in {.} at the

output of each block denotes the processing step, and <u> =J denotes that the user with

index J at bit index 7 is detected in the u-th order/stage. For notational simplicity, » is omitted
in the following. After performing channel estimation {1} and pilot-channel signal removing
{2}, all information in Buffer A are sent to Buffer B in each G-bit interval {3}, and Buffer A
can continue to collect the next G-bit information without delay. At this moment, through the
bus-like connection (bold line in part II), the user mdex and the corresponding channel
estimates of the first detected usér are sent'to-RAKE {4} followed by Decision {5}. Then

data respreading {6} and traffic-channel 'signal removing {7} are performed, and the

remaining signal is sent back to Buffer B {8}. ﬁs,c;u (t)=r(t) when u=1. After that, according

to the cancellation order decided in Part I, steps Su-1 to Su+3 are repeated for all the other

users, where 2<u<Kk.

3.4.2 SIC II: Ordering Based on RAKE Outputs after G-bit

Cancellation of One User

In SIC II, the G-bit summation of the RAKE output strengths in each stage are used to

find the next detected user. The architecture of SIC II is shown in Fig. 3-8. At first, we find

. . (m+1)G-1
the user with the maximum ., .

Q! (n)
SICk

at the output of RAKE Bank {5} with the Finding
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Max block, and sent the user index to Buffer B {6}, where Y. =¥ and Yo" =¥" with
u=1. With this index, decision making {7}, data respreading {8} and removing from 7(;) {9}

are performed followed by storing the remaining signal 7, () in Buffer B. Then u is
increased by one, and steps 6u-2 to 6u+3 are repeated where 2 <u < K . Note that the Finding
Max block must suspend and wait until Y, v are shown at the outputs of RAKE Bank where

k denotes all the undetected users..

3.4.3 SIC Ill: Ordering Based on RAKE Outputs at First Stage
in Each G-bit Interval
In SIC III, the cancellation order is'decided ;according to the signal strength of
z(mH)Gfl
n=mG

interval, information of all users are sent to-Buffer B.{4}.-Then, in Finding Max block, the

)%f") obtained in RAKE Bank in Part-1-{3} as shown in Fig. 3-9. In each G-bit

index of the user with maximum Z(”’“;G’l fkw is found {6} and then sent back to Buffer B.

n=m

When the first user (u=1) is detected {8}, respreaded {9} and canceled from 7 (1) {10}, the

Finding Max block finds the user with second largest signal strength according to the same

z('f“;c" )%f") at the same time {10}. Thus, the RAKE output of the second detected user can

be obtained right after 7ux(® is sent out of Buffer B. For 2<u <K, steps Su+1 to Su+5 are

repeated.

For all SICs in Fig. 3-7 to Fig. 3-9, in order to remove all interferences from the

pilot-channel signals of all users in the n-th bit interval where mG<n<(m+1)G, ze(t) with

t>[(m+1)G+1]T, in Buffer A are sent to Buffer B. After G-bit data of all users are detected,

the remaining signal ﬁS,C; v (1) with > (m+1)GT, are cascaded with the incoming #(7)
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for the next G-bit data detection. Ordering in SIC I only takes the transmitted power and
long- term channel gain into consideration. This ordering method is often used in literature
when SIC is compared with other ICs. SIC II and SIC III take advantages of instant received
signal strength, i.e. ordering is based on the compromise between reliability and channel
estimates (weighting of MAI to others) where SIC III is the simplified version of SIC II.
Increasing grouping interval G can decrease un-cancelled MAI to late detected users due to
asynchronous reception. However, there is tradeoff between alleviating extra MAI and
sensitivity to instant signal strength in SIC II and SIC III. For these two SICs, The early

detected users may have small instantaneous SNR within a bit interval, as G increases.

3.5 Performance Analysis

3.5.1 Numerical Analysis

In this section, a closed-form expression for-the average bit error rate (BER) over AWGN
channel is presented. Channel estimation accompanying with the pilot-channel aided SIC
employing three types of cancellation-ordering method in asynchronous systems (but
assumed chip synchronous, ie., 7#0 and 7'=0 where 7 and 7' are defined in

Appendix C is analyzed.

B Channel Estimation

For sake of simplicity, the long scramble sequences are viewed as random sequences
where {c,} are modeled as i.i.d. random variables. Thus, code correlations are assumed to be

zero-mean complex-valued Gaussian random variables where

Var(Re[ﬂ:J) (7, J)]):Var(Re[yk(;"J) (z,,))) =1/(2SF) when chip synchronous assumption is made,

and Var(Re[/‘tZJ)(rk, J)])=Var(Re[,sz(:)(rk’ D =1/3SF) when chip asynchronous assumption is
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made [90]. 7, is also a zero-mean complex-valued Gaussian random variable. It can be

shown that the mean-squared error (MSE) of the channel estimation is given by

- B+ s P No
W ﬂf irres (SF) 2T,

(3-20)

MSE (&),) = 1+ Efie [
av;J

av;J

A(n> \/70!(70

1= ElMarl),

B Data Detection

Without loss of generality, the time dependency is negligible in the following discussions.

Thus, from (3-12), the decision statistics at the u-th stage are given as follows.

}:]SIC<M> = <u>b<u> [n] + <u> RC WAIm <> Iav;<u> ]b<u> [n]
+ V P<u> + Re[MAIav <u> m <u> }Re MAI[JS1C<u> + 13S1C<u>] + ImWAIm <u> av <u>]Im[ bS1C<M> + [[;SIC<M>
(3-21)

@ SIC I: Ordering Based:on Average:Power

In this type of SIC, user data is detected-and removed according to the descending

average power. According to the central limit theorem, )Q/SI b are assumed as

C<u> | <u>

Gaussian-distributed random variables with mean P._b _ and variance

<u>"<u>

Var(YS[C <u> | b<u>) ~ [P<u> + MSE(O’/a\ s<u> )]{Var(Re[MAIb SIC <u> ])+ V(l/"(Re[[b SIC <u> ])}

(3-22)

since the decision statistics are the sum of many variables. This assumption is commonly
made in the case of successive cancellation [54]. As shown in the next section, it provides
good approximation to the AWGN-dominant systems. The variation of signal power is
neglected for simplicity, and the interference components are assumed to be uncorrelated

with 5. According to ¢l .. . (v), A,..(x) and g . () in (3-17),(3-19) and (3-16),
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respectively, it is shown that

<u=l> <u=l> <u=1>

I/G{:%[ flnk + ZEHMA[,;‘“,% RE z ﬂE[(iSIC;k)z]j+[i Zpkj}

k=<u+1> k=<1> k=<1> k=<1>

VarlRepar, 1)=-L +(1—1/G)[ Sp+ S Eimar,,, 2]+<uZI>PkE[<I§W)Z]}

b
I 2SF k=<u+1> k=<1> k=<1>

K
+ 41 D EllMAL,,, ']

k=1k#<u>

(3-23)

where E[(lis,cgk)z]=4p,.f,f’k and pr’(TII(l denotes the BER of user k [92]. The probability of

720 or 7<0 isequal to 1/2. In addition, only the expected values of the variance of partial

code correlations are considered in (3-23). Also,

Var(Re[L ]):M G Ssestzl | aoye) =l |y K2
BSIC<u> 4T, 4" B*W(SF) BW (SF) W (SF)

(3-24)

where the first and the third terms come from channel estimation errors. Strictly speaking, the
BER analysis must be analyzed with‘the method of robust statistics as far as error detection is
concerned [66]. Nevertheless, for simplicity, the error probability for the u-th canceled can be

approximated as

pV’(Tflzn ~ Q[\/leb /Var(YS1C<u> | b<u>)j
(3-25)

where O(x)=(1/2x) I “exp(—(¢2 /2))d . The average BER with K users in the system thus is ﬁr,g{)

K (K)
k:lp’vT1,<k>/

® SIC II: Ordering Based on RAKE Outputs after G-bit Cancellation of One
User

This SIC finds the next detected user after each cancellation of the currently detected user,
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1.e., decision statistics of undetected users at each stage are used as ordering bases. For SIC 11
and SIC III, the BER analysis of the cases with G>1 is very complicated, and thus only the
case of G=1 is performed. Fortunately, as shown in the next section, when G increases, the
BER of the three types of SIC are comparable in the AWGN channel. The error probability

for the u-th canceled user is given as follows.

(K) (K_l)' & g s & £ 0 fo0 (00 0
Py s = | Z Z o z Z """ z.[o Ifac.[fac"'.“—ood<u>(xu)
' (K _u)~<u>:l<1>:l, <u-1>=l, <u+l>=u, <K>=K-1,
<I>#<u> <u—1>#<u>&<1>.. <u-2> <u+1>#<I>~<u> <K>#<I>~<K-1>
f=ucl P, —x P, +x K P, —x P, +x
. x# —x, 1_ <k> k oy _ <k> k l—[ <k> uy <k> u d dx ..dx
el g<u>,<k>( k+1 A)( Q(C(<k >, k)) Q(C(< k >,k)) jkwl Q(C(< k >,u)) Q(C(< k >,u)) X ax,
(3-26)

where

1/2

1 3 K 1 <VE1> 3 <y =1> 2
—| = DB SBL S Y E[MAL,, ']
. 2SF | 4 pa &y 4 o i Y
c(vy,v,) = (2, + MSE(aaV;VI )] e

K 2 _ _
+Lﬂ3 S il Mal, 'k,|2]+(ﬂc+1)No 1. K13 sz 1
28F " i AT, W(SF) 4 B’W(SF)

(3-27)

d<u> (x) = 1/\/27[Va’(§S/C<u> | b u>) exp(_(x - P<L¢> )2 /2Va}’(§SIC<u> | b<u>)) iS the prObability diStribution

<

function (pdf) of Gaussian random variables )%S

1C<u>

|b.,. with mean /P and variance

Var(im(u) |b..) =c(<u>u) when itis conditioned on b, =-1.Itis easy to show that the error

<u> <u>

<Uu>

probability of the case b, =l is the same. g, , (x) are assumed to be the pdf of Gaussian

random variables with zero mean and variance equal to

27 B+ MSE(,, I {P + MSE(g,,,, )+ (ﬂ“W} _

(3-28)
Equation (31) denotes that the decision variables of the u-th detected user falling on x,,

x,,...,and x,  atthe first, second, ..., and the (u-1)-th stage, respectively, are smaller than
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those of users </>,<2>, ...,<u-I1> which are decided to be detected at the first, second, ...,

and (u-1)-th stage, respectively. When it comes to the u-th stage, the decision variables fall on

x, since interferences from previously detected u-/ users are canceled, and there are K-u

users whose decision variables are smaller than that of user <u> where decision error occurs

when X, 20. To simplify the calculation, we assume that x,,, ~x, since g_. . (X, —x;)

1s small when it is compared to other random variables in (31). Then the error probability is

approximated as
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(3-29)
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Then the average BER of SIC II thus is givenby ' p, ,~=> , p., . /K

® SIC I11: Ordering'‘Based onjRAKE Outputs at First Stage in Each G-bit
Interval
In this type of SIC, user data is detected and canceled according to descending signal
strength at the correlator outputs of the first stage, i.e., decision statistics of all users at the
first stage are used as the ordering basis. Thus, the error probability for the u-th canceled user
is modified to
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A

Equation (3-30) indicates that a user with decision variables Y__=c¢(<u>,1) fallenon x, at

u>
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the first stage was decided to be canceled in the u-th stage since there are u-/ users having
larger value of decision variables and there are K-u users with smaller value of decision

variables than user <u>. When it comes to the u-th stage, the value of decision variables

becomes X, since interferences from previously detected u-/ users are canceled, and the

decision error occurs when X, 20 in the case b, =-1. The decision errors of previously

detected users are ignored for simplicity in both SIC II and SIC III. Then, the average BER

. . — K
for a system with K usersis .5, =>. _ p.0 . /K.

From the above analyses, channel estimation errors are shown to lead to nonlinear
influence on the decision statistics as well as system performance. Analytical methods used
in SIC II and SIC III can be viewed as the modification of the order statistics [21] where the

ordering basis of SIC II changes after ¢ach cancellation.

3.5.2 Computational Complexity

Ordering in SIC I only takes the transmitted power and long-term channel gain into
consideration. In SIC II and SIC III, they fully take advantages of instant received signal
strength, i.e., ordering is based on the compromise between reliability and channel estimates
(weighting of MAI to others) where SIC III is the simplified version of SIC II. In Table 3-1,
the reordering frequency, throughput, latency, and computational complexity of all SICs are
summarized. The processes in Part I of all SICs can be pipelined since they do not need

feedback information from Part II.

3.6 Results and Discussions

The general simulation parameters are summarized in Table 3-2 and Table 3-3 according

to 3GPP standard if they are not explicitly specified in the text. f. is chosen for the optimal
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BER according to the simulation results. The average SNR denotes the average of energy per
bit of each user divided by noise variance. The chip resolution in AWGN is chosen to be 1
chip since chip synchronous is assumed, while the general chip resolution in multipath fading

environment is 0.25 chips where chip asynchronous is assumed.

3.6.1 Channel Estimation

Fig. 3-10 shows the analytical and simulated results of mean square error (MSE) with
W=64 and W=128 over flat Rayleigh fading channels where Doppler shift f; =222Hz,
corresponding to a vehicle speed of 120 km/hr. We can see that the analytical MSE provides
good approximation to the simulated MSE. Besides, large . results in better channel

estimates since A in (3-9) is alleviated in proportion to the reciprocal of f..

3.6.2 Data Detection

B AWGN Channel

In Fig. 3-11, we examine the influence of various grouping intervals and power
distribution ratios in AWGN channel. The analytical results of G=1 and G=2400 are shown in
dotted line where SIC I with G=2400 is used to approximate SIC II and SIC III with G=2400,
and it shows good approximation to the simulated results. The BER difference of the three
SICs is explicit when G is small and PDR is close to unity, and SIC II outperforms the other
two SICs in this situation. As G or PDR increases, all SICs have almost the same
performance. This is because that the difference in the cancellation order of the three SICs
is less and less as PDR or G increases.

Fig. 3-12 (a) shows the individual BER of the u-th detected user with eight active users in
the system. When G=1, we find that the late-detected users of SIC I outperform those of SIC

IT and SIC III. Nevertheless, the early-detected users of SIC II and SIC III perform much
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better than those of SIC I, thus, SIC II and SIC III still outperform SIC I after averaging as
shown in Fig. 3-12(b). Fig. 3-12(b) shows the average BER versus user number for the three
SICs when G=1 and 2400. Only SIC I with G=2400 is presented since it is shown in Fig. 3-11
that the three SICs have almost the same BER. All users in SIC II in Fig. 3-12(a), except the
last one, outperform those in SIC III, and thus the average BER of SIC II in Fig. 3-12(b) is
lower than that of SIC III.

In Fig. 3-13, the BER with different PDRs and SNRs are examined when G=1 and
G=2400. f. is chosen for optimal BER of the corresponding SNR. In this chapter, SIC
without PCSR denotes that the pilot-channel signals are not removed first from the received
signal, but they are removed accompanying with the data-channel signal of the corresponding
user. Thus, SIC with PCSR outperforms SIC, without PCSR only at the cost of demanding
slightly more latency. As SNR increases; the benefit of SIC with PCSR becomes obvious, and
all SICs with G=2400 outperform SIC I with G=1. For G=2400 as shown in Fig. 3-13(d),
increasing SNR also results in the incréasing in PDR for the optimum BER. The reason is that
MALI dominates the BER at high SNR, and“increasing PDR can alleviate MAI from early
detected users.

In Fig. 3-14, we examine the influence of pilot-to-traffic amplitude ratio (4.).For the last
two lines in Fig. 3-14 (a) and Fig. 3-14 (b), the PDRs are chosen for the minimum BER for
the SIC with PCSR when G=2400, i.e. PDR=1.3 (K=8) and PDR=1.1 (K=16) for all SICs. In
Fig. 3-10, it is shown that large S. brings better channel estimates. However, large £. also
leads to poor data detection since the percentage of transmitted power for data signal
decreases, and MAI from pilot signal increases. It is shown that SIC with PCSR can
dramatically alleviate MAI from pilot signal, especially when £, increases. Also, SIC with
PCSR is less sensitive to the variation of £ in both moderately loaded case in Fig. 3-14(a)

and heavily loaded case in Fig. 3-14(b).
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B Multipath Fading Channels

Four cases of propagation conditions for multipath fading environments used in the
following are presented in Table 3-3. It is assumed that all paths are tracked and combined in
the RAKE, i.e., F=P.

In Fig. 3-15, we can find that three SICs in all considered channels perform much better
than the RAKE receiver. The best BER occurs at PDR=1.3 for SIC I in all cases, while it
occurs at PDR=1.0 for SIC II and SIC III in channel Case 1 and channel Case 2, and at
PDR # 1.0 in channel Case 3 and channel Case 4. SIC II performs slightly better than SIC III
when PDR is close to unity and G is small, and they both achieve better BER than SIC I. This
is because SIC II and SIC III have the ability to track channel variation but SIC I does not.

In Fig. 3-16, the BER is investigated: with'channel estimation where W=128. The timing
estimation errors are modeled as Gaussian distributed-random variables with zero mean and
variance 0.0625 (2 samples) at 1/32 chips resolution where 95% of the probability mass is
concentrated within 4 samples [59]. The simulated results are similar to those in Fig. 3-15
except that the best BER occurs at PDR=1.0 for SIC II and SIC III in all channel cases.

Fig. 3-17 indicates the BER of individual user in different cancellation order with the
PDR for the optimum BER in each SIC in channel Case 3. For SIC I in Fig. 3-17(a),
influences of G are obvious only when G is small. For SIC II in Fig. 3-17(b) and SIC III in
Fig. 3-17(c), the early canceled users have smaller BER than that of the late canceled users
for small G. As G>1000, their BER becomes worse than SIC I where the early canceled users
have larger BER than that of the late canceled users. Also, SIC II slightly outperforms SIC III
when G is small.

The BER versus g over all channel cases are given in Fig. 3-18 where G and PDR are
selected for the best BER, i.e., G=2400 in channel Case 1 and channel Case 2, G=32 in

channel Case 3, and G=16 in channel Case 4 for all SICs. Similar to the results shown in Fig.
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3-14 for AWGN channel, the PCSR helps to improve BER and increase . for the optimum
BER. Better timing synchronization can be achieved since pilot-channel signal power is
increased. SIC II and SIC III still perform much better than SIC I. Moreover, SIC II and SIC
IIT have similar performance.

In Fig. 3-19, the BER for various channel cases are examined. According to the results in
Fig. 3-15, the PDRs for the minimum BER of each SIC are chosen. In channel Case 1 and
channel Case 2, the one-frame long grouping interval, i.e., G=2400, results in the best BER
for all SICs. However, in channel Case 3 and channel Case 4, the optimum BER for SIC II
and SIC III occur at about G=100 and G=50, respectively. Among all channel cases, SIC II
and SIC III outperform SIC I, and except in channel Case 3 and channel Case 4 when G is
small than about 20 with channel estimation, these,two SICs almost have the same BER. It is
worthy to note that SIC II and SIC III with properlychosen G as PDR=1 are suitable for fast

fading channels such as channel Cas¢ 4.

3.6.3 Discussion

From the above simulations and analyses, we find that:

The SIC with PCSR can achieve better BER than that without PCSR when £. is large in
both AWGN and selective fading channels. The optimal . for SIC with PCSR is larger than
that without PCSR. Larger £. implies less timing estimation error which is critical in most
communication systems.

The benefit of detecting and canceling a group of G-bit in AWGN channel becomes
obvious when noise and MAI decrease. The reason has been mentioned in 3.4. The
relationship between f; and the optimal G of SIC Ill-like SIC in multirate systems in
multipath fading channels is examined in the later section [70] where the optimal G is shown

inversely proportional to f; in fading environment. In addition, larger G results in better BER

60



in SIC I in all fading channel cases since the detection order is not affected by G.

There is also tradeoff between decreasing MAI and propagation error to later detected
users (increasing PDR) and increasing SNR of the later detected users (decreasing PDR).
When the noise (including estimation errors) and MAI increase, the PDR for the optimum
BER in AWGN channel becomes closer to one, and the reason has been explained in Fig.
3-13. For SIC I over fading channels, it is shown that the optimum BER always occurs at
PDR=1. And as for SIC II and SIC III, whether the PDR of optimum BER is equal to unity
depends on the channel condition.

The BER of SIC I is inferior to the other two SICs when G is small. For SIC II and SIC III,
they perform almost the same in both AWGN channel and fading channel when G or PDR is
larger than one. Since in these cases, SIC, Il.and SIC III has similar detection. In the view of
BER, SIC II would be a good choice when itiis applied to a heavily loaded system over
AWGN channel with G=1 or when G for the optimum BER is smaller than 16 over multipath
fading channels. (With the simulation-parameters used in chapter, G=16 when the vehicle

speed is at about 250km/hr.)

3.7 Pilot-Channel Aided SIC for Multirate Systems

The WCDMA systems in the uplink support multiple services. Since the MAI primarily
limits the system capacity, especially high-power users can seriously corrupt users with low
receiving power. A multiuser receiver that can accommodate multi-rate communications is
inevitable. When variable-spreading-gain (VSG) communication systems are concerned,
deciding the cancellation order of SIC becomes complicated since the desired SINRs of
different users are not the same. In [65], it is proven that ranking users in descending order of
channel gain minimizes the total transmission power for arbitrary SINR setting, while in [39]

the authors show that the optimal decoding order of users with imperfect interference
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cancellation is a function of their required SINR as well as path gain. A generalized
pilot-channel aided SIC scheme is presented to apply to multirate communications in uplink
WCDMA systems over multipath Rayleigh fading channels. In the previous section, we find
a group-detected pilot-channel aided SIC scheme with cancellation ordering based on the
average RAKE output strength over a properly chosen grouping interval at the 1% stage of
SIC is a proper ordering method, since it outperforms the average power ordering method in
bit error rate (BER) and reordering after each cancellation method in computational
complexity and processing delay. The pilot-channel aided SIC scheme is slightly modified to
adapt to either single rate or multirate systems. Although a similar grouping method has been
proposed for the asynchronous systems [54] or VSG multirate communications [10], for
users with relatively large spreading gain, it is shown in the following that the choice of the
optimal grouping interval (G.) for the minimum-BER"depends on the Doppler shift of
Rayleigh fading channels.

The scheme performs data detection ina groupmanner for each user, and the cancellation
order is decided based on the average RAKE ‘output strength over the grouping interval at the
first stage of SIC. The grouping detection method helps the users with relatively large
spreading gain to perform much better at the expense of slight performance loss of the user
with the lowest spreading gain. In addition to showing that the optimal grouping interval for
high rate users depends on the Doppler shift of Rayleigh fading channel, the BERs of

individual spreading gain are compared with those in the single rate system.

3.7.1 Pilot-Channel Aided SIC for Multirate Systems

In the pilot-channel aided SIC scheme, a group of G, -bit of each user is detected in the

sequel where Gy =G./(SF),, i.e., the n,th bit of user J is detected before or after another

user’s data is detected where mG,, <n, <(m+1)G,,. m is a nonnegative integer which
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denotes grouping index. To minimize the influence of error propagation, the cancellation

)Gy 1| S, )
Y,

order of the adopted SIC is decided according to the signal strength of ). /Gy

n=mGy

Yo
k

where is obtained from (2-3). After ranking the cancellation order, J=<u> denotes

that the user with index J is to be detected in the u-th order. Thus, for the u-th canceled user,

the real part of RAKE output becomes

z n L 1 nADT 4Ty, L nNES *
Yoot = ZRe{ J“ (@) P, (DC,,(t =7, NCo (1T, /.)dt}

S 2B o
(3-31)
where
e QRO G 0
and
Crona(0) = o Buds 0O M) 1T, [Cos (=7, )Cu 0= 7,,)
(3-32)

where mG,T,<t-7,,<(m+1)G1T, and | x| indicates the largest integer smaller than or

equal to x. And the data decision thus is

A

bgcyln, 1= Sgn{?ﬂcyk)} .

3.7.2 Simulation Results

In the following, the BER of the pilot-channel aided SIC is examined through computer
simulations. The general simulation parameters are summarized in Table 3-4 if they are not

explicitly specified in the text. Although it is shown that the SIC with average power ordering
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method has optimal BER in non-equal power profile [54], it is found in Fig. 3-16 that the
optimal BER occurs in equal power profile with non-perfect parameters estimation over
multipath fading channels. Thus, only equal power profile is considered in the following.

In Fig. 3-20, BER versus varying G. is shown in (a) multirate systems and (b) single rate
systems where the BER of users with the same rate are averaged. We can observe that the
relationship between BER and Gc of these two systems are similar though the exact value of
BERs are slightly different. The benefit of properly chosen G. is obvious when SF=32. G, for
the minimum BER in the cases of SF=16 and SF=32 are almost the same. As SF increases,
the BER difference between SIC and the pure RAKE receiver becomes larger.

Fig. 3-21 shows the grouping interval in chips (G.) for the minimum BER versus
different Doppler shift (f;) in the case of SF=16.and SF=32. It is shown that no matter what
the data rate of individual user is, G. is.inversely proportional to f;. Note that there are 38400
chips in one frame, which is the longest G, in the simulation. Thus G, saturates at 38400

when f;<10.

3.7.3 Discussion

In this section, we present a pilot-channel aided SIC scheme for multirate WCDMA
systems in the uplink. The cancellation order is decided by ranking the average of RAKE
output strength at the 1% stage of SIC over the grouping interval, and properly chosen
grouping interval help to reduce the BER of users with relatively large spreading gain. The
characteristics of grouping interval shown in the single-rate systems can be also found in

multirate systems.

3.8 Summary

In this chapter, we investigate a pilot-channel aided SIC scheme for uplink WCDMA
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systems. The scheme alleviates the interference from traffic-channel as well as pilot-channel
signals of other users. Also, we discuss three SICs with different ordering method, and
compare their corresponding architectures as well as processing delays and computational
complexities. In addition to showing the superiority over the conventional RAKE receiver,
the influence of ordering method, pilot-to-traffic amplitude ratio, grouping interval, power
distribution ratio, channel and timing estimation errors on the BER are jointly examined and
discussed. It is found that ordering based on average power (SIC I) requires the least
computational complexity at the expense of BER when grouping interval is small, and it
seems to be suitable for AWGN channels with moderate loading. Ordering based on RAKE
outputs after each cancellation of grouping-interval bits of one user (SIC II) outperforms
ordering based on RAKE outputs at initial_stage in each grouping interval (SIC III) when
grouping interval is small. But SIC II hasthe highest computational complexity and the
largest processing delay among-all'SICs. SIC IIT is proposed to be a better choice over
multipath fading channels when BER and computational complexity are jointly concerned.
The pilot-channel aided SIC scheme‘forimultirate WCDMA systems in the uplink is also
presented. The scheme alleviates interference resulting from data-channel signals as well as
pilot-channel signals of other users in the received signals. The cancellation order is decided
by ranking the average of RAKE output strength at the 1% stage of SIC over the grouping
interval, and properly chosen grouping interval help to reduce the BER of users with

relatively large spreading gain depends on the Doppler shift of channel.
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Table 3-1 Characteristics of Three SICs per G Bits per K Users

SIC | Reordering Frequency |Throughput |Latency | Hardware Required Computational Complexity C(.)
(denoted as RF) (Bits/Step) | (Steps)| for Minimum Delay | BASE=PCSR+CE +DS+RAKE+DR+AD
I <<fy G/5 SK+3 | As shown in block K*C(BASE)+K*C(OR)* Gf,T,/RF
11 K/I(GTy) G/6 6K+3 |diagramsin Fig. 3-7 |[K*C(BASE)+K*C(FM)+K( K-1)/2*C(RAKE)
111 1/(GT,) G/5 5K+5 ~ Fig. 3-9 K*C(BASE)+K*C(FM)+( K-1)*C(RAKE)
PCSR: Pilot Channel Signal Removal; CE: Channel Estimation; DS: Decision; DR: Data Respread; AD: Adder; FM: Find

Max; OR: Average Power

Table 3-2 Simulation Parameters

Symbol Quantity
T, Chip Rate 3.84Mhz
Je Carrier Frequency 2 GHz
SF Spreading Factor 16
T, Bit Rate 240 Kbps
N Scramble Sequence Length 38400 Chips
NT., Frame Period 10 ms
f . . . AWGN 7/15
4 Pilot-to-Traffic Amplitude Ratio Fading Channels T0/15
K User Number: 8
SNR Average EgN, 'AWGN 15 dB
Fading Channels 20 dB
Multipath Fading Channel Conditions See Table 3-3

Table 3-3 Propagation Conditions for Multipath Fading Environments [71].

Case 1, speed 3km/h Case 2, speed 3 km/h Case 3, 120 km/h Case 4, 250 km/h
Relative Average Relative Average Relative Average Relative Average
Delay [ns] | Power [dB] | Delay [ns] | Power [dB] | Delay [ns] | Power [dB] | Delay [ns] | Power [dB]
0 0 0 0 0 0 0 0
976 -10 976 0 260 -3 260 -3
20000 0 521 -6 521 -6
781 -9 781 -9
Table 3-4 Simulation Parameters for Multirate Systems
Chip Rate (1/7,) 3.84Mhz
Carrier Frequency 2GHz
Scramble Sequence Length (V) 38400Chips
Pilot-to-Traffic Gain Ratio (.) 2/3
User Number (K) 6
Spreading Factor (SF}) Randomly Chosen from {8,16,32}
Chip Energy to Noise Ratio (E./Ny) -3dB
Moving Average Window for Channel Estimation(#..) 2048Chips
Multipath Fading Channel Conditions Case 3 in Table 3-3
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Fig. 3-9 Block diagram of SIC III with PCSR (1 <f<F).

69



T
RN
0 O W W W
33 I I Iy NN
Il Il I Il Il Il Il Il Il 1l 1l Il
232222222322 z=2:2
S SN T B I A INDD
Il Il I I Il I Il I Il I I Il
O O o o 0o o o 0o oo o o o
Q QO QA QA QA O QA QO QA
ESEdEdgEdEJECE
N <N <N <N <N <N
| |
fofedefetod:
| |

40

35

30

25

20

15

10

NR

various SNRs, flat Rayleigh fading channel,

Fig. 3-10 MSE of channel estimates with

PDR=1.0, G

1.

jMF: Matched Filter‘

e e St R

— = H A TRk

Bl e e e
FORRN

My

10

1

Simulated H

ine: Analytical

HSolid Line:

Dotted L

1

e
N’
-
|
N @)
)
® N
— m/
-
BR o
AP(\ Q
< 7
N ~
o =
g
o=
&)
=
° 2
@ 2
- g
fn 2
1mmw g
Sa =
— o
=
N en
- -
[}
[0}
5]
g=
o
~
o —
® B
-
X
© Q
X e Q
as
Nao =
“ 17
)
N
3 >
a4
“ [
aa)]
p—
p—
1
(ep)
eb
—

SIC III; AWGN, know channel parameters, with PCSR.

70



BER

| Sim :simulated
1 Ana: Analytical

3

7

8

USER IN DIFFERENT CANCELLATION ORDER

@

---- Sim; MF

Sim; SICI, G: 1
- Sim;SICIl, G: 1

—Sim; SICIIl,G: 1

-—+- Sim; SIC I, G: 2400, PDR:1.3
o Ana; MF
o Ana;SICI, G: 1
¢ Ana; SICII, G: 1
A Ana; SICIHIL,G: 1

Ana; SIC |, G: 2400, PDR:1.3

[l

1

6

USER NUMBER
(0)

8 10 12 14 16

Fig. 3-12 Simulated and analytical results of SICs with PCSR (a) individual BER in an
eight-user system, (b) average BER.
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Fig. 3-15 BER versus PDR for the three SICs in multipath fading channels (a) Case 1, (b)
Case 2, (c) Case 3, (d) Case 4; with PCSR, known channel parameters.
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with variance 2 samples at 1/32 chips resolution.
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Chapter 4

Advanced Techniques for Pilot-Channel

Aided Interference Cancellation

4.1 Overview

In the uplink of WCDMA systems, traffic-channel signal and pilot-channel signal are
multiplexed in I and Q channel, respectively. In the former chapter, pilot-channel signal are
removed before data detection is performed to acquire better performance. In this chapter,
the channel estimation accuracy is further improved. Additionally, we find that the SIC
outperforms PIC under fading channels but.faces the problem of power reordering and longer
processing delay. In this chapter, we propose techniques to overcome this drawback.

In the first part of this chapter, we propose a pipelined structure to reduce the latency, i.e.
a pilot-channel aided pipeline scheme for interference cancellation (IC) in uplink wideband
DS/CDMA system is proposed. Generally speaking, pipelined implementation is inherent in
SIC but not in channel estimation. This scheme combines channel estimation and user data
detection into sequential type with low complexity and leads to pipeline implementation.
Besides, interference between data channel signals and pilot channel signals under multipath
fading channel are also taken into consideration. Compared with conventional channel
estimation using correlator output and SIC without pilot channel signal removal, the
proposed scheme shows better quality both on channel estimation and user data detection.

In the second part of this chapter, we further propose an adaptable scheme which has

the ability to perform better than SIC discussed in Chapter 3 as well as adapt its structure
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according to the environment and channel condition. The pilot-channel aided adaptable 1C
scheme combines successive (SIC) and parallel (PIC) interference cancellation to adapt to
different services under different circumstances for uplink wideband CDMA system. The
processing delay and computational complexity can be adjusted based on system loading and
required performance. The interference between data channel signals and pilot channel
signals under multipath fading channel are also taken into consideration. This results in better
quality both on channel parameter estimation and user data detection. Compared with SIC
and PIC, the proposed scheme shows better performance with reasonable hardware while it

needs shorter processing delay than SIC.

4.2 Pilot-Channel Aided Pipeline Interference

Cancellation Scheme

Previous research has shown:the characteristics of the SIC detector with binary (BPSK)
and quadrature (QPSK) phase shift’keying modulations [53], [54], and pipelined architecture
was proposed to compensate large delay [35], [55]. In our proposed scheme, the
pilot-channel signals from the received signal are cancelled before they enter next detection
unit, while the respreaded estimated data are subtracted from the received signal to obtain
more accurate channel parameters for further data detection. Except the coarse channel
estimation used in RAKE bank for ordering at initial, all procedures are pipelined to cope

with the problem of long processing delay of SIC.

4.2.1 The Proposed Scheme

We assume the n-th bit interval of the J-th user to be the bit and user of interest. For simplicity,
the n-th bits of all user signals are supposed to overlap in some time interval as shown in Fig.

3-1 and all paths’ delay are perfectly estimated. From (2-3), we can observe that the data
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estimates are corrupted by interference including traffic-channel signal and pilot-channel
signal of other users. In order to alleviate the interference with shorter delay, we can use the
proposed method as shown in Fig. 4-1. In the beginning, the coarse channel estimation are

performed with a bank of PilC #ua block. The PilC #ua block is shown in Fig. 4-2(a). Inputs

to PilC #ua is r,,,(¢)=r(z) while the outputs are channel estimates a;f;) = &,ﬁ”} , u=k+1

where 1</<F, 1<u<K and 0<ik<K. The channel parameters of all users are estimated with
. ) ) (n

correlators followed by a moving average filter as depicted in (3-1). #.,,(7) =1 occurs

only when k=J and /=p and thus leads to the desired channel estimates. All the other terms of

(n)
M 1.5,(F) are caused by MAI or self-interference due to multipath, while all terms of

(n) . . . .
41,7 are caused by traffic-channel signal! Thése interferences result in worse estimates.

At stage 1, the received signal goes through a bank of MRC RAKE receiver and the ouput
Y™ of user k is shown in (2-3). We-choose the user with the maximum ¥" as the desired

user where J=k. Fig. 4-3(a) shows the block diagramof UdIC #ua block where u denotes the
cancellation order. In UdIC #la block, the iuputs are user index J, r,,,(¢) =r(), and
ay),=al), . in (3-1) where I< f <F, and the corresponding outputs are data decision

b..[n]=sgn{ "} where ¥” is obtained from (2-3), the respreaded data C,, ... (f)

and the remained received signal r,,,,(¢#) and 7,,, (1) where

Faoras ) = 7(0) = C . () = C gt (1)
(4-1)
Finras () = F(1) = C s ()
(4-2)
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cn mollimran, /Ty
pzlat <1> (t) Z Jﬂp <lt> ) pilat [\_l(t - T<l>,p ) / Tb J]C<1> (t - T<l>,p)

(4-3)

Cata: <1>( )= Zp 1ﬁd Nili ;<l>' /Thbb<1> [\J Tisp /T J]C (t—7_. p)C<1> (t—7_. p)

(4-4)

where <1> means the first cancelled user.
Inputs to the PilC #un block as shown in Fig. 4-2(b) at stage 1 are user index J,

Faa () =r(t) and r,, (1)=r, (1), while the outputs are refined channel estimates agﬁif

where 1< f'<F, respreaded pilot-channel signal C’ (#), and the remained signal r,, ()

pilot;<1>

where
pu 1 (t) pll 1 (t) Cdata <I> (t)
and

Cliper =3 i@l M [~ )T, IC (-7 ,)

where agf?f can obtained from (3-1) by replacing r(¢) with r,,,(7).

Meanwhile, another output of the UdIC #1a block, i.e. 7,,,,(¢),is sent to RAKE bank

in stage 2 to find the user with maximum power. Signal without pilot-channel interference

from PilC block of the 7* user, r 0. (1), 18 sent to UdIC #1b block, this time we use refined

channel parameters instead of coarse channel parameters.

For the UdIC #1b block shown in Fig. 4-3(b), inputs are user index J, 7, (1) =r,,,(1),

and alf) , =a)} where I</KF, and the corresponding outputs are data decision
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b_.[n]= sgn{Y(")} where Y< " is obtained from (2-3) by replacing r(¢) with Foou (05

the respreaded data C

data;<1>

(t) and the remained received signal 7,,,,,(¢) as defined in

(4-2) with refined channel estimates. r,,,, () is then sent to UdIC #2a block in the stage 2

where 7, ,(t) =71,,,,(t) to perform the 2" user data decision and signal removing.

For the n-th bit interval signal at the u-th stage, relation among all the above signals can be

written as follows. From u>1, for UdIC #ua block,

rdla,u (t) = rdoZb,u—l (t)

rdola,u (t) = rdia,u (t) - Cpilot;<u> (t) Cdata <u> ( )

rdoZa,u (t) T rdia,u (t) - Cdata;<u> (t)

~(Tes, /Ty
pll()t <I> (t) z Jﬂp <(ut> N " J)apilot [Ll(t - T<u>,p ) / T, J]C<u> (t T<u>,p )

data s<u> (t) z ﬂd N<(ut>; /ThJ)b<u> [L <u> N2 /T J]C (t <u>,p )C<u> (t -7

where &%), =4!”  obtained from (3-1) and b,

<u> [

obtained from (2-3) by replacing () with r,, ., (¢). For PilC #ub block

rp[l,u (t) = rdoZb,u—l (t)
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(4-6)

(4-7)

<u>,p)

(4-8)

nl=sgn{y ™} where Y" is



oo (=70, (D= Cls (0)
where
Chae =30 B, a2, )T, I -7
And
Fpizu (1) = V420, (D)

where o\, can obtained from (3-1) by replacing r(t) with r,,,(¢). And for UdIC #ub

<u>,f

block,

rdoZb,u (t) e rdib,u (t) o Cdata;<u> (t)

(4-9)

data <u>( ) Z ﬂd Lii ; /ThJ)5<u> [|_t =7 T<u>,p /Tb J]CO (t - T<u>,p )C<u> (t - T<u>,p)
(4-10)

where b, n]=sgn{Y 1 where Y ™ is obtained from (2-3) by replacing (1) with

<u> [

Vi (1) . The process repeats until all K user data are detected.

4.2.2 Computational Complexity Analysis

In Fig. 4-1, we can find that there are two more blocks per stage in the proposed scheme
in comparison with SIC II in Chapter 3, i.e. PiIC #b unit and UdIC #b blocks. Although the
hardware complexity increases, the throughput is K times the normal SIC and the latency

only increases with the time spent for signal processing through PilC unit and UdIC one
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time. Table 4-1 lists the computational complexity analysis. In the following, it is shown that
the extra blocks in our proposed scheme can help to achieve better performance than other

interference cancellation schemes and RAKE receiver.

4.2.3 Simulation Results and Discussions

The simulation parameters are the same as those in Table 3-2 except that the =1, G=1
bit and PDR =1. We simulate four kinds of detectors with multipath fading channel Case 3
in Table 3-3 and total power of all paths are normalized to unity. A 4-finger rake receiver is
used for path combination. The path delay is assumed to be perfectly known. Fig. 4-4 shows
performance comparison among the proposed pipelined scheme, rake receiver, SIC without
pilot signal remover, and PPIC [22] with coefficient 0.6 at the first stage under different users.
At the same BER, the proposed method has larger useér capacity. Besides, note that the
proposed scheme performs better at SNR=10dB than SIC at SNR=15dB when there are more
than about 10 users in the system. Thus, we-can achieve the same BER at lower SNR by using
the proposed scheme..Fig. 4-5 shows the performance of detectors under different SNRs. We
can find that the proposed scheme performs slightly better than SIC at low SNR while it
performs much better than any other scheme in the simulation when the SNR is high. The
reason is that the noise term dominates the system performance at low SNR while the
interferences we dealt with between different users and paths play a relatively important role
at high SNR. Besides, channel parameters can be estimated precisely when data interferences
are eliminated at high SNR. Therefore, the proposed scheme is recommend for interference

cancellation at higher SNR as a result of hardware complexity.

4.3 Pilot-Channel Aided Adaptable Interference

Cancellation Scheme
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Not only the data-channel symbols but the pilot channel symbols are also interfered with
other user signals, especially when the cross-correlation between each user’s codes is high. In
our proposed scheme, the pilot channel signals from the received signals are cancelled before
they enter to next detection unit, while the respread traffic-channel signals are subtracted

from the received signals to obtain more accurate channel parameters.

4.3.1 The Proposed Scheme

The structure of Pilot-Channel Aided Adaptable IC is shown in Fig. 4-9. The proposed
scheme has four main blocks to make the system performance better. These blocks are
channel estimation plus pilot signal regenerator (Block 1), SIC with two different ordering
methods (Block 2), refined successive channel estimation (Block 3), and PPIC (Block 4).
Each of the blocks can be chosen onror off dépending on the system loading and
environmental condition. Block I'in Fig. 4-9 ate equivalent to Part I in either Fig. 3-8 or Fig.
3-9 while the block diagram of the pilot signal-regencrator is shown in Fig. 3-5. The input
signal to Block2 in Fig. 4-9 is 7(¢) in (3-6).iAs shown in Chapter 3, SIC with different
power ordering methods have different computational complexity as well as error
performance. In Block2, we can choose one of the methods based on system loading and/or
performance requirement. The unit in Block2 in Fig. 4-9 is equivalent to an iteration of the
Part II in Fig. 3-8 or Fig. 3-9. The cancellation process is serially repeated until the desired
U-th iteration is performed. It depends if all K users are detected in SIC unit. The detail

structure of Data Respread and RAKE bank in Part II in Fig. 3-8 or Fig. 3-9 is shown in Fig.

3-4 and Fig. 2-22, respectively. The output signal 795 1c.0 (1) at u-thiteration is given in (3-13).

When the first unit of Block?2 is performed, the regenerated signal C (¢) dedined in

data;<1>

(3-14) where k=<1>is subtracted from the received signal and enters the unit 1 of Block3 to

obtain
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(1) = 1) = C s (1)

The advanced channel estimation for the chosen user is performed with 7(#) in Block3 as
shown in Fig. 4-10. Functions of units in Block3 is equivalent to that of PilC #b in Fig.
4-2(b) Due to cancellation of the strongest signal in data channel, the interference term in

(3-1) becomes smaller, and more accurate channel parameters can be expected. The output

"
pilot;<1>

signal C (¢) of unit 1 in Block3 is the regenerated pilot signal with new channel

5 (1)

parameters and can be oatained from (3-7) where a,,’, , is replaced by al™

;. as shown

in Fig. 4-10. Then C’ (#) is subtracted from Block3 input signal 7 (¢).

pilot;<1>

After the operation of unit 2 of Block2 is completed, the output also needs to be removed,

i.e. the signal entering unit 2 of Block3 i$
772 (t) = 771 (t) - édata;<2> (t) - C}’;ilot;<l> (t) .

The process is repeated until the desired U=tk iteration‘is performed. From (U+1)-th to K-th
stage, RAKE bank with input _enable signal is used in Block2 as shown in Fig. 4-10. In this
way, redundant computation can be saved and processing dela can be shorter. This is
equivalent to performing conventional detection to the remaining users, but the detector input
signal becomes less interfered as compared with the input signal in (3-6). At the input of the
(U+1)-th to the K-th stage in Block 3, the signal becomes

<K>

FUH (t) = FU (t) - Zédata;k (t) - C;ilot;<U> (t) .

k=<U+1>

Finally, the new channel estimates a,;'ff” ', 1</<F, and tentative decision Z;S,C;k [n] ofall

users are fed into the partial PIC (PPIC). The PIC receiver is often called multistage

cancellation [78], and it processes signals of K users at the same time. The multistage PIC
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scheme is shown in Fig. 4-6. The PIC has the advantage of having shorter latency than SIC
at the expense of approximately K times more hardware required. Since the estimation of
MALI in PIC may not be reliable in the early stages, the well-known partial PIC [22] uses
partial coefficients (often estimated from experience) partially cancels the estimated MAI to
alleviate errors when the estimation of interference is poor in early stages. Fig. 4-7 shows the
block diagram of one stage partial PIC for uplink dedicated channel. The tentative decision
made from correlator outputs of all users are respread (shown in Fig. 3-4) and removed from
the received signal except the desired user data. The remaining signals are passed through the
correlator again to acquire a new output with less MAI. After that, the new decision is made
with the combination of the old output times 1-p, and new outputs times p; where s is the
stage index. The iterative manner of PPIC is.based on the likelihood concept. However, the
update of the likelihood information becomes unreliable when the system is in heavy load.
A linear version of this PPIC is presented in {20]. In [90], the authors proposed an adaptive
multistage PIC, which adaptively. decides*the cancellation weight of each user by
minimizing the mean-square error between the teceived signal and its estimates according
to the least-mean-square (LMS) algorithm. The adaptive multistage PIC is suitable for the
system with short scrambling code, and it can achieve better performance than the PPIC.
But it has computational complexity O(KSF) per stage where K is the user number and SF
is the spreading gain.

In our proposed scheme, the RAKE bank at initial stage in Fig. 4-6 are omitted, and a

A

better initial decisoin is used, i.e. 1;21C,k [n]=bgc,[n]. The other input of PIC is the signal

7(®), which removes all pilot signals respreaded with new channel parameters from the

received signal.

K
FJH (t) = l"(t) - chilot;k (t)
k=1
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(4-11)
Compared 77,,(f) with 7(¢) in (3-6), because Choi (1) 18 Tespread by new channel
estimates with fewer interference form traffic-channel, we can expect C, . (f) a better

approximation toreal C,,.,(¢) than €, . (1) in(3-7). ForuserJwith ' paths combining

at the output of PPIC’s first stage, the tentative decision can be written as

PIC s[n]=sgn{(1-p, )b:SIC;k [n]

1 (n+D)Ty+7; nin " S " *
+ P ZRC{ J () ) )) (7, () — ZCOdam,k ()Co (1 - Ty )C, (- Ty )dt}}

= 28,T, o+, k=Tk=J

(4-12)

where

C(’)Idatak([) Z le "(b rkp/Tb SICk[If Tkp/T J]C (t- z-kp)c (- Tkp)
(4-13)
and p; is the partial cancellation coefficient. At the second stage of PPIC, it performs the

same calculation as (4-12) and (4-13) except that bP,C s[n] 1s replaced by bP,C Jnl,

bas,c;k[n]is replaced by b! ey n] and Cg,.. . () isteplaced by CY,, . (7). The process can

keep on until to the stage (often 2~4 stages) we want to stop.
Also there are K sets of units in Fig. 4-9, the hardware of all blocks used in the adaptable
scheme can be ranging from having only one set for processing one user a time to having K

sets for processing all users at the same time with different bit index 7.

4.3.2 Simulation Results and Discussion

In this section, we compare the performance of the proposed detector with that of PIC and
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SIC mentioned above. The data channel and the pilot channel are assumed to have equal
transmitting power. We simulate these detectors under multipath fading channel Case 3 in
Table 3-3 and total power of all paths are normalized to unity. A 4-finger RAKE receiver is
used for path combination. We assume path delay is perfectly known. The simulation
parameters are similar to the parameters in Table 3-2 for performance evaluation except that
SF=32, f=1, PDR=1, G=1 and SNR=13dB. We adopt PPIC in [4] with partial coefficient
0.6 at the first stage in Block 4.

Fig. 4-11 shows the average BER versus iteration number of Block2 marked in Fig. 4-9
with different combination of other blocks. The capital letter B in the figure means Block.
There are 20 users in the system. When all blocks are used, we can see that a single-stage PIC
of Block4 can outperform the traditional PPIC, The property means that although Block2 and
Block3 are the additional structures compared with PPIC, we can save the required stage in
the succeeding Block4 working with Block2 and Block3. The figure also shows that
B1+B2+B3+B4 converges fast, 2-stage PIC almost has equal BER as 4-stage PIC in Block4.

Fig. 4-12 and Fig. 4-13 show the average BER versus user numbers. The difference
between these two simulations is that Fig. 4-12 uses one stage of PPIC in Block4 and half of
user number as iteration number in Block2 and Block3 while Fig. 4-13 finds the minimum
BER when the stage in Block4 is limited up to three. Comparing Fig. 4-12 with Fig. 4-13,
we can see that there is little difference in these two figures. Note that in Fig. 4-12 several
schemes have better performance than three-stage pure PPIC and pure SIC while these
schemes only take about half of the processing time of SIC and about 2/3 computational
complexity of PPIC. Fig. 4-12 and Fig. 4-13 also show that with the same BER, more users
can be served in the system when we use the proposed adaptable scheme. For example, the
user number in system can be up to 24 when the BER is at 2*107. It also means energy will

be saved if proper blocks are chosen to achieve the desired BER.
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Fig. 4-14 shows the best performance (lowest BER) each scheme can achieve versus
signal-to-noise ratio, the stage in Block4 is limited to not more than three. With the same
BER, the required SNR becomes smaller. This means that the adaptable scheme can perform
well even the environment is noisier. The figure also shows that the proposed schemes

outperform pure PPIC and SIC under different SNR.

4.4 Summary

In this chapter, we propose two advanced IC techniques for the pilot-channel aided
systems. At first, a pilot channel aided pipelined interference cancellation scheme is
introduced to cope with interferences due to multiuser, multipath as well as long delay due to
inherent property of SIC. It is shown to have better. performance when compared with RAKE
receiver, SIC and PPIC under the same¢ SNR and user cdpacity while it maintains the same
throughput and slightly longer latency than SIC owing to the pipelined format.

In the second part, we proposed an-adaptable interference cancellation scheme for
multiuser detection and channel estimation. Due torits flexibility, the scheme can be used in a
changing environment with corresponding computational complexity. Simulation results
show that it outperforms the traditional SIC and PPIC with reasonable hardware, and the

processing delay can be shorter than SIC.
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Table 4-1 Implementation issues with the proposed pipelined SIC

Reordering | Throughput |Latency Hardware Computational Complexity C(.)
Frequency (per unit) | (units) Required for
Minimum Delay
K/(GTy) 1/3 2+3K+2| As shown in Fig. | K*C(CE)+K*C(FM)+K( K-1)/2*C(RAKE)+
4-1 K*C(PiIC)+2K*C(UdIC)
(0) g
v v v
PilcC PiIC  Channel Estimation Pilc
_#la | #2a } Bank #3a | }
v v v

to next stage

to next stage

Taozp2 (1)

Fig. 4-1 The proposed pipelined scheme for interference cancellation scheme

Foinu () User index J 72, (1)
Channel Channel
Estimation Estimation
T T
—————————— r(n) e = — [ (n)
l;_ —————————— ; a<u> f 5 —————————— ; aiuy;,f
, Pilot =
Cpilot;<u> (t) Respread “v ” Cpilm‘;<u> (t)
rpil,u (t) rpil,u (t) t()
v \
Voot (1) 7. (f)  User index J
(a) (b)

Fig. 4-2 PilC (a) #ua block and (b) #ub block in Fig. 4-1, 1 <u <K
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User index J

~ (1)

D > rdola,u (t)

> rdoZa,u (t)

N

User index J

rdola,u (t)

:<u>,f
W v
Pilot /]
Respread =\
+A
+V
.. Data —/ \
(T > >
Vi (D) > Decision J Rl J 1/
5<u> [7] 5data;<u> (t)
(a)
User index J ym &iﬁl,f
W v
+v
N .. .| Data =2 f \
Vainu (1) RAKE —» Decision J Respread J ,\ /
ym
J
E<u> [}’l] édnta;<u> (t)
(b)

Fig. 4-3 UdIC (a) #ua block and (b) #ub block in Fig. 4-1, 1 <u <K

90

> rdoZb,u (t)

N

User index J



10°

SNR=10, Proposed scheme
SNR=10, Rake receiver
SNR=10, SIC

SNR=10, PPIC 3 stage
SNR=15, Proposed scheme
SNR=15, Rake

SNR=15, SIC

SNR=15, PPIC 3 stage
[l

User Number

Fig. 4-4 Average BER versus user number.with different schemes
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Fig. 4-5 Average BER versus SNR with different schemes and user numbers
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Fig. 4- 8 Detail structure of unit in Block3 in Fig. 4-9
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Fig. 4-10 Structure of the RAKE bank with input enables
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Chapter 5

Pilot-Channel Aided Iterative Interference
Cancellation in Turbo-Coded Systems

5.1 Overview

Both channel decoding and MUD are important techniques in CDMA systems. In
wireless communications, channel coding protects data passing through fading channel by
adding redundant bits in the transmitted meéssage. With MUD at receiver end, error control
coding, such as convolutional codesand Turbo:codes, can be use to cope with residual
interferences from all sources including AWGN in CDMA systems. In Chapter 3, we
present pilot-channel aided SIC for: asynchronous: fading environment with varying
performance according to the ordering method. In this chapter, we consider MUD in
WCDMA systems with Turbo coding.

Turbo codes, first introduced by Berrou, Glavieux, and Thitimajashima in 1993 [11], are
a class of error correcting codes generated from the parallel concatenation of two or more
recursive systematic convolutional (RSC) codes to different interleaved versions of the same
information sequence. Turbo codes are suitable for data communications as it exhibits a
very good error performance from low to high SNR with large decoding delay. The
performance of Turbo codes can be near Shannon limit capacity by performing iterative
maximum a posteriori (MAP) probability algorithm [13], i.e. iteratively passing
probabilistic estimates between two decoders with long codeword. It is known that mosr

improvements in SNR are achieved in the first few iterations. Detection of early
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convergence or non-convergence of iterative decoder is essential to save power
consumption and processing delay. Recently, techniques known as early-stopping criteria
are introduced to examine if the iteratively decoding process could be terminated when the
CB is correctly decoded, [24], [29], [30], [32], [37], [44], [47], [62], [83], [85], [86], [93],
[94].

A class of receivers known as iterative/turbo MUD combines MUD and channel
decoding with excellent error performance via an iterative process [3], [4], [14], [28], [50]
[51], [64], [84]., [91] The channel encoder of Turbo MUD is not necessary Turbo codes. The
term “turbo” in Turbo MUD describes the iterative information transition between MUD and
channel decoder. Based on the realization that multiuser CDMA signals combined with
forward-error control (FEC) coding can be, viewed as the serial concatenation of two coding
systems, the iterative MUD takes tworoperdations: (1) a posteriori probability (APP)
estimation of the coded symbols ‘and (2) parallel single-user FEC soft decoding. Soft
informations are passed back and forth between these two soft-input soft-output (SISO)
decoders with interleaving. Although it‘has been shown that near-single-user performance
can be achieved, many iterative MUD receivers need complex implementation with
significant computational complexity. The generalized iterative MUD tends to removed or
factor out all MAIs from other users and/or other noise based on different criterion.
However, non-perfect parameters estimation obscures the efficiency of sophisticated
operations for low error rate, especially at low SNR. Cancellation of the estimated MAI at
low SNR can bring large performance degradation. Efforts to find a practical iterative MUD
with performance improvement from low to high SNR for concurrent communication
systems are needed.

The SIC II in Chapter 3 explores variation of the received data grouping bits by

grouping bits, and removes MAI only from users with more reliable estimated data than
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that of the desired user. These properties are especially suitable for signal detection at low
SINR. In 5.2, the SIC II front-end with PDR=1.0 and G=1 followed by MAP algorithm for
turbo decoding is employed. (If the required SNR is higher, such as punctured codes are used,
the optimal PDR and G increase. In this case, SIC III is chosen.) Variance estimation used for
MAP algorithm in turbo decoding is acquired from pilot-channel signal. This scheme is
shown to be superior to the one with PPIC at front-end in BER and computational
complexity. In addition, with the ordering information obtained from SIC front-end, we
propose a new stopping criterion which requires low complexity and data buffer.

In 5.3, a novel iterative IC with the turbo-coded SIC presented in 5.2 as part of the first
outer iteration is proposed. With the information obtained from stopping criterion, the
correct CBs are hard-decisioned, re-encoded, respread and then removed from the signal to
the next outer iteration. In this way, huge amount of redundant computational complexity
and processing delay can be saved when compared to the génetralized Turbo-coded iterative
MUD. In addition, channel estimatesfrom-pilot-channel signal are refined from the second
outer iteration with estimated traffic-channel 'signal removal. With the analyses in
complexity and computer simulations in BER, this scheme is shown to be superior and

practical in current communication systems.

5.2 Stopping Criterion for Turbo Decoding with
SIC at Front End

The performance of Turbo codes can be near Shannon-limit capacity by iteratively
passing probabilistic estimates between two decoders with long codeword, i.e. iterative
maximum a posteriori (MAP) probability algorithm [13]. Recently, for practical use,
techniques called early-stopping criterion are introduced to see if the iteratively decoding

process could be terminated to avoid unnecessary iterations and save computational power

98



as well as processing delay [37], [44], [83], [93]. In this section, the SIC II presented in
Chapter 3 is used as the front-end of a receiver in Turbo coded systems. This scheme is
shown to outperform the one with PPIC at front end in multipath fading channels. In
addition, with the characteristics of logarithm likelihood ratios (LLR) and ordering

information from SIC, we propose a high efficient stopping criterion with low complexity.

5.2.1 Turbo Decoding

An important feature of Turbo codes is the iterative decoder with SISO algorithms, such
as MAP algorithm [9], log-MAP algorithm [60], Max-Log-MAP algorithm [25], [43], and
soft-output Viterbi algorithm (SOVA) [12], [30]. The MAP algorithm, also known as BCJR
algorithm, was first presented by Bahl, Colcke, Jelinik and Raviv in 1974 for both
convolutional codes and block codes [9].i/The dalgorithm attempts to minimize the BER by
estimating the a posteriori probabilities (APP) of the iidividual bits in the codeword, and it
examines every possible path through the convolutional decoder trellis. For the user with
index k, we have the following definitions [61]:

S is the set of all 2" constituent encoder states where m is the encoder memory

U5 = (u (10,6 (2]t [M  +m])

uy = (uy [1,ul 2], u" [M +m])

where x, which can be 1 or 2, denotes one of the constituent encoder E1 or E2.

n) _ stn) p(n)
v = i)

. . . (n) (n)
is the noisy version of (x; ,x; ),

() — (4,0 ,(x+1)

Vi _(yk > Vi ""’yliy)),
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— oy, OMO_ () @) (M,)
Ve = Y =V e Vi)

is the noisy received codeword. Without loss of generality, the index k is temporarily

omitted for simplicity. We would like to make decision of u[n] as

i[n] = (sign[L(u[n])]+1)/2

(5-1)
with the log APP
p(s's,y)/ p(y)
A Pluln]=11y) ) _ ;
L(u[n])=log = log ,
P(u[n]=0]y) D p(s'5,y)/ p(y)
SO
(5-2)
where $° denotes all states s from u[n]=0, and S’ 'denotes all states s from u[n]=1.
’ y !
p(s', )= p(s, =5.5,55.y)
(5-3)

A
a,(s)=p(s, =s,y"")
’ A (n+1,M)
B, (s)=py"" |s, =)

A
yn(slas):p(sn :Sﬂy(n) |Sn—1 :S’)

B |terative MAP algorithm

The MAP algorithm provides not only the estimated information bits, but also the
probability for each bit. This is essential for the iterative decoding of Turbo codes. With the

encoder shown in Fig. 2-4, the corresponding iterative MAP decoder with two
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interconnected elementary decoders is shown in Fig. 5-1. The decoder has three inputs. For

SISO decoder D1, inputs are the systematically encoded channel output bit ys(") , the parity

bit y” ' and the extrinsic information L' (u[n]). For SISO decoder D2, inputs are the

2ex

. . () (n) -
interleaved version of y* ', y”*" and L

lex

(u[n]) from DI. For decoder D1 at the i-th
inner iteration. p(s’,s,y) in (5-3) is defined as
p(s's,y)=a,,(s)7,(s',s)- B,(s)

with

a,(s) =2 a,,(s7,(s5),

s'eS

ﬂn (S,) — Zﬂnﬂ(s)]/ml (Sras) ’

seS

and the initial conditions
os(0)=1"and g (s #0)=0,
By, 0)=1"and £,(s=0)=0.

To avoid numerically unstable results, we define

2.8,.1(5")7,(s9)

a,(s)=a,(s)/ ply"™) = ZZ& Ny )

> B.(s)-7,(s,5)

P = Ba Py Y = seseem

and the Log-APP in (5-2) becomes
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>, (s 7,(5,8) B,(s)
= log| = _
L(u[n]) = log Z‘&H 7 B

For decoder D1, the transition probability y, (s’,s) can be written as

Vi (s,8)=P(s|s\p(y" |s',s)
=P(u[n])p(y" |u[n])

=exp{% bl i) + 1,y )]ys(s:s)
(5-4)

where the event u[n] corresponds to the event of state transition s'—>s. L =4E,/N,

with noise variance Ny/2. The intrinsic information is defined as

L, ) = 28], (ua ) = m;(@j |

P(in]=0)
and y; (s',s) is defined as

e ' A 1 pl(”) pl
71, (s, 8)=€xp ELcy u”[n]

where u”'[n] is the encoder output with state transition s’ — s. Thus we can have

> a, (s 75 (shs) B, (s)

Sl

PO ACOINAC

i s(n) i
Li([n]) =Ly + L, (u[n]) +log

(5-3)
The first term in (5-5) is called the channel value, the second term is the a priori
information provided by decoder D2 which is equal to O at the first inner iteration, and the

third term is the extrinsic information L'

lex

(u[n]) that can be passed on to the subsequent
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decoder D2. For D2, the LLR of APP in (5-2) can be written as

Da, (s 75,(s".5)- B,(s)

Sl

Da, (s 75,(s".5)- B,(s)

SO

" 4 L (uln]) + log

Ly(uln])=L.y

(5-6)

where
e ' 1 p2(1) A p2
Van (S aS) =e&Xp ELcy u [I’l] .

Hence, final decision of u[n] in (5-1) at the D2 output of the /-t inner iteration thus

becomes

uln]= (signlLé" (u[n])J+ 1)/2

(5-7)

By iterative decoding, each -decodet passes’ the updated extrinsic information to the
other decoder, and we can expect that the, BER 'of the decoded bits tends to become lower
and lower. Further improvement in BER decreases as the number of iterations increases. To
reduce the decoding computational complexity, data memory and power consumption,

dynamically control of the iteration number is inevitable.

B Literature overview of stopping criteria

Many criteria have been proposed in recent years for early stopping in turbo decoding.
The variables generally used in literature for decision making are the extrinsic/intrinsic
information and the LLR of APPas shown in Fig. 5-1. For the i-th inner iteration, the LLR

of APP in decoder D1 and decoder D2 defined in (5-5) and (5-6) are re-written as follows.

Ly(u[n]) = Y, (u[n]) + L,,, (uln]) + L, (uln])

lin lex
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and

Ly (u[n]) = Y, (u[n]) + Ly, u[n]) + Ly, (u[n])

where Y, (u[n])=L,y*" . The relationship between the intrinsic and extrinsic information

of decoder D1 and decoder D2 are as follows.

and

We then have

and

The stopping criteria mentioned in literature are beiefly described as follows.

L, (u[n]) = Ly, (u[n])

LiZin (u[l’l]) = Lgex (u[n]) .

L (uln]) =X, @ln]) + Ly @ln) + L, (uln])

Ly (uln]) = Y, (u[n]) + Ly, (uln]) + Ly, (u[n])

2ex lex

(5-8)

(53-9)

Cross Entropy (CE) Criterion. Hagenauer et al. [30] used a threshold value on the

Cross entropy between the output distributions of the two SISO decoders. For a Turbo

decoder, it is shown that the CE of iteration i can be approximated by,

|3 Culn)
e

n=1
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where M;is the block size of user k. The decoding process is stopped after iteration i for
i>1,

T()/T(1)<6

where 7(/) is the approximated CE after the first iteration.

Sign-Change Ratio (SCR) Criterion. Based on the concept of CE, Shao et al. [62]
presented two simple and effective criteria, known as SCR and hard-decision aided (HDA),
respectively. SCR evaluates the number of sign changes in the extrinsic information
between successive iterations, and the decoding process is stopped after iteration i for i>1,
if

LS (S(z. (uln1) @ S(L (u[n])))< 6

2ex
k n=1

where S(x) denotes the sign part of x and & denotes the XOR operation.
Hard-Decision Aided (HDA) Criterien. This criterion is proposed in [62]. It compares
the decoded bits of the two successive iterations. -The decoding process is stopped after

iteration i for i>1, if
S(Ly(u[n])) = S(L;' (u[n))), Vnel..M,

HDAZ2 Criterion. The idea of HDA criterion is extended in [47]. The decoding process

is stopped after iteration i for i>1, if
S(Ly(uln])) = S(Ly(u[n))), Vnel..M,

where j =1 or 2. In this way, about half of the iteration number can be saved.
Sign Difference Ratio (SDR) Criterion. Extending the SCR method, a new criterion
called SDR is proposed in [24]. SDR evaluates the number of sign differences between the

intrinsic information and the extrinsic information for the same SISO decoder in the same
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iteration, and the decoding process is stopped after iteration i for i>1, if

1 M . .

M—Z(S(L’,»,»n(u[n]» ®S(L,. (uln]))< O

k n=1

Min-LLR Criterion. The minimum of the absolute values of the LLRs is first used in
an early stopping criterion in [85], [86] and is later presented in [47], [93].The decoding

process is stopped after iteration i for i>1, if

min ‘L’z (u[n])‘ >0

1<n<M,

Mean-LLR and Sum-LLR Criteria. The stopping criterion based on the mean of the
absolute values of the LLRs is presented in [32], [47], [94]. The decoding process is
stopped after iteration i for i>1, if

1 oM

3

n=l

L (u[n])‘ >0

In [29], the sum of the absolute”-values of the LLRs is calculated to avoid a costly

division operation in the Mean-LLR criterion,

My
S, =>
n=1

L, (ufn])

The decoding process is stopped after iteration i for i>1, if

Cyclic Redundancy Check (CRC) Criterion. CRC is introduced as a stopping
criterion in several papers. The CRC criterion takes extra resource. In WCDMA, CRC is
attached before channel coding. All bits in a decoded CB should be checked to know its
correctness.

Recently, it is shown that more than one parameter in stopping criterion provides better

performance. An example of this kind of criterion is as follows.
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Comb. Min-LLR and Sum-LLR Criterion. Min-LLR and Sum-LLR criteria are

combined in [29]. The decoding process is stopped after iteration 7 for i>1, if

(S, =S,y <0) | ( min |L, (uln])| > 6)
where || denotes the OR operation.

5.2.2 Turbo-Coded SIC with Low-Complexity Stopping

Criterion

The block diagram of turbo-coded SIC is shown in Fig. 5-4 with the transmitter model

shown in Fig. 2-19. The input to the de-interleaver IT"' followed by K single-user turbo
decoder is soft value v, of the SIC shown ifix(3-12). v, is separated to systematic

ny) L) p2 (1)

part yiw( , and parity part 2", pfo where 0<n, <M__ +3. The iterative
decoding algorithm of the turbo decoder.is described in 5.2.1. Although the output of SIC II
and SIC III in different order are différent/in' mean and variance, according to the central

limit theorem, whatever of these outputs in different order are independent random

variables, the outputs }%S(I"C?,k can be approximated as Gaussian distributed random variables

with ~N(m;, o%) in both power-balanced and power-unbalanced systems, especially when
K is large. For practical use, estimation of the residual interference plus noise is done with
the aid of pilot-channel signal. The block diagram of variance estimation is shown in Fig. 5-7.
In traffic-channel signal remover (TCSR), all user data respread in SIC for data are summed

and removed from r(z), i.e. the output of TCSR is
K ~
rSIC;pilot(t) = r(t) - szam,k (t)
k=1
where
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= F A=t , /T, =
Caar (D) = Zp:, :Bdai;k,p' . J)bSIC;k [\_(t “Tip )/ T, J]COVSF (t- Tkp VC seramp i (£~ Tp ).

(5-10)

A

SIC for pilot is then performed with rg.,, (f). The mean of the soft output Y1) . is

thus calculated as follows.

[ T
_ n
Mok = N ZY Pilot;SIC
bk n=1
(5-11)
where N is defined in 2.2.1 and the variance of Y, ¢, is defined as.
5 1 N i 243 5
_ n
O-pilot,k - Z (Ypil()t;SIC,k — apilot [n]mpilot,k) .
bk n=l
(5-12)

After i iterations, the transmission data sequence of the k-th user is recovered by the
hard-decision and demapper of the LLR L% (u[n]) as shown in (5-6).

From 5.2.1, we can find that most stopping criteria in literature take information from
all bits in a CB as measurement bases. The processing delay and required data buffer thus
become large when the block length increases. According to the characteristic of SIC II &
SIC I1I, bits in later detected order have smaller soft outputs, or say, smaller SNR than that
in the former detected order. In addition, the LLR of APP is a function of soft outputs of
SIC, and systematic bit takes the most important part in LLR of APP. As a result, the
decoded bit with the minimum LLR of APP is most probably the one in later detected order.
Also, errors are easier to occur in decoded bits with later detected order. According to these
properities, we propose to consider only part of the APP LLRs in a CB. The APP LLRs of a

CB are devided into K groups, i.e. for the n-th bit of user with index k detected at the u-th
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order,

A, ={n<u>=k,0sn<M,}
where 0<u <K and

A={n:nelA, ,u2x,05x<K}.

For example, if the stopping criterion is the combination of HDA2 and Min-LLR, i.e. the

decoding process is terminated at the /; -tk inner iteration if

min \L’;‘*(uk[n]\w & S(L'*(u, [n])) = S(L™ (u,[n])) for all neA

0<n<M,
(5-13)

The resultant computational complexity and used buffer become x/K times of the original
one. The tradeoff between detecting probability of correct CB and computational
complexity relies on the setting:of parameters @ and x. Impacts of these parameters are

examined in the next section.

5.2.3 Simulation Results and Discussions

The simulation parameters listed in Table 3-2 with multipath fading channel Case 3
shown in Table 3-3 is used for performance evaluation. We first compare the performance of
our proposed SIC front-end and the one with PPIC [22] with three stages where the partial
coefficient is 0.6 at the first two stages. The turbo iteration number is limited to 10 and the
CB length is M=196. In Fig. 5-2, the SIC frond-end is shown to outperform PPIC from
0.25dB with BER at 2*10e-2 to more than 1dB with BER at 10e-3.

In Table 5-1, it is shown that our proposed stopping criterion performs almost the same
as the full-block-checking criterion with much less computational complexity needed, and
about half of the computational complexity can be saved. In addition, the combination of

HDA?2 and min-LLR can results in less iteration number needed.
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5.3 A Novel Iterative IC

In 5.2, LLRs of turbo decoder output is used to determine if a CB is corretly decoded.
With this useful information, in the sction, a novel iterative IC is presented. In the
proposed scheme, process propagates to the next outer iteration or not depending on the
correctness of the CB in current outer iteration. Bits of the correct decoded CBs are
hard-decisioned, re-encoded to form the coded bits including systematic bits, parity bits,
and tail bits. Then these bits are respread and removed from the received signal. MAI from
these correct blocks is thus removed correctly, and we can expect better BER than those
with estimated parity bits and tail bits. In addition, large amount of computational

complexity and processing time can be saved.

5.3.1 The Generalized lterative:IC

The block diagram of the generalized iterative. IC is shown in Fig. 5-8. The basic
building blocks of an iterative IC are a Soft-in soft-out (SISO) MUD and a bank of K user
SISO channel decoder. The function of these blocks is to compute the posterior
probabilities based on the given prior probabilities and on the given signal. For the SISO
MUD [57], it has two sets of inputs: the MF output, and the a priori information obtained
from channel decoder. In the first outer iteration, no a priori information is actually available
at the receiver on the transmitted bits. From the 2™ outer iteration, the set of is fed back from
the channel decoders. We refer to the set of the feedback LLR as the current bit statistics.
The SISO-US outputs another set of LLR and then deinterleaved according to permutation
and sent as input to the SISO channel decoder, which performs the same algorithm, i.e. BCJR,
as in turbo decoding. Details on the algorithm can be found in 5.2.1. The output of the SISO
channel decoder in current outer iteration, after interleaving, becomes the set of current bit

statistics for user in the next outer iteration. In the last iteration, each SISO decoder must also
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supply the final estimate of the corresponding information bit stream, which represents the

output of the whole receiver.

5.3.2 The Proposed Iterative IC

The structure of our proposed iterative IC is shown in Fig. 5-3. The block diagram of
the first outer iteration is shown in Fig. 5-5. Parts of these blocks are introduced in 5.2 as
shown in Fig. 5-4 which perform SIC and turbo decoding with stopping criterion, and new
blocks added in Fig. 5-5 are used for the next outer iterative processing. At the turbo
decoder output, all blocks are separated into two parts. The first part is composed of the
detected correct blocks and the other part is composed of the remaining blocks. LLRs of the
first part are passing through the block of hard decision followed by the turbo encoder to
reconstruct the parity bits and tail'bits. All bits\are mapped, interleaved and respread, and
then removed from the received signal, and the remaining signals are sent as one of the
inputs to the second iteration. Fot the bits in-the first part, no further processing is needed.
Only the LLRs of the CBs in the second part are interleaved as one input to the second
outer iteration. To re-built the parity bits »”*[n] of the incorrect CB, we should utilize the
LLR of parity bits where

2.0,1(5)7,(5',9)- B, (5)
L™ [n]) =log|

> a, (s y,(s5) B,(s)

SO

The block diagram of the second to the /,-th outer iteration is shown in Fig. 5-6. From
the second outer iteration, input to refined channel estimation is the output of TCSR in
which all estimated respread user data are cancelled. The SISO user data separator can be
MUD such as PPIC, MMSE and etc. with the remaining signal form the first outer iteration

and LLRs as input. Here the SISO PPIC [4] with two stages is used. The Decision block
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performs soft-decision and the estimated bits at initial stage are as follows.

B Il = El [ = ann (202170
(5-14)
where b,[n]=u,[n"]. And the data estimates of the desired user J at the s-th are
A Fo o, K .
ByyesIn]=(1-p, )2\&5’7} b )+ p, ' (0= Db, n)
(5-15)

Outputs of the PPIC are de-interleaved, then the LLR as computed for RAKE in [45] are
inputs to turbo decoder. Again, variance estimation is done with the aid of pilot-channel
signal. The stopping criterion is the same as that in 'the first outer iteration with the same
ordering information. When the decdding (inner) iteration-reaches the predefined limit, the
process continues to the next outer iteration. To decide if the next outer iteration should be
done, a simple method is to discriminate if the bits of a newly-detected correct decoding
block are overlapped with the bits in an incorrect CB of other users. The concept of
dividing correct and incorrect decoded CBs into two parts has been proposed [8], [41], [46].
In [46], bits in correct CBs are given a high LLR value for equalization in MIMO systems.
However, soft information of bits other than information bits in a correct CB not necessary
has the same sign as the original ones. The same problem arises in [8] where only the
information bits in a CRC-checked correct CB are soft decision with +1/-1, reconstruct and
removed from the correlated signal in orthogonal frequency-division multiple-access
code-division multiplexing (OFDMA-CDM) systems. Our proposed method can be viewed

as the solution to generate the “genie” re-encoded bits depicted in [41].
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5.3.3 Simulation Results and Discussions

In this section, we compare the performance of our proposed iterative IC and the
generalized iterative IC which performs turbo decoding with 10 inner iterations, and no
correct CB is removed from the received signal. From the 2™ outer iteration, both iterative
IC adopt two-stage SISO PPIC with partial coefficient 0.6. The simulation parameters are
the same as those in 5.2.3. It is shown is Fig. 5-9 that our proposed iterative IC outperforms
the generalized one with 0.5 dB gain at BER=10e-4.

In Table 5-2, the average inner iteration number for turbo decoding used in our
proposed method and the generalized method are listed at SNR=5.9 dB. It is shown that

large amount of iteration number can be saved.

5.4 Summary

In this chapter, we propose a nevel-iterative IC with high performance. The SIC
front-end at the first outer iteration provides lower BER than PPIC with three stages, and
thus better performance can be expected after turbo decoding. A highly efficient and
low-complexity stopping criterion utilized the ordering information of SIC is used to find
the correct CB and decide if the decoding process can be terminated. Only the bits in
incorrect CBs should proceed to the next outer iteration. As a result, huge amount of
computational complexity can be saved. When the outer iteration number increases, the
improvement in correct decoding becomes smaller. A simple method is proposed to decide
if the next outer iteration should be done. Except the timing information, all parameters
used in the proposed scheme are estimated from the received signal. Our proposed iterative
IC is shown to have smaller computational complexity than the generalized iterative I1C

with much BER improvement.
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Table 5-1 Average redundant iteration number of deciding correct CB versus average false
alarm probability at SNR = 6.9dB, 8 users

Average redundant iteration number | Average false alarm probability
Genie 0 0
Min-LLR | Checking 6=3 5.6e-2 2.2e-3
full block 6=4 7.1e-2 0
Proposed 6=3 5.5e-2 3.0e-3
(x=4) 6=4 7.0e-2 0
Proposed 6=3 5.3e-2 3.0e-3
(x=0) 6=4 6.6e-2 0
HDA2 Checking 6=0 6.2e-2 1.6e-2
full block
Proposed é=0 6.1e-2 1.6e-2
(=2
Proposed 6=0 5.7e-2 1.7e-2
=4
Proposed 6=0 4.5e-2 2.2e-2
(x=6)
Min-LLR Checking e=1 6.8e-2 0
&& full block
HDA2 Proposed e=1 6.2e-2 0
(=4)
Proposed o=1 5.7e-2 7.4e-4
(x=0) 6=3 69¢-2 0

Table 5-2 Average inner iteration in‘.the proposed method and the generalized iterative
method

1st outer iteration 2nd outer iteration 3rd outer iteration
Proposed Iterative Method 1.72 2.58 3.30
Generalized Iterative Method 10 20 30
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Chapter 6

Conclusions

In this thesis, we analyze the characteristics of SIC and propose techniques and
architectures in the hope of making the SIC a practical technique for uplink WCDMA
systems in the view of error performance and simplicity.

In Chapter 3, three ordering methods for SIC in the uplink of WCDMA systems over
multipath fading channels are discussed and compared in the aspect of the implementation
issues (such as reordering frequency, processing delay, latency, and computational
complexity), and error performance related paraméters’(such as pilot-to-traffic amplitude
ratio, cancellation-ordering method, grouping intetval, rec€ived power distribution ratio and
channel estimation as well as timing estimation errors). The scheme decides the cancellation
order and performs data detection in a group manner for each user. SIC I decides the
cancellation order according to average power as that in [90]. In SIC II, the G-bit summation
of the RAKE output strengths in each stage are used to find the next detected user. SIC III
decides the cancellation order based on the G-bit summation of the RAKE bank output
strengths at the first stage.

Channel estimation performed independently with the pilot channel of each user is taken
into consideration in the analyses. The interference between traffic channel signals and pilot
channel signals are taken into consideration. In order to alleviate these interferences
pilot-channel signal of all users are estimated and removed before data detection.

Architectures for the three SICs are presented. To minimize the complexity of the

receiver, we adopt the MRC RAKE receiver with hard decision for data detection and
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windowed moving average technique for channel estimation.

In addition to consider the single-rate systems, a generalized pilot-channel aided SIC
scheme is presented for application in multirate communications. The SIC III is slightly
modified to adapt to multirate systems. The characteristics of grouping interval shown in the
single-rate systems can be also found in multirate systems.

In Chapter 4, a pilot-channel aided pipeline scheme for SIC is proposed. Generally
speaking, pipelined implementation is inherent in SIC but not in channel estimation. This
scheme combines channel estimation and user data detection into sequential type with low
complexity and leads to pipeline implementation. Compared with conventional channel
estimation using correlator output and SIC without pilot signal remover, the proposed
scheme shows better quality both on channel estimation and user data detection.

We propose a pilot channel aided adaptableinterference cancellation (IC) scheme which
combines serial (SIC) and parallel (PIC) interference cancellation to adapt to different
services under different circumstances. The'processing delay and computational complexity
can be adjusted based on system loading and required performance. In addition to removing
interference from pilot channel to traffic channel, the interferences from traffic channel to
pilot channel are also cancelled. This results in better quality both on channel parameter
estimation and user data detection. Compared with SIC and PIC, the proposed scheme shows
better performance with reasonable hardware cost while it needs shorter processing delay
than SIC.

In Chapter 5, to extend the SIC technique to turbo-coded systems, an iterative IC with
ordered SIC at front-end of having good performance and low complexity is proposed. The
ordering information obtained from SIC front-end is utilized in a new stopping criterion
with quite low complexity and data memory to save needless iterations in turbo decoding.

From the second outer iteration, only the bits in incorrect blocks should be processed. As a
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result, huge amount of computation can be saved. In addition, channel estimates from
pilot-channel signal are refined from the second outer iteration with estimated
traffic-channel signal removal. With the analyses in complexity and computer simulations in

BER, this scheme is shown to be superior and practical in current communication systems.
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Appendix A HSDPA

In Release 5, the biggest change impacting the physical layer is the addition of the high
speed downlink packet access (HSDPA) to increase system throughput and deliver an
improved user experience. The HSDPA is a concept to increase downlink packet data
throughput by means of fast L1 retransmission and transmission combining, as well as fast
link adaptation controlled by the base station (Node B).

HSDPA is fully backwards-compatible with W-CDMA, and any application developed
for W-CDMA also works with HSDPA. In Release '99, individual DCH UEs have their own
dedicated radio resource channels, whether they have downlink data or not. In the case of
HSDPA, a wide band downlink channel can be shared among all HSDPA-capable UEs,
Node B schedules to share a “fat pipe’’ and can$imultaneously transmit high rate data to the
user with good interference/channel condition in thé short term sense. Two features in
WCDMA Release ‘99, variable™ SF rand fast-power control are replaced by means of
adaptive modulation and coding (AMC), extensive multicode operation up to 15 multicodes
in parallel and a fast and spectrally efficient retransmission strategy, named Hybrid
Automatic Repeat Request (HARQ).

The retransmission procedure for the packet data is located in the SRNC in R’99. In
HSDPA, the retransmission can be controlled directly by the Node B by taking into account
available memory in the terminal. Fig. 2-23 presents the difference between retransmission
handling with HSDPA and Release ’99. The HARQ functionality used in HSDPA can be
soft combining or incremental redundancy. The former method sends the identical data as
the previous transmission. The latter method transmits additional data in retransmission and
has a slightly better performance with more memory required.

The Node B decides the modulation scheme and TrBk size the UE shall use or control
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the transmitter power of the PhCHs of the UE for each TTI according to UE capabilities,
QoS Requirements for pending data, retransmission buffer states and estimated channel
quality. According to changing radio environment needs, the modulation scheme and coding
rate can be quickly and flexibly modified. Both QPSK, which is used in Release ‘99, and
modulation with higher capability, i.e. 16QAM, can be supported in HSDPA. The achievable
theoretical maximum data rate of HSDPA can be 14.4 Mbps.

To implement the features such as fast L1 retransmission and transmission combining,
as well as fast link adaptation controlled by the Node B, a new common TrCH - High Speed
Downlink Shared Channel (HS-DSCH) shared by several UEs is added in HSDPA. The
HS-DSCH is associated with one downlink DPCH, and one or several Shared Control
Channels (HS-SCCH). The HS-DSCH is transmitted over the entire cell or over only part of
the cell using e.g. beam-forming anténnas. Ajmew. definition of frame structure named
sub-frame is introduced in Release 5.The sub-frame is the basic time interval for HS-DSCH
transmission and HS-DSCH-related signaling at the physical layer. The length of a sub-frame
corresponds to 3 slots (7680 chips). The mappingiof TrCH HS-DSCH onto PhCHs and its
corresponding control channels are shown in Fig. 2-6.

A simple illustration of the general functionality of HSDPA is summarized in Fig. 2-25.
The Node B estimates the channel quality of each active HSDPA users. Scheduling and link
adaptation are then conducted at a fast pace. Three new PhCHs are associated with
HS-DSCH. The HS-PDSCH is used to carry the user data shared by several UE in the
downlink from HS-DPCH. HS-SCCH carries the necessary physical layer control
information to enable decoding of the data on HS-DSCH whereas the Uplink HS-DPCCH
carries the necessary control information in the uplink. Fig. 2-24 illustrates the spreading
operation for the Dedicated Physical Control CHannel (HS-DPCCH). The HS-DPCCH shall

be spread to the chip rate by the specified channelisation code cns [74]. After channelisation,
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the real-valued spread signals are weighted by gain factor PBys derived from signals from
higher layers [75]. The multiplexing and coding for HS-DSCH is shown in Fig. 2-26 where
the HARQ functionality after channel coding is sown in Fig. 2-27. Details of the

multiplexing and coding for HS-DSCH, HS-DPCCH and HS-SCCH are described in [73].
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Fig. 2-23 The difference between retransmission handling with HSDPA and Release "99 [33]
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Appendix B HSUPA

After introducing HSDPA, the growth of downlink traffic load reveals the shortage of
uplink capacity. Mobile communications with higher data rate and shorter latency are
inevitable for interactive services such as video clips sharing between users and gaming. To
meet the demand, the technique so called high speed uplink packet access (HSUPA) is
introduced in 3GPP Release 6. HSUPA has four key features: HARQ, fast Node B
scheduling, soft handover and shorter TTI. Theoretically, the maximum peak rate is 2Mbps
in 10ms HSUPA TTI and 5.76 Mbps in 2ms HSUPA TTI.

HSUPA is expected to achieve significant improvement in overall system performance
when operated together with HSDPA. HSUPA is mainly optimized for the middle or low
speed (less than 60km/Hr). The uplink and downlink data transmitter have the fundamental
difference in handling the total transmission:power- resource. In the uplink, the power
amplifier capacity of a user terminal is limited,-and using a higher order modulation such as
16-QAM would increase the peak to'average power ratio (PAPR). Additionally, the power
control cannot be abandoned in the case of continuous uplink transmission due to the near
far problem. Unlike HSDPA, HSUPA use adaptive power control and also uses the same
modulation method as regular WCDMA.

Scheduling is performed by Node B in order to make the Noise Rise (Signal to Noise
Power) within a required level. The proper data rate is decided by Node B under the
maximum rate set by RNC. When a smaller Noise Raise Margin is set, uplink capacity can be
increased. UE sends control signals with rate-increasing requirement for uplink as Rate
Request to Node B. Node B returns UE L1 signals as Rate Grant. Downlink control signals
are Absolute Grant (AG) and Relative Grant (RG). AG means the absolute value of the power
offset permitted for the power usage. Node B that controls a serving cell can send AG. RG is

used as an over-load indicator to avoid larger interference and is sent from all cells in
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HSUPA neighboring cells including serving cell and non-serving cells.

To maintain reasonable performance at the cell edge, soft handover is supported in
HSUPA. SRNC performs soft handover between two Node Bs and provides diversity
combining and re-ordering. SRNC decides the serving cell among active cells and indicates
it to the Node B and the UE. UE receives ACK/NACK form both Node Bs. When UE
receives any ACK from Node B, the UE quits the retransmission process.

HARQ can be classified as being synchronous or asynchronous: synchronous HARQ
implies that (re)transmissions for a certain HARQ process are restricted to occur at known
time instants. No explicit signaling of the HARQ process number is required as the process
number can be derived from. Asynchronous HARQ implies that (re)transmission for a certain
HARQ process may occur at any time. Explicit signaling of the HARQ process number is
therefore required. Non-Adaptive implies that'changes, if any, in the transmission attributes
for the retransmissions, are known to both the transmittet and receiver at the time of the
initial transmission. Hence, the associated eontrolinformation need not be transmitted for the
retransmission. The HSDPA uses an adaptive, asynchronous HARQ scheme, while HSUPA
uses a synchronous, non-adaptive HARQ scheme. Hybrid ARQ in HSUPA is a ‘Stop and
Wait’ between Node Bs and UE.

A new dedicated TrCH named Enhanced Dedicated CHannel (E-DCH) is introduced in
HSUPA. The E-DCH is an uplink TrCH that carries user data or control information from
layers above the physical layer. The E-DCH supports soft handover. Fig. 2-31 shows the
processing structure for the E-DCH mapping to E-DPDCH. Data arrives to the coding unit in
form of a maximum of one TrBk once every transmission time interval (TTI). The HSUPA
supports 2ms and 10ms TTI. The HARQ functionality is shown in Fig. 2-32. It matches the
number of bits at the output of the channel coder to the total number of bits of the E-DPDCH

set. The HARQ functionality is controlled by the redundancy version (RV) parameters. The
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parameters of the HARQ rate matching depend on the value Retransmission Sequence
Number (RSN) set by higher layers [77]. When more than one E-DPDCH is used, PhCH
segmentation divides the bits among the different PhCHs. An example of channel coding and
multiplexing of E-DPDCH is given in Fig. 2-30 with parameters given in Table 2-5 [71]. Fig.
2-6 summarizes the mapping of E-DCH onto PhCHs. The multiplexing and coding for
E-DPCCH and E-AGCH are described in [73].

The E-DPDCH is used to carry the TrCH E-DCH. The E-DPCCH is a PhCH used to
transmit control information associated with the E-DCH. The control information includes
the uplink HARQ transmission number and happy bit which indicates whether the UE could
use more resources or not. Fig. 2-28 shows the E-DPDCH and E-DPCCH (sub)frame
structure. Each radio frame is divided, in,S, subframes, each of length 2ms. SF of the
E-DPDCH ranges from 2~256. Fig. 2229 illustrates the spreading operation for the
E-DPDCHs and the E-DPCCH. The channelisation code c.. and c.qx for the k-th E-DPDCH
are specified in [74]. The gain faetor Bes @and-Beax are specified in [75]. After weighting, the
real-valued spread signals are mapped to'the I branch or the Q branch according to the iqec
specified in [74]. The E-DPCCH is mapped to the I branch, i.e. igec = 1. The spreading
operation is described in 2.1.4 and shown in Fig. 2-13. The possible combinations of the
maximum number of respective dedicated PhCHs which may be configured simultaneously
for a UE in addition to the DPCCH are specified in Table 2-4.

The E-DCH Absolute Grant Channel (E-AGCH) is a common downlink PhCH carrying
the uplink E-DCH AG which is sent from the serving E-DCH cell and allows the Node B
scheduler to directly adjust the granted rate of UEs under its control. The E-DCH Relative
Grant Channel (E-RGCH) is a dedicated downlink PhCH carrying the uplink E-DCH RGs.

The E-DCH Hybrid ARQ Indicator Channel (E-HICH) is a dedicated downlink PhCH

carrying the uplink E-DCH HARQ ACK indicator. This control information is used in
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support of the uplink HARQ functionality. In each cell, the E-RGCH and E-HICH assigned

to a UE shall be configured with the same chanalization code.

Table 2-4 Maximum number of simultaneously-configured uplink dedicated channels

DPDCH | HS:DRCEH | E-DPDCH E-DPCCH
Case 1 6 1 - -
Case 2 1 1 2 1
Case 3 - 1 4 1
Table 2-5 E-DPDCH Fixed reference channel 5 (FRCS)
Parameter Unit Value
Maximum. Inf. Bit Rate kbps 978.0
TTI ms 10
Number of HARQ Processes Processes 4
Information Bit Payload (Ng) Bits 9780
Binary Channel Bits per TTI (Ngn) Bits 19200
(3840 / SF x TTI sum for all channels)
COdiIlg Rate (NINF/ NBIN) 0.509
PhCH Codes SF for each PhCH {4,4}
E-DPDCH testing:
E-DPDCH/DPCCH power ratio dB Diversity: 8.94
dB Non-diversity: 12.04
E-DPCCH/DPCCH power ratio dB Diversity: -1.94
dB Non-diversity: 0.0
E-DPDCH /DPCCH power ratio is
calculated for a single E-DPDCH.
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Fig. 2-31 TrCH processing for E-DCH
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Appendix C Derivation of Equation (2-4)
We are to derive Ma1,,", in (2-4) by first considering the following expression,

1 (ni)T+e,

ﬁ T+ bk (t - Tk,p )C()VSF (t - Tk,p )Cscramb,k (t - Tk,p)C:cmmb,J (t - Tj,f )dt : (Cl)
b btTy

After taking definitions of b, (¢), C,,4(?) and C,,..(¢) into (Al), it becomes

1 . (n+1)SFT,+7,
o7 22 2 belmleonsr [l [gle) (]| "p=qT. ~7, )p(t=qT, ~7, ) p(t=mT, 7, )dt »
b

SFT,.+
n m gq LN

where n, m, g are all nonzero integers. With timing delay illustration shown in Fig. 3-1,

we define g =¢T+d, 7, <7 and g =wT+7,, 7, <1, for ¢'20 . m'>0 ,

’ ’ ! 3 .

Ty, ~Th; =7, - In the following, .we take 7=z, , and = , for notational
simplicity. If 7=iT +7 for 0<zj, |<T, where i is-a nonzero integer, when 7>0, (C1)
becomes

e
21,

BIY Y coelalegle;iml] " p(A—(g=m+i)T, ~')p(A)dA

- , (C2)

nSFT, +

+§bk[n—IJZZcOVSF[q]ck[q]cj[m]L "p(A=(g=m+DT. =7 p(A)dA
b m q

SFT,

where A =t¢—-mT,. We can find that (g—m+i)T, +7|<T, such that the integral is nonzero,

ie., —7'/T +m—i—1<q<—/T +m—i+1. Thus, (C2) becomes

28F T m=nSF+i m=nSF

c

L Lo {bk[n]wfcém[m e m—ileIm] byn—1] > copselm—ile,[m ik [m]}

when ¢g=m—i and

1 Z" (n+1)SF-1 ) ) . nSF+i ) ) R
2SFT{bk[n] D copslm—i=1le,[m—i—1lc)[m]+b,[n=1] Y copslm—i—1lc,[m—i —1]c,[m]}
c m=nSF+i+| m=nSF

when g=m—i—1. Similarly, when 7<0, 7=—T +7 where 0>7>-T and (Cl)
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becomes

—b DL corslalelale ;'f””pu—(q—m—im O ©3)
+—b 1YY conslalellalesml] 7 p(a—(q=m=T, =) p(A)d2

m q
where A=f—m1 We can find that \(q—m—i)]l +z’\ <T such that the integral is nonzero,

thatis, —7/T +m+i—1<q<—'/T +m+i+1. When ¢ =m+1i,(C3) becomes

1 T ' (n+1)SF—i-1 (n+1)SF-1
W T bl Y copsplm+ile, [m+ile[ml+b [n+1] Y copsplm+ile,[m+ilc;[m]}-
m=nSF m=(n+1)SF—i

When g =m +i+1,(A3) becomes
1 7 (n+1)SF=i-2 . (n+1)SF-1 X
NPT {bk [n] ZCOVSF[m+ i+1c, [m+i+1c,[m]+b,[n+1] ZCOVSF[m+ i+1c, [m+i+1]c, [m]}-
c m=nSF-1 (n+1)SF-i-1

We rearrange the above results and’obtain

1 [oense-ip _ X UDSF-1 .
o 2SF{ Z Tcom[ = ie, fm'— il Lm] + z —Copgrlm — 1 — e [m—i—1]c, [m]}, 20 (C4)
n m=nSF +i c m=nSE4i+1 4 .
Pr.ps, (D)= 1 (n+1)SF—i-1 T - (n+)SF-i-2 0
*COVSI- [m +i]c,[m + l]cJ[m] + Z —Copselm +i+1]c,[m+i+ l]cj[m] , 1<0
2SF m=nSF TC m=nSF" Tc
and
1 nSF+i-1 T _ T' . nSF+i T' .
. ﬁ z [TCOVSF[m —ile [m—ilc,[m]+ z ?COVSF[m —i=lle[m—i-llc,[m];, 720 . (CS)
n m=nSF c m=nSF 4 ¢
pk P, /(T) | DSl (neDSP-1
“——cyglm+ilem+ileml+ Y —codm+i+lem+i+llcmly,  7<0
ZSF m=(nisF—i A, m=(n+1)SF-i-14.

Also,
1 (n+1)SF~ ]T _ (n+1)SF-1 ' . X
" ZS—F z Tc‘[m—l]cj[m]+ Z Fck[m—l—l]cj[m] , 720 , (C6)
n m=nSF+i c m=nSF+i+1 4.
7kﬁp;J,/ (T) = (n+1)SF~ ,+| (n+1)S/«‘:>2 '
1 LT el )+ S Zalm+i+ncm), <0
o8F| S T ! W T o
1 nSF+i— lT _T nSF+i T' . .
" Sop] 2~ alm=eiml 3 —afm—i-l,ml, £20 (C7)
. m=nSF c m=nSF 4 ¢
Vepid.s (@)= 1 (r+DSF=1 (nDSF-1
oSF { *c,t[mﬂ]cj[m] > —qlm+i+lle)mly, <0
SF m=(n+1)SF—i ¢ m=(n+1)SF—i-1 14,
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1 (wgfl 72 7 (n+1)SF-1 7

—_ *c _' _' * . *
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Stvi L
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