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Abstract

In this thesis, several methods for.channel estimation and data detection of OFDM
systems in time-varying and multipath :fading. channels are investigated. Channel
variations over an OFDM symbol destroy: the orthogonality between subcarriers. The
corresponding intercarrier-interference (IC1) degrades the system performance. This
error floor becomes more severe as mobile speed, carrier frequency, or symbol
duration increases. Based on the existing channel estimation methods and the data
detection methods, several modifications to improve the system performances or to
reduce the system computational complexities are proposed. The proposed data
detection methods exploit time diversity involved in the nature of the time-varying
channels. Thus, the proposed methods outperform the conventional methods, like ICI
cancellation method and least square (LS) detection. For implementation, the
proposed methods are modified to have acceptable complexities. The proposed
channel estimation methods are based on appropriate mathematical models. The
estimated parameters can be reduced by using these mathematical models. Therefore,

channel estimation in fast fading channels becomes feasible and trackable.
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Chapter 1

Introduction

In recent years, the demand for multimedia-services increases rapidly, such as high
quality video and audio data. Thus; the.next-generation communication systems are
expected to provide high data rate transmissions. To satisfy these requirements, sev-
eral transmission schemes must efficiently use transmission bandwidth. Multicarrier
techniques are such transmission schemes widely adopted in commercial communica-
tion systems. When applied in a wireless environment, it is usually referred to as Or-
thogonal Frequency Division Multiplexing (OFDM). This modulation scheme has
been adopted in many wireless transmission standards, such as wireless LAN (Local
Area Network) IEEE 802.11a, wireless MAN (Metropolitan Area Network) IEEE
802.16, European Digital Audio Broadcasting (DAB) and Digital Video Broadcasting

Terrestrial (DVB-T).



1.1 Background and Motivation

In OFDM systems, a high data-rate serial data stream is split into numerous low
data-rate parallel data streams. They are modulated by several orthogonal subcarriers.
For practical implementation, the oscillators generating subcarriers are replaced by
inverse fast Fourier transform (IFFT) [1] [2] [3]. The spectrums of these modulated
signals overlap each other over the frequency domain only except the frequency
points where subcarriers allocate. This is why the transmission bandwidth is effi-
ciently used in OFDM systems. The symbol duration is lengthened by the parallel
transmission of the low data-rate data stream. This long symbol duration of the
OFDM signal facilitate to mitigate the channel delay spread in wireless communica-
tion channels. By adding a cyclic prefix (CP).to the beginning of each OFDM symbol,
the intersymbol interference (I1SL); and-intercarrier interference (ICI) caused by delay
spread would be overcome. The corresponding channel response appears as a multi-
plication in the frequency domain. Therefore;-a flat fading channel model can be as-
sumed for each subchannel. A single tap equalizer is good enough for coherent detec-
tion. To perfectly combat the ICI, and ISI, the length of the CP must be longer than
the maximum channel delay spread. However, the system throughput descends as the
length of the CP increases.

Usually, it is assumed that the channel response is quasi-static within an OFDM
symbol. With such assumption, the effect of the multipath channel equals a complex
multiplication to the modulation at the subcarrier. This assumption is reasonable when
the symbol duration is short or the transceivers are fixed. However, in some standards,
such as DVB-T IEEE 802.16e, and IEEE 802.20, the symbol durations are very long
and the systems are not only designed for the fixed users but also for mobile users.

The channel response is not quasi-static within an OFDM symbol but time-varying.



Channel variations within an OFDM symbol destroy the orthogonality between sub-
carriers and result in ICIl. Conventional channel estimation techniques and 1-tap fre-
quency-domain equalizer are subject to the ICI effect. The ICI effect degrades the
system performance. The corresponding error floor becomes more severe as mobile
speed, carrier frequency, or symbol duration increase, especially for higher-order
modulation schemes [4] [5].

To mitigate the ICI due to channel variation, some detection and equalization
methods, e.g., iterative ICI cancellation [6] [11] [27], least square (LS) detection [8]
[18] [20], iterative LS detection [18], frequency-domain linear filter [21], and fre-
quency-domain decision feed-back filter [22] [23] have been proposed. However,
these approaches only treat ICI just as interference obstructing data detection and in-
tend to suppress as much ICI as passible. Thus, the.performances of these methods are
bounded by the performance of-the parallel detection-in time-invariant channels. Choi
et al. [7] showed a new idea that the time-varying nature of a channel can be exploited
as a provider of time diversity and proposed.a time-domain successive detection
method. Therefore, their method can be applied to rapidly time-varying fading chan-
nels and outperform the other mentioned methods. However, the computational com-
plexity of this method is too high to be realized.

Some channel estimation methods for time-varying fading channels, e.g., iterative
LS estimation [24], frequency-domain pilot-symbol-aided MMSE estimation [7] [21],
frequency-domain pilot-symbol-aided estimation [25], and time-domain pi-
lot-symbol-aided estimation [8] [22] also have been proposed. However, time-domain
low-pass filter applied in [24] can not suppress ICI perfectly when channel variation
increases. MMSE estimation in [7] needs pilot symbols for long time duration. Thus,
the approach suffers long system latency. Besides, MMSE estimation in [7] [21] re-

quires the characteristics of the fading channels so that it is hard to be realized. The
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approach in [25] can only be used in flat fading channels. The structures of the
time-domain pilot symbols used in [8] [22] are different from that of the fre-
quency-domain pilot patterns applied in commercial systems. Besides, the approaches
in [8] [22] can only be used in slowly time-varying channels. In [6] [18], the authors
have proposed a mathematical model used in the channel estimation assuming linear
channel variation.

Based on the existing channel estimation methods [6] [18] and the data detection
methods [7] [8], several modified methods to improve the system performances or to
reduce the system computational complexities are proposed in this thesis. The pro-
posed data detection methods exploit the time diversity involved in the nature of the
time-varying channels, which is introduced in [7]. Thus, the proposed methods out-
perform the conventional methods:[6] [8] [11] [20] [21] [22] [23] [27]. For imple-
mentation, the proposed methods.are modified to have acceptable complexities by
utilizing the technique introduced in:[8]-The-proposed channel estimation method is
based on appropriate mathematical‘medels modified from [6] [11] [18]. As a result,
the estimated parameters can be reduced. Therefore, channel estimation under fast

fading conditions becomes feasible and trackable.

1.2 Organization of the Thesis

This thesis is organized as follows. In Chapter 2, the fundamentals of OFDM sys-
tems and the characteristics of wireless multipath Rayleigh fading channels are de-
scribed. Then, ICI effect of OFDM systems in time-varying channels is analysis. In
Chapter 3, five existing data detection methods, single tap equalization, least square
(LS) detection, Jeon’s method of LS detection, ICI cancellation, and Choi’s method of

successive detection are introduced. Performances of these data detection methods are



evaluated. Then, two conventional channel estimation methods, LS channel estima-
tion and discrete-time Fourier transform (DFT)-based channel estimation, are pre-
sented. Two channel estimation methods for OFDM systems in time-varying channels
are introduced. In the end of this chapter, performances of these channel estimation
methods are evaluated. In Chapter 4, the proposed data detection methods are intro-
duced. Also, computational complexities of the proposed data detection methods are
evaluated. Then, the proposed channel estimation methods are introduced. In Chapter
5, performances of the proposed data detection methods and the channel estimation
methods are evaluated. Also, the effect of channel estimation error is discussed. In

Chapter 6, conclusion is given.



Chapter 2

Fundamentals of OFDM Systems

The basic concept of OFDM technique-is-te-increase the symbol duration by split-
ting the high-rate data stream into numerous-lower rate streams and equally to divide
the available transmission spectrum into several narrowband subchannels. These low
rate streams are transmitted simultaneously over these subchannels. The overlapping
and orthogonal transmission spectrums of modulated signals are designed for high
spectral efficiency. Due to the property of narrowband, each modulated signal trans-
mitted in the subchannel almost experiences flat fading. Therefore, the channel
equalization is simplified as a single-tap equalization. On the other hand, the length-
ened OFDM symbol appended with a proceeding CP helps mitigate the ICI and ISI
effects. A CP is the extension of an OFDM symbol that equals the tail part of the
symbol, which is shown in Figure 2.1, and must be larger than the maximum channel
delay spread to avoid ISI. Thus, the signals and their own delayed-version signals re-

sulting from the multipath channel are still whole periodic waves within the DFT in-
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terval. The orthogonality between subcarriers can be maintained after the modulated

signals passes through the multipath channel, i.e. no ICI.

Cyclic
prefix

Figure 2.1 Cyclic prefix of an OFDM symbol [11]

However, when symbol durations are very long or users have mobility, the channel
response is not quasi-static within an OFDM symbol but time-varying. Channel varia-
tions within an OFDM symbol destroy the orthogonality between subcarriers and re-

sult in ICI. This phenomenon will be depicted in Section 2.3.

2.1 OFDM System Model

2.1.1 Continuous-time Model

In this section, a continuous-time model of OFDM system is investigated. A typi-
cal continuous-time OFDM baseband modulator is shown in Figure 2.2. The input
data stream is split into N parallel streams which are modulated by N different subcar-

riers and then transmitted simultaneously.

X'(0)
. g ¢o(t)
X'(1)
DAt gp . A0 X (1)
x‘(N -1
=¢N—1(t)

Figure 2.2 Continuous-time OFDM baseband modulator



The k-th modulating subcarrier is

j2ak(t-Ty)

@(t): e T ) OStSTS (21)
0 , otherwise

where T is the symbol duration exclusive of CP, Ty is the length of CP and Tsis the
total symbol duration, i.e. Ts= T + Tg. X'(k) is defined as the transmitted data which
is a complex number from a set of signal constellation points at the k-th subcarrier for

the i-th symbol. The modulated baseband signal of the i-th OFDM symbol is
) N-1 ]
X'(t)= > X' (K)d, (t—iT,) (2.2)
k=0

When an infinite sequence of OFDM symbols is transmitted, the output of the trans-

mitter can be represented as

KO =2 X Oz X (0ht-iT,) @3

The overlapping and orthogonal transmission spectrums of the modulated signals
are shown in Figure 2.3. Because of the sinc shape of the spectrums of these modu-
lated signals, the spectrums of them.overlap with-each other over the frequency do-

main only except the frequency points where subcarriers allocate. The subcarrier

spacing between any two neighbor subcarriers is Ti Thus, OFDM systems have high

bandwidth efficiency.

P —1e

A
\

N subcarriers

Figure 2.3 Spectrum of an OFDM symbol [11]



The received signal y(t) can be expressed as

y(®) = [ h(t, 7)x(t—7)dz +w(t) (2.4)
where time-variant channel impulse response at time t is h(t,z), and w(t) is an addi-

tive white complex Gaussian noise.

N\ Y'(0)

‘/’o(t)
y(t) Y
w, (t) P/SI "
. Y'(N-1)
WNfl(t) \

Figure 2.4 Continuous-time OFDM baseband demodulator

An typical continuous-time OEDM baseband demodulator is drawn in Figure 2.4.

v, (t) is the matched filter for the k-th subcarrier.

1 j27kt
—e T O<t<T,
0 . otherwise

Y'(k) is the demodulated signal at the k-th subcarrier for the i-th symbol.

2.1.2 Discrete-time Model

In [3], Weinstein suggested that the modulators in the transmitter and the matched
filters in the receiver for the OFDM systems can be implemented by IDFT and DFT,
respectively. Also, the fast DFT/IDFT algorithm, FFT/IFFT, can be applied to the

OFDM systems. Figure 2.5 shows the discrete-time OFDM system model.



X'(0) __ x(0) y' (@ Y0

—f ] - AWGN : >
X'(@) [') XM w(n) Y YO
Dol PIS|_h(n,1) D .1SIP : F :
XHN=1)| T |x"(N -1) y' (N -1 T Y'(N -1)

Figure 2.5 Discrete-time OFDM system model

Without loss of generality, the symbol index i is dropped in the following discussion.

The modulated signal can be written as

j2zkn

N-1 J2zkn
x(n)=> X(k)e N (2.6)
k=0
where X (k) is the transmitted data at the k-th subcarrier, and 0<n<N —1. Then,

the modulated signal appended with a proceeding CP is delivered over the air and ex-
periences a time-varying and multipath fading channel. Therefore, the received signal

can be represented as

L-1
y(n) =2 hn, Hx(n=1)+w(n) (2.7)
1=0
where h(n,l) isthe I-th channel path at time instant t=nxt_, t :% is sampling

period, L is the number of channel taps, (), represents a cyclic shift in the base of
N, and w(n) is sampled additive white complex Gaussian noise with variance o*.

The received signal after DFT at the k-th subcarrier is

j27zkn

Y(k)=Y y(n)e (2.8)

2.2 Channel Characteristics in Wireless Communication En-

vironments

The transmitted signal propagates along several different paths through the wire-

less channel and arrives at the receiver. Such environment is referred to as a multipath
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channel. These paths arise from scattering, reflection, and diffraction of the radiated
energy by objects in the environment or refraction in the medium. These duplicated
signals add together at the receiver. Thus, the corresponding received signal is dis-
torted. The amplitude of the received signal fluctuates with location and time. This
phenomenon is referred to as fading.

The impulse response of the fading channel can be expressed as
h(t,z) = gal t)o(r-1) (2.9)
where L is the number of resolvable channel paths, and ¢, (t) and z, are the path
gain and the path delay time of the I-th resolvable channel path, respectively. The path

gain ¢, (t) is modeled as [9] [10] for all I.

M :
a, (t) _ ch’leJ(ZﬂfutCOWnJ +fn1) (210)

n=1
where M is the number of the unresolvable paths,. C.,, »,,, and ¢, are respec-

tively the random path gain, the-angle-of the-incoming wave, and the initial phase as-

sociated with the n-th unresolvable.of theI-th resolvable path, and f, is the
maximum Doppler frequency.
The central limited theorem justifies that «,(t) can be approximated as complex

Gaussian random process for large M [10]. y,,, and ¢,, are assumed to be mutu-

ally independent and to be uniformly distributed over [-z,z) for all n and 1.
Further, if path delay time of the resolvable path,z,, is sample-spaced, i.e.z, =1 xt,
and | is an integer, for all I. The impulse response of the fading channel can be simpli-
fied as

h(n,1) = &, (nt,) (2.12)
for 1=0,---,L-1.

To specify the relationship between the variation of the fading channel and the

11



motion of the receiver in (2.10), consider the situation illustrated in Figure 2.6.

AN S~ Al Direction of
N T~~~ .
N I~ motion
\\ / \\\\\

¢n,|

Figure 2.6 lllustrating the calculation of Doppler frequency

It is assumed that the transmitted signal propagating along the |-th path is modeled
as the source S which is far away from the.mobile station A. The mobile station A
moves from the point A to the point A“jin.the time duration from 0 to t. Thus, the
change in the phase angle of the received signal between the point A and the point
A" is given by

27T
A¢n,| = 7AI

= ZﬂLd COSy,,
C ' (2.12)

o f.o

tcosy,,

=2rftcosy,,

where A, f_, C,and o are the radio wavelength, radio center frequency, velocity

c!

of light, and velocity of the mobile station, respectively, and f, = fg) is the maxi-

mum Doppler frequency occurring at y,, =0. In conclusion, the variation of the

fading channel is proportional to the ratio center frequency and velocity of the mobile

receiver.

12



2.3 Analysis of Intercarrier Interference

According to the system model depicted in Section 2.1.2 and the channel model

described in Section 2.2, the received signal after DFT at the k-th subcarrier is ex-

pressed as
N-1 _Jj2zkn
Y(k):Zy(n)e N (2.8)
n=0
Substitute equations (2.6) and (2.7) into (2.8)
N-1
Y (k) =G(k, k)X (k) + G(k,m)X (m)+W (k) (2.13)
m=0,m=k
ICI
1 N-1L-1 j2zr(m-k) —JZzzIm j2zkn
where  G(k,m)==> >'h(r,l)e N N . W(k) = Zw(n)e N ,

N r=0 =0

0<m<N-1, and 0<k<N-1. Since the second term on the right hand side of

equation (2.13) is not zero, the.desired signal.suffers ICI when the channel is

time-varying. On the contrary, ICl terms will.vanish-if f, in (2.10) equals zero, i.e.
time-invariant channel. For further ICl analysis when f, =0, let’s first define the
time average of channel impulse response, h(n;1); as
N-1
hae () = Zh(n ) (2.14)

and the variation Ah(n,1) of h(n,I) as

Ah(n,1)=h(n,1)-h_.(I) (2.15)

Therefore,
—j2nlk

G(k k) = Zhave(l)e N (2.16)
and

N-1L-1 j2zr(m-k) —j2zIm

G(k,m)=— ZZAh(r e N e N | m=zk (2.17)
r=0 1=0

If the channel impulse response is time-invariant, Ah(n,I) equals zero and
G(k,m)=0, m=k.
The received signal after DFT can be rewritten as the following matrix form

13



Y:%QHQHX+W (2.18)

where Y =[Y (0),---,Y (N =D, X =[X (0),---, X (N =D)]" , W =[W (0),--,W (N -DT ,

H(n,m)=h(n,(n—-m),), and Q is the N-point DFT matrix with its elements
Q(n,m)=e 2™ For convenience, G is defined as Gé%QHQH. Thus, the

received signal after DFT can be written as
Y =GX+W (2.19)
The effects of ICI have been analyzed in some papers. Li et al. [4] stated that in
order to achieve signal to intercarrier interference ratio (SIR) > 20dB, the OFDM
symbol duration must be less than 8% of the channel coherence time (T_erence =1/ T4 )
when a Wide-Sense Stationary and Uncorrelated Scattering (WSSUS) channel is con-
sidered. This effect is shown in Figure 2.7.'In'[8], Jeon et al. concluded that when the
multipath fading channel is slowly time-varying (Normalized Doppler frequency<
0.1), ICI terms which do not significantly-affect Y (k) can be ignored and time varia-
tion of the channel impulse response can be approximated by a straight line. These

ideas are illustrated in Figure 2.8 and Figure 2.9, respectively. The normalized Dop-

pler frequency, f ,, is defined as

f, =fT, (2.20)
where T, is the observation duration. It is used to quantify the variation of the fad-
ing channel within the observation duration. Thus, when considering the variation of
the fading channel within an OFDM symbol, the observation duration is set to the
symbol duration. In this thesis, the investigation focuses on the effect of ICI within an

OFDM symbol, i.e. T, =T . In conclusion, OFDM systems suffer more ICI as nor-

malized Doppler frequency increases.
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Chapter 3
Investigation of Existing Data Detection

and Channel Estimation Methods

A signal propagating through“wireless channels will be distorted by it own dupli-
cations. The received signal would have a random phase rotation, and the magnitude
of the received signal would be attenuated. This phenomenon has been depicted in
Section 2.2. In order to coherently detect the transmitted data, the random phase rota-
tion and the magnitude attenuation must be obtained and compensated before demap-
ping the symbols according to the modulation constellation. In this chapter, existing
common data detection methods for compensation of the received signal are first in-
troduced. Then, several channel estimation methods for obtaining channel state in-
formation are described. These methods are all evaluated by computer simulations.
The advantages and the disadvantages of these methods are indicated according to the

simulation results.
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3.1 Existing Data Detection Methods

Several existing data detection methods are introduced in this section. The simula-
tion results show that performances of the first four methods are not good enough in
the assumed common channel environments. Only, Choi’s method of successive de-
tection performs well in the assumed environments. In the following discussion, the

system model introduced in Section 2.3 is considered.

3.1.1 Single-tap Equalization

The impulse response of a slow-fading channel is generally quasi-static within an
OFDM symbol. Therefore, there is approximately no ICI between subcarriers. Ac-
cording to (2.13), the compensation for each,.subcarrier is equivalent to single-tap fre-

quency-domain equalization.

_ Y(k)
Z(k) = ” & (3.1)

Then, the equalized signal Z(k)“.1s passed through a signal demapper. The demodu-
lated data are obtained. This method is simple and widely used in indoor OFDM sys-
tems. However, in time-varying fading channels, single-tap equalization will be dis-

torted by ICI. As such, there would be an irreducible error floor.

3.1.2 Least-square Detection (Decorrelating Detection)

Increasing the taps of an equalization process is a straightforward method to sup-
press the ICI introduced by time-varying fading channels. Given by the linear model
(2.18) and basic linear algebra theory, the least-square (LS) detection is expressed by

Z=G'Y (3.2)
where G" =(G"G)™G" is the pseudo inversion of G. LS detection can suppress

ICI perfectly. However, noise enhancement would be induced when the correlations
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of the elements in G are high. Besides, the computational complexity of the LS de-
tection is proportional to O(N®) [16] when G is a square matrix with dimension of
N. Thus, this detection method is hard to be implemented for the OFDM systems with

numerous subcarriers, such as DVB-T and IEEE 802.16e.

3.1.3 Jeon’s Method of Least-square Detection

The LS detection described in the previous section is widely used for interference
suppression. However, its computational complexity is proportional to O(N?®). N is
the number of mixed signals. For OFDM systems, N is the number of subcarriers due
to the loss of the orthogonality between subcarriers in time-varying fading channels.

Jeon et al. [8] proposed a method for computational complexity reduction of LS
detection. After ICI analysis, they.concluded that.when the multipath fading channel
is slowly time-varying (Normalized Doppler frequency f.,< 0.1), most power of
channel frequency response coneentrates-on-the-neighborhood of the subcarriers. Thus,

those ICI terms which do not significantly affect 'Y (k) can be ignored, i.e.
G(m,k)=0, |m—k|>q/2 (3.3)

where ¢ denotes the number of dominant ICI terms. Figure 2.8 depicts this property,
obviously. In physical meaning, the diagonal terms of G can be viewed as the D.C.
components of the time variation of the channel response, and the neighbor terms of
them are the corresponding lowpass components according to equations (2.14)-(2.17).
By Jeon’s conclusion, the power of the channel response concentrates on the lowpass
band in Doppler spectrum domain. Thus, high frequency components of channel
variation could be ignored when the fading channel is slowly time-varying.

Consequently, the matrix G becomes sparse and can be transformed as a block

diagonal matrix G=diag([G o, Gpy1r " Gyin-1]) as shown in Figure 3.1. Note that
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there are some revisions compared to Jeon’s method.

X X!
X X X
X X

X X X

X
— N-2 — — N-1

1 .

X X

X | X X X X
X X X
Figure 3.1 Transformation of ICI matrix G to block diagonal G.q=2[8]

The system model given in (2.19) is transformed as overlapped block-diagonal
V=GX+W (3.4)
where
Y= [Yblk,OYbIk,l i 'Yblk|N—1]T
X = [Xblk,OXbIk,l . 'Xblk,N—l ]T
W= [Wblk,OWblk,l - wblk,N—l ]T
X = [X (k=072 X(K)-- X (k+0/2), T

You i =LY (k—q/2), ---Y(k)---Y(k+q/2)N]T
Wk =W (k-q/2), - W(K)---W(k+q/2),T

(3.5)

The D.C. components of channel variation and the corresponding dominated ICI
terms between subcarriers are separated into a number of sub blocks which do not in-
terfere with each other. Therefore, LS detection of the original system is modified as

LS detections of the blocked systems
Z = G;Ik,kYblk,k (3.6)

where k=0,1,---,N —1. The middle element of the equalized vector Z, is an ap-

proximation to the k-th element of the vector Z in (3.2). Therefore, instead of com-

puting the matrix inversion of the entire G, N matrix inversions of smaller G, ,’s
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are needed in the simplified technique. The computational complexity of LS detection
is reduced from O(N®) to O(N(q+1)°). Usually, q< N . Thus, the reduction is

large.

3.1.4 Intercarrier Interference Cancellation

In order to avoid the noise enhancement problem and further reduce the computa-
tional complexity, the intercarrier interference (ICI) cancellation methods have been
proposed [6] [11]. It is a kind of nonlinear detection methods with the deci-
sion-directed technique. The demodulated symbols are reconstructed and fed back to
cancel ICI. The significant idea is to exploit the discreteness property of the modu-
lated symbols in digital communication systems. Based on the discreteness property,
most ICI would be cancelled after several iterations when the initial demodulated
symbols are with acceptable correctness. Therefore, the demodulated symbols become
increasingly correct during the- iterative-detection procedure. The ICI cancellation
method proceeds as follows:

Step 1: Ignoring the ICI effect, the received signal Y is divided by the single tap

Y (k)

equalization, i.e. Z(k) = S0

. Then, the equalized signal Z is passed through a

hard decision device or a demapper. The demodulated symbol, X, is obtained. Since

the result is affected by ICI, some demodulated data may be errorneous.

Step 2: Performing ICl cancellation on the received signal Y , Ii.e.
Y, :Y—Gici)A(,fl. Thus, the ICI effect in the received signal Y, is reduced. |

represents the iteration number. G,; denotes the channel response obtained from G

only with the ICI elements.

Step 3: The signal 'Y, after ICI cancellation is divided by the single tap equaliza-
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tion, i.e. Z, (k) =%. Then, the equalized signal Z, is passed through a hard

decision device or a demapper. The demodulated symbol, 5(, , IS obtained.

Step 4: End if | =1_, , otherwise repeat Steps 2 and 3 with | =1+1.

The complexity of the ICI cancellation is proportional to O(N?®) due to ICI can-
cellation procedure in Step 2. For further complexity reduction, Chen et al. [6] sug-
gested that ICI cancellation procedure can be perform in the time domain. However, it

requires two more FFT operations.

3.1.5 Choi’s Method of Successive Detection

All the mentioned data detection methods treat the ICI induced by time-varying
fading channels just as the interferepce obstructing data detection. Choi et al. [7] sug-
gested that the time-varying nature of the channel can be exploited as a provider of
time diversity. Since the channel response Is time-selective, the signal samples re-
ceived at different time instants have Iow correlation and provide the diversity. In or-
der to utilize the time diversity provided by time-selective channels, the successive
layered detection from [15] performs in the time domain instead of detecting all the
data in the frequency domain simultaneously. The data demodulated in the later layers
gain more time diversity.

Recall the system model described in Section 2.1.2, the received signal is repre-

sented as
L-1
y(n) = h(n,x(n-1), +w(n) (2.7)
1=0
Substitute equation (2.6) into (2.7), the received signal can be represented as
1 N-1 j27zkn
y(n)=WZX(k)V(k,n)e N +w(n) (3.7)
k=0

L-1 —j2xlk
where V (k,n) =Zh(n,l)e N . Further, the received signal can be rewritten as the
1=0
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matrix form

y=VX+w (3.8)
where y =[y(0),---,y(N-D]", w=[w(0),---,w(N -D]", and Vz%HQH :

The Choi’s method of successive layered detection proceeds in Figure 3.2. In the
method, u, and v, are the k-th column vectors of the matrices Uand V, respec-
tively. o is the variance of the additive white complex Gaussian noise. The symbol
“slice()” is the hard decision device, i.e. demapper.

In each detection layer, it is necessary to recalculate the matrix inversion in Step
P-5. Unfortunately, the number of detection layers and the dimension of the matrix
V increase as the number of subcarriers, N, gets larger. According to Section 3.1.2,
the computational complexity of LS detection is proportional to O(N?®). Thus, the
computational complexity of this detection.method is unacceptable for realization

when N is too large.
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Least Square (LS) Version

j=1
U =v* (P-1
i, =argminu, | (P-2)
Loopk
2(i;) = uy (P—3)
X (i,) = slice(z(i,))
y=y-v, X(i) P4
V:[VO’”"Vij—l’O’Vijﬂ’”"VN—l]
U=V’ (P-5)
1= arg min | (P-6)
j=i+1

Minimum Mean Square Error (MMSE) Version
j=1
U™ =(V"'V 4+ o)ty (P-1)
. <uk,vk>2
Y \<u‘k,vm>\2+‘oz o o2
Loop ik
2(i,) =uly (P-3)
X (i,) = slice(z(i;))
y=y-v, X (i) (P—1)
V=[vo v 1,0V, o vy ]
U" =(V'V+oD)*v" (P-5)
i ‘<“k"’k>‘2
B S S P e Y

j=j+1

m,m¢k,me{i1,~~,ij}

Figure 3.2 Choi’s methods of successive detection
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3.1.6 Simulation Results

Several existing data detection methods are introduced above. In this section, per-
formances of these methods are evaluated by computer simulations. For
next-generation communication systems, wireless terminals are expected to operate at
high radio frequencies, at high levels of mobility, and with high bandwidth efficiency.
Thus, the targeted radio frequency, and the signal bandwidth specified in IEEE 802.20
TDD mode [12] are considered. The simulated OFDM system parameters are listed in
Table 3.1. The typical two-ray equal power channel model is considered here. For the
simulations, the channel power is normalized to 1. The multipath Rayleigh fading
channels in the simulations are generated by the modified Jakes’ model [9] [10]. It is
assumed that the perfect channel information is known at the receiver and that syn-

chronization is perfect.

Table 3.1 Simulated OFDM- system parameters

Operating frequency. 3.5GHz
Signal bandwidth 2.5MHz
FFT length 64
Number of piot subcarriers 16
Number of data subcarriers 48
Symbol duration 25.6us
Subcarrier spacing 39.1kHz
Modulation QPSK
Channel coding No
Power delay profile Two-ray equal power
Normalized Doppler frequency 0.083 and 0.040
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The BER performances of the mentioned methods in the two-ray equal power
channel with different f_, ’s are shown in Figure 3.3 and Figure 3.4, respectively. The
term “ICl-free” indicates the theoretical BER performance of the coherent detection
in the time-invariant flat Rayleigh fading channel for the reference of the ICI-free
case. It is known that the BER performances of the first four mentioned detection
methods are bounded by the ICI-free curve in the figure. The terms “Single tap EQ”
and “LS” indicate the single-tap equalization and LS detection, respectively. The or-
dinal numbers appended to the term “ICI cancellation” indicate the numbers of the
iterations of the ICI cancellation method. Jeon’s method of LS detection [8] is denoted
as Jeon’s LS. The terms “g=number” appended to “Jeon’s LS” indicate the number of
the dominant ICI terms adjacent to the modulated signal in each subchannel, i.e. g.
Choi’s method of successive detection with MMSE detection [7] is denoted as Choi’s
SDMMSE.

Figure 3.3 shows the BER performances-of-the mentioned data detection methods
when f,, =0.040. Due to the assumption of -neglecting ICl, the single tap equaliza-
tion suffers from severe ICI effects and has the worst performance of all. The LS de-
tection has a better performance than single tap equalization. However, the perform-
ance degradation of the LS detection increases in high SNR environments. Jeon’s
method of LS detection suffers from less noise enhancement than LS detection but
more ICI effect than LS detection. It also can be found that Jeon’s method of LS de-
tection has worse performance than that of the I1CI cancellation with 3 detection itera-
tions when considering the 4 most dominant ICI terms closest to the modulated signal
in each subchannel, g = 4, in high SNR case. Comparatively, after 3 iterations, the
performance of ICI cancellation method is better than the first four methods when
SNR is lower than 40dB. However, when SNR is up to 40 dB, some ICI terms cannot

be perfectly cancelled due to the errors of the demodulated symbols. Thus, the error
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propagation dominates the performance of the ICI cancellation method and an error
floor appears. Due to utilizing the time diversity provided by time-selective channels,
Choi’s method of successive detection with MMSE detection outperforms the other
mentioned methods and the reference of the ICI-free. This benefit is more apparent in
high SNR case.

Figure 3.4 illustrates the BER performances of the mentioned data detection
methods when f_, =0.083. The single tap equalization suffers from severe ICI effects
and still has the worst performance of all. LS detection suffers from noise enhance-
ment which increases as f, gets higher because the minimum nonzero singular
value of G becomes smaller. Jeon’s method of LS detection also suffers from severe
ICI effect since too many ICI terms are ignored in the detection. Compared to the LS
detection, ICI cancellation method is without the:noise enhancement problem. How-
ever, the error propagation becomes.a serious.problem for the ICI cancellation method
and cannot be ignored even after sixiterations.-Choi’s method of successive detection

with MMSE detection still outperforms.the other mentioned methods. Because time

selectivity of the fading channel with f , =0.083 becomes more apparent than that
of the channel with f , =0.040, Choi’s method obtains more benefits by utilizing
time diversity.

In conclusion, those ICI cancellation methods are not good enough to reduce the
ICI effect under the targeted channel environments. An irreducible error floor appears
in the high SNR environments regardless of the iteration numbers. Although LS de-
tection outperforms the other detection methods, it still suffers severe noise enhance-
ment problem. The performance degradation is too large. Choi’s method is a good
choice for detection of OFDM systems in the targeted time-varying fading channels.

However, the computational complexity of this method is too high.
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3.2 Existing Channel Estimation Methods

In this section, two conventional channel estimation methods, LS channel estima-
tion and DFT-based channel estimation, for OFDM systems in time-invariant channel
are introduced. Then, two existing channel estimation methods, Chen’s method of LS
channel estimation [6] and Yeh’s algorithm of ICl-reduction method [11], based on
channel model with linear variation are described. The simulation results show that
the performances of these methods are poor when the normalized Doppler frequency,

f.4, is up to 0.08 and that the estimation errors of these methods are too high for the

proposed data detection methods.

3.2.1 Least-square Channel Estimation

LS channel estimation is widely used for- OFDM systems and is the foundation
of other advanced channel estimation metheds. The advantage of LS channel estima-
tion is that the pilot patterns are“the only required information to accomplish the esti-
mation.

In the following analysis of this section, the number of pilot subcarriers in an
OFDM symbol is set to M, and the channel is assumed to be time-invariant. Thus, the
received signal after DFT at the k-th pilot subcarrier is represented as

Y (p(k)) =G(k,k)P(k) + N(p(k)) k=0,12,---,M -1 (3.9)
where p(k) is the position function of the pilot subcarriers and P(k) is the known pat-
tern transmitted at the k-th pilot subcarrier. The channel frequency response at the k-th

pilot subcarrier can be roughly estimated by
N (p(k))

YD _6(p(e), poy + = A1) (310)

S(p(9, PN =~ P(K)

Then, the channel frequency responses at the other data subcarriers can be estimated

by interpolation techniques. Also, the following DFT-based channel estimation is one
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kind of the interpolation techniques.

3.2.2 DFT-based Channel Estimation

DFT-based channel estimations have been proposed in [13] [14]. These estima-
tions are based on the technique of interpolation in transform domain to accomplish
the estimation and with good performances in the case of sample-spaced channel im-
pulse response. FFT algorithms can be utilized to reduce the computational complex-
ity of the transformation. However, there is a restriction on placement of pilot subcar-
riers for the DFT-based channel estimation. M pilot subcarriers must be equispaced

along frequency direction as shown in Figure 3.5.
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Figure 3.5 Regular pilot placement [11]

For convenience, N/M is assumed to be an integer, the first pilot is placed at
Subcarrier 0, i.e. D.C, and the channel is assumed to be time-invariant. Therefore, the

received signal at the k-th pilot subcarriers can be expressed as
V(PM) =YK =Y(DK), k=012 M1 (3.11)
First, the channel frequency response at pilot subcarriers is estimated by LS estima-

tion, i.e. equation (3.10). Observably, the channel frequency response at pilot subcar-

riers can be viewed as the down-sample of complete frequency response. Then,
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M —point IDFT is performed on é(p(k), p(k)).

.27nk

ﬁ S G(p(K), p(K)e ' M, n=0L2M-1 (3.12)

M

h,(n) =
According to the down sampling theorem, the channel impulse response obtained by
M-point inverse discrete Fourier transform of {G(p(k), p(k)) |k =0,1,2,---,M =1} is
the overlapped version of the channel impulse response with N points. For analysis,
the maximum path delay time is defined as 7t and A is the minimum integer

which is larger than 7 . To avoid the aliasing effect, the number of the pilot subcar-

max

riers must be larger than the sampled maximum path delay, i.e.M > A . According to

(2.15) and (2.16), the estimation of channel frequency response can be achieved by

padding N-M zeros in the tail of {ﬁp(n) In=0,1,2,---,M -1},

ﬁ(n): h;(n), 0<n<M -1 (3.13)
0, M=1<p<N-1

and then by performing N-point-DFT.on ﬁ(n)

- 27znk
]

~ N_ll\ 8 I Rk
G(k,k)=> h(n)e "™ k=012,---,N-1 (3.14)
n=0

3.2.3 Chen’s Method of Least-square Channel Estimation

Recall the system model described in Section 2.3. The number of the parameters
required for estimation in the matrix G is N® when frequency-domain channel
estimation is considered. Apparently, it is impossible to achieve the estimation even if
full N training symbols are transmitted at all N subcarriers. To make the problem
solvable, the number of parameters required for estimation must be reduced to be less
than N. Thus, instead of estimating the channel frequency response, estimating the
channel impulse response h(n,l) is adopted, because the number of channel taps is

usually smaller than the number of the subcarriers, i.e. L <N .
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Without any assumption, there are still LN parameters needed for the estimation
within an OFDM symbol when the number of channel taps is L. It is still impossible
to achieve the estimation. Fortunately, Jeon et al. [8] stated that the channel variation
can be approximated by a straight line when the channel is slowly time-varying
(Normalized Doppler frequency, f, <0.1). This property has been introduced in
Section 2.3. Thus, the variation of each channel path can be approximated as [6] [11]
[18]

Ah(n,1) = (n—%)aI (3.15)
where 0<n<N-1, 0<I<L-1, and ¢, is the slope of the I-th channel path.
Given by (2.15), the response of the I-th channel path at n-th time sample can be writ-

ten as

h(n,}) =h_1) + (n—%)a, (3.16)
Therefore, the number of parameters required for estimation is reduced to 2L. The
channel estimation can be achieved. by applying least-square (LS) estimation when

pilot subcarriers inserted within an OFDM symbol are enough.

Substituting (3.15) into (2.17), the ICI terms of G is given by

N-1L-1 _ jexr(m=k) —j2zlm
G(k,m):i (r—M)ale Nooe N
N r=0 1=0 2
i —j2N7zmI (3.17)
o€
= T
= _—1—()e’j2”("’m)/N =C_.bla, m=k
Where bm — [l, e—j27zm/N e e—j27rmL/N ]T ’ Ck_m — _(1_ e—j27z(k—m)L/N )—l , and

o=[a,,--,a_,]" . Equation (2.16) can be rewritten as

G(k,k)=b'h (3.18)

ave

where h_, =[h_.(0),---,h, . (L-1)]". According to (2.13), the received signal after
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DFT at the k-th subcarrier is given by

Y (K) = G(k, k) X (k) + 3 G(k,m)X (m) +W (k)
mN:f)],.m¢k (3 19)
X (k) + C,_.blaX (m)+W (k)

m=0,m=k

=b,h

ave

ICI

By collecting the received signals at all pilot subcarriers, the system model can be ex-

pressed as the linear equations

Y(p@)
Y= : =Ah,, +Ba+e
Y(p(M))
h
=[A B]{ ave}re (3.20)
o
=Dh+e
where
X(p(l))pra)
A = - (3.21)
X(p(MNb

z Cp(l)—mX (m)b:-n

me pilot,m=p(1)

B= : (3.22)

z Cp(M)—mX(m)b-rrn

|_mepilot,m=p(M)

D=[A B] (3.23)

h= {h} (3.24)

o
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- e(p)

Le(p(M))

C X (m)b] (3.25)
m_O,mer%):t,m¢p(l) PO W(p(l))

= : o+

% Co X (MDY, W(p(M))

| m=0,me pilot,m=p(M)

where p(k) is the position function of the pilot subcarriers, M is the number of the pi-
lot subcarriers, and e is composed of noise at the pilot subcarriers and ICI contribu-
tion from non-pilot subcarriers. Thus, the estimated channel is obtained by the LS so-
lution of the linear equations from (3.20) when M > 2L
h=D'Y (3.26)
However, the simulation results: (see Section 3.2.5) show that an irreducible error
floor still appears in the BER performance when only-pilot subcarriers are used for the
estimation in the fading channel with-<f , =0.083;-and that this method only takes

effect in the all-pilot preamble case.

3.2.4 Yeh’s Algorithm of ICI-reduction Method

Chen’s method of Channel estimation is based on the LS estimation. According to
the conclusion in the previous section, this method only takes effect in the all-pilot
preamble case. Thus, it is necessary to find out a channel tracking method in the data
transmission region where only pilot subcarriers are utilized for the estimation. Yeh
[11] proposed a channel tracking method with ICl-reduction technique in line-
arly-variant fading channels.

Recall the system model described in Section 2.3. The received signal after DFT is

given by

34



YK =GR XK+ S Gk m)X (m)+W(K) (3.27)

m=0,m=k

ICI

Figure 2.8 shows that the power of G(k,k) is much larger than the power of
G(k,m) when k =m. Therefore, the channel frequency response at k-th pilot sub-

carrier can be obtained by LS estimation introduced in Section 3.2.1
N-1
G(k,m)X (m)+W (k)

YD _ ek, pyy + 2207 (328)

S(p(9, PN =~ P(K)

The second term on the right hand side of (3.28) represents the estimation error and
increases as normalized Doppler frequency, f ,, becomes large. According to (2.16),

the estimation of h,_(I) can be obtained by DFT-based channel estimation intro-

ave

duced in Section 3.2.2

27k

Al ) < > G(R(K). BN (3.29)

Besides, (3.15) shows that h_ (I) “is the channel impulse response at the midpoint of

ave

the symbol interval when channel variationis approximated to linear fashion, i.e.

h(n =¥,I) =h,.(I). In order to estimate the slopes, ¢,’s, of the channel paths

within single OFDM symbol by using the two h_,(l)’s of the two consecutive

ave

OFDM symbols, it is assumed that channel variation within the two consecutive

OFDM symbols is linear, i.e. f,; <0.05. Therefore, the slopes of the channel paths

can be obtained by

' N +Ng, '

where o denotes the slope of the I-th channel path of the i-th symbol, h! (I) de-

notes the average response of the I-th channel path of the i-th symbol, and N, de-
notes the length of the cyclic prefix (CP). This concept is shown in Figure 3.6. The

solid line and the dashed line represent the response of one channel path and the cor-
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responding estimated response, respectively. The estimation error is the region be-

tween the solid line and the dashed line.

previous symbol current symbol
CP CP

mid-point mid-point  time
Figure 3.6 Linear model between two consecutive OFDM symbols [18]

Thus, the ICI terms in (3.19) can be cancelled by using the estimation of the slope,
&', and the demodulated data, X (k).

The whole procedure of Yeh’s method.is,shown in Figure 3.7 modified from [11].

| represent the iteration number. 1 istthe.number of the iterations. In the first it-

max

eration, the estimation h

ave

(1) of h._(I) suffers fram whole ICI and has large error.

ave

Thus, there are still many erroneous data after demodulation. After several iterations,

the ICI terms at the pilot subcarriers would be mitigated by the ICI cancellation pro-

cedure. The estimation error of h (I) becomes small. A more reliable slope of the

channel path ¢ is obtained. The ICI terms at the data subcarriers would be can-

celled more clearly. Therefore, the error floor is reduced.

Although Yeh’s method operates well in the aspect of the performance and the
computational complexity, it is only feasible in the assumption circumstance with
f., <0.05. Therefore, this method needs some modification to operate in the targeted
fast fading channels. Besides, the performance of this method is bounded by the ICI
cancellation method with ideal channel state information, i.e. ICI cancellation in Fig-

ure 3.3 and Figure 3.4.
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Figure 3.7 Yeh’s algorithm of ICI-reduction method [11]
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3.2.5 Simulation Results

In this section, the performances of the last two mentioned channel estimation
methods are evaluated by computer simulations. Multipath Rayleigh fading channels
in the simulations are generated by the modified Jakes’ model [9] [10]. The power
delay profile is chosen as the “Vehicular A” channel model defined by ETSI for the
evaluation of UMTS radio interface proposals [17]. The simulated OFDM system pa-
rameters and the channel parameters are listed in Table 3.2 and Table 3.3, respectively.
The 16 pilot subcarriers grouped into 4 groups are equispaced onto the DFT grid, i.e.
the indices of the pilot subcarriers are {0, 1, 2, 3, 16, 17, 18, 19, 32, 33, 34, 35, 48, 49,
50, 51} within 64 subcarriers. These pilot patterns are used for Chen’s method of LS
channel estimation. For Yeh’s algorithm of ICI reduction method, the 16 pilot subcar-
riers are equispaced along frequency direction, I.e. the indices of the pilot subcarriers
are {0, 4, 8, 12, 16, 20, 24, 28,-32,.36, 40, 44, 48, 52, 56, 60} within 64 subcarriers,
due to DFT-based channel estimation. -Beside,. an all-pilot preamble is attached in
front of the data symbols for the“initial channel estimation. It is assumed that the

maximum path delay time is known at the receiver and that synchronization is perfect.
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Table 3.2 Simulated OFDM system parameters

Operating frequency 3.5GHz
Signal bandwidth 2.5MHz
FFT length 64
Number of piot subcarriers 16
Number of data subcarriers 48
Symbol duration 25.6us
Subcarrier spacing 39.1kHz
Modulation QPSK
Channel coding No

Power delay profile

ETSI Vehicular A

Normalized Doppler frequency

0.083 and 0.040

Table 3.3 ETSI Vehicular-A-channel environment

Tap | Relative delay (ns) | Average power (dB)
1 0 0.0
2 310 -1.0
3 710 -9.0
4 1090 -10.0
5 1730 -15.0
6 2510 -20.0
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In Figure 3.8 and Figure 3.9, ANMSE indicates the average normalized mean

square error, which is defined as

N-IN-1 N 2
Lt | 2 2 [G (ki) =G (k,m)
ANMSE:N D T T - (3.31)
sm i1 Y > |G (k,m)|
k=0 m=0

where N is the number of the transmitted OFDM symbols, é‘(k,m) is the esti-

mation of G'(k,m), and G'(k,m) is the channel frequency response within the i-th
OFDM symbol defined in Section 2.3. The terms “Chen’s LS, preamble” and “Chen’s
LS, pilot” indicate that Chen’s methods of LS channel estimation, introduced in Sec-
tion 3.2.3, are applied to the all-pilot preamble and the pilot subcarriers, respectively.
The term *“Yeh’s ICI reduction, pilot” indicates that Yeh’s algorithm of ICI reduction
method [11] with 3 detection iterations, introduced in Section 3.2.4, is applied to the
pilot subcarriers.

In Figure 3.10 and Figure 3:11, the'term-“~ICl-free” indicates the theoretical BER
performance of the coherent detection.in. the time-invariant flat Rayleigh fading
channel for the reference of the ICI-free case. The ordinal numbers appended to “ICI
cancellation” and “Yeh’s ICI reduction” indicate the numbers of the iterations per-
formed in the two methods. The terms “FSDMMSE” and “Choi’s SDMMSE” indicate
that the proposed frequency-domain successive detection method with MMSE detec-
tion (see Section 4.1) and Choi’s method of successive detection with MMSE detec-
tion [7] are adopted in data detection, respectively. The term “Ideal CSI” indicates that
ideal channel state information is applied to data detection.

Figure 3.8 and Figure 3.9 illustrate ANMSE performances of Chen’s and Yeh’s

methods of channel estimation in the “Vehicular A” channel with f , =0.040, and
f., =0.083, respectively. Chen’s method applied to the all-pilot preamble has the

least channel estimation error of all. It can be viewed as the performance boundary of
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Chen’s method applied to any other pilot pattern when the number of pilot subcarriers
is less than N. Apparently, the performance degradation of Chen’s method applied to
the pilot subcarriers is very large. Under the same ANMSE condition, Yeh’s method
with 3 detection iterations applied to the pilot subcarriers has about 4~5dB perform-

ance loss compared to Chen’s method applied to the all-pilot preamble when

f., =0.040 ~ 0.083. Besides, the channel estimation errors of these methods increase
as f., becomes large, especially in the high SNR case.

Figure 3.10 and Figure 3.11 illustrate the BER performances of Chen’s and Yeh'’s
methods of channel estimation combined with data detection methods in the “Vehicu-
lar A” channel with f , =0.040, and f,, =0.083, respectively. Because of the large
channel estimation error, Chen’s method applied to the pilot subcarriers combined
with the proposed detection methad has the worst performance of all. There is a large
performance degradation compared to the .proposed detection method with ideal
channel state information. As-known in_-Section 3.2.4, the performance of Yeh’s
method is bounded by the ICI cancellation.method with ideal channel state informa-
tion.

In conclusion, the Yeh’s method is not good enough to reduce the ICI effect under
the targeted channel environments. The channel estimation error of the Chen’s method
applied to the pilot subcarriers is too large for the proposed detection methods. Thus,

it is necessary to develop more reliable channel estimation.
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Chapter 4
The Proposed Data Detection and

Channel Estimation Methods

In the previous chapter, some existing data.“detection and channel estimation
methods are described, briefly. However, the simulation results show that these
methods except Choi’s method of successive detection are not effective in the
time-varying environments, where normalized Doppler frequency, f ., is up to 0.08.
Based on the concepts of the mentioned methods [6] [7] [8] [11], modified data detec-
tion and channel estimation methods are proposed for the targeted channel environ-
ments. The computational complexities of the proposed methods and their introduced

additional costs are also discussed.

4.1 The Proposed Frequency-domain Successive Detection

Methods
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As mentioned in the previous chapter, the computational complexity of Choi’s
method of successive detection is too high to be realized. Fortunately, some properties
of the time-varying fading channels described in Section 2.3 combined with the tech-
nique introduced in Section 3.1.3 help to reduce the computational complexity of the

successive detection method and make the method feasible.

4.1.1 Algorithms of the Frequency-domain Successive Detection
Methods

In order to exploit time diversity involved in time-selective fading channels, Choi
et al. proposed their successive detection method performing in the time domain, in-
tuitively. However, in most-considered application environments, the correlation of
the channel impulse response within OFDM symbol duration is still high. It is hard to
predict which time samples suffer.less fading effect and only to process these time
samples for better efficiency. Besides, since-the. modulated signals transmitted in dif-
ferent subchannels are mixed in the'time.domain; the whole N received time samples
must be used for the separation of modulated signals from the received signal without
additional I1CI induced by the non-periodic DFT windows. Thus, no special properties
of the system model in the time domain can be utilized to reduce the computational
complexity.

Fortunately, some properties of the channel frequency response can help reduce
the computational complexity of the successive detection method. First, Parseval’s
Theorem states that average power of the signal in time equals sum of average power

of the signal in the k-harmonics, i.e. power conservation property.

%z_|h(n,|)|2 =Tk, (4.1)

N-1 —j2xkn
where T(k,l)= Zh(n, e N . Therefore, the power gain of time diversity obtained

n=0
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in the frequency domain is the same as that obtained in the time domain.
Second, recall the system model shown in Section 2.3. The received signal after
DFT is represented as
Y =GX+W (2.19)
The successive detection is modified to perform in the frequency domain. According
to the properties mentioned in Section 3.1.3, the power of the time-varying fading
channel is compressed by DFT, i.e. most power of the time-varying fading channel
concentrates in the neighborhood of subcarriers and does not spread over the spectrum.
Consequently, the computation of linear detection in Step P-1 in Figure 3.2 is changed

from pseudo inversion of the NxN matrix G to N pseudo inversions of the

(@+1)x(q+1) matrices G, . Hence, the computational complexity of the linear

detection in Step P-1 is reduced:from_©Q(N?%), t0>.O(N(q+1)?%) . Thus, by utilizing
these two properties, the successive detection performing in the frequency domain not
only gains time diversity but also-has-lower-computational complexity.

There are additional benefits when the successive detection performs in the fre-
quency domain. Only the pseudo inversions and the norms of the corresponding
equalization vectors of the subcarriers adjacent to the demodulated subcarrier in the
current detection layer are necessarily updated for the proposed methods with LS de-
tection, which is shown in Step P-5 and Step P-6 in Figure 4.1. This property can also
be applied tor the signal to interference and noise ratio (SINR) calculation of the pro-
posed methods with MMSE detection. Therefore, the computational complexity can

be further reduced. The complexity analysis is detailed in Section 4.1.2. The struc-

tures of G, ’s are depicted in Figure 3.1.

The proposed detection methods proceed as follows:
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Figure 4.1 The proposed frequency-domain successive detection methods
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In the proposed methods, wy .o aNd gy 40 are the middle column vectors of
the matrices U,,, and G, ., respectively. q is the number of the dominate ICI

terms. g, . isthe m-th column vector of the matrix G, ,. Gy, and Y, are

the k-th submatrix of the matrices G and Y, obtained from Section 3.1.3, respec-

tively. g, isthe k-th column vector of the matrix G.

4.1.2 Complexity Analysis

The proposed data detection methods are modified from Choi’s method for low-
ering computational complexity. Thus, the complexity reductions in the main proce-
dures of the proposed methods are indicated precisely in the following analysis. Also,
the computational complexities of‘other mentioned methods are shown for compari-
son. Besides, the memory requirements for the two successive detection methods are
analyzed and compared. In the end of.the-section, additional efforts and drawbacks for
the proposed data detection methods are.discussed. Here, the proposed methods with
LS detection are only considered in the following analysis. Also, the proposed meth-

ods with MMSE detection can be analyzed in the same way.

Complexity Reduction

Because it is hard to calculate the counts of the computational operations of the
proposed detection methods precisely, the first and last detection layers of the two
methods are only considered and compared instead. If we can make sure that the
counts of the computational operations of the proposed detection methods are less
than that of Choi’s method in these two detection layers, we can claim that the pro-
posed detection method has less computational complexity than Choi’s method.

However, the difference between the two successive detection methods in the last
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layer is only Step P-3. It is easy to show that the proposed methods have the less

computational complexity. For more serious analysis, the detection layers before the

last detection layers of the two successive detection methods are considered instead.
By comparison of Choi’s method and the proposed methods shown in Figure 3.2

and Figure 4.1 respectively, the quantities of complexity reduction of the proposed

methods in the first detection layer are listed in the descending order as: [16]

® Computational complexity of the pseudo inversion in Step P-1 is reduced from
O(N®) to O(N(g+1)?%).

® Computational complexity of updating the pseudo inversion in Step P-5 is reduced
from O(N(N -1)%) to O(q(q+1q?).

® Computational complexity of the norm operation of the equalization vector in Step
P-2 and Step P-6 is reduced from O(N?*) to O((q+1)?).

® The number of norms of the updated equalization vectors in Step P-6 is reduced
from N -1 to q.

® Taps of the equalization vectors in Step P-3is‘reduced from N to (g+1).

The counts of the computational operations of the proposed and Choi’s successive

detection methods in the first layered detection are shown in Table 4.1, clearly. In the

following tables, the numbers of the complex divisions, multiplications, and additions

are listed, respectively. Gaussian elimination is adopted for the matrix inversion [19].

It is assumed that the matrix inversions in the detection procedures all exist.
The quantities of the complexity reduction of the proposed methods in the detec-

tion layer before the last one are listed in the descending order as

® Computational complexity of updating the pseudo inversion in Step P-5 is reduced
from O(N2?) to O(2(q+1)2°) orto O(2(q+1)).

® Computational complexity of the norm operation of the equalization vector in Step
P-6 is reduced from O(N?) toO((q+1)?).
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® Taps of the equalization vectors in Step P-3 is reduced from N to (g+1).

The counts of the computational operations of the proposed and Choi’s successive

detection methods in the detection layer before the last one are shown in Table 4.2.

Table 4.1 Complexity statistics of the proposed and Choi’s successive detection
methods in the first detection layer

# of divisions # of multiplications | # of additions
Choi’s method [7] | 2N?—4N +2 6N®—7N?+8N -2 | 6N®*-1IN°+9N -3
Proposed method | (q41)° + 3(q+1)* + 3(q+1)* +

(N—=4)(q+1)*+
5-N)(q+1)-2

(3N —11)(q+1)° +
(16-N)(q+1)°+
(N-9)(q+1)+N+2

(3N -13)(q+1)° +
(17 -3N)(q+1)* +
(N-10)(q+1)+3

Table 4.2 Complexity statistics of the proposed and Choi’s successive detection
methods in the detection layer before the last one

# of divisions #-ofimultiplications | # of additions
Choi’s method [7] 2 12N +4 10N -3
Proposed method 4or2 19(g+1)+ N or 15(g+1)+ N -3 or
7(g+1)+N 5+1)+N-5

Table 4.3 Complexity statistics of the proposed and Choi’s successive detection
methods in the first detection layer with N = 64, and 9=8, 4

# of divisions | # of multiplications | # of additions

Choi’s method [7] 7938 1544702 1528381

q=28| 5056 156081 164838
Proposed method

q=4|1328 26041 28898

q=8]36.31% 89.90% 89.21%
Reduction %

q=4|83.27% 98.31% 98.11%
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Table 4.4 Complexity statistics of the proposed and Choi’s successive detection
methods in the detection layer before the last one with N =64, and q =8, 4

# of divisions | # of multiplications | # of additions

Choi’s method [7] 2 772 637

g=8|4or2 235 0r 127 196 or 104
Proposed method

g=4|4or2 159 or 99 136 or 84

q=28 | 0% or 0% 69.56% or 83.55% | 69.23% or 83.67%
Reduction %

g=4| 0% or 0% 79.40% or 87.18% | 78.65% or 86.81%

The complexity statistics of the proposed and Choi’s successive detection methods
in the targeted simulation environments are shown in Table 4.3 and Table 4.4. The
percentages of complexity reductions of the proposed methods compared with Choi’s
method are listed in the bottoms of the tables.

Table 4.3 shows that the reduction percentages of the multiplication and the addi-
tion operations of the proposed ‘methedssisroughly up to 90% in the first layered de-
tection even if g = 8. However, the reduction of the divisions is relatively small be-
cause the number of divisions is proportional to O(N?) not O(N?®). The computa-
tional complexity of updating the matrix inversion of the proposed methods in the
succeeding layered detection gradually approaches that of Choi’s method, because the
dimensions of matrices for inversions in Choi’s method become small. Therefore, the
benefits for utilizing the spare matrix structure of Jeon’s LS method decrease. In Table
4.4, the reduction percentages of the multiplication and the addition operations of the
proposed methods drop to 70% in the detection layer before the last one. Unfortu-
nately, additional divisions for the matrix inversions of the block matrices are required
when un-demodulated signals gather together. In conclusion, it is supposed that the

percentages of the complexity reductions excluding divisions of the proposed detec-
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tion methods with g = 8 and g = 4 are at least 75% and 85%, respectively.

The computational complexities of the other mentioned methods are shown in Ta-
ble 4.5, where I indicates the number of the iterations of the ICI cancellation method.
The ratios of the computational complexities of different data detection methods to
that of Choi’s method in the first detection layer in the targeted simulation environ-
ments are shown in percentage in Table 4.6. The percentages of complexity ratios of
the proposed methods only include the computational operations in the first detection
layer, because it is hard to evaluate the exact computational operations of the pro-

posed methods.

Table 4.5 Complexity statistics of the other mentioned methods

# of divisions # of multiplications | # of additions

LS detection N?-N N® 3N®-2N?*—N
ICI cancellation | IxN (N —N) I x(N?=N)
Jeon’s LS [8] N(q+1)* - N(q+1) 3N+ 1)° - 3N(q+1)° -
N(q+1)°+ 3N(g+1)°* +
N(g+1) N(g+1)—N

Table 4.6 Complexity ratio % of the detection methods N =64,q=8,4and, | =3

Complexity ratio % Division Multiplication Addition
LS detection 50.79% 50.91% 50.92%
ICI cancellation 2.42% 0.78% 0.79%
Jeon’s LS [8] (g =4) 16.13% 1.47% 1.27%
Proposed method | q=4 16.73% 1.69% 1.89%
g=8 63.69% 10.10% 10.79%
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In Table 4.6, it is known that the ICI cancellation method with 3 detection itera-
tions has the least computational complexity of all the compared detection methods.
For achieving whole detection, the numbers of the multiplication and addition opera-
tions are less than 1% those of Choi’s method in the first layered detection. Jeon’s
method of LS detection with a worse performance than that of the ICI cancellation
method with 3 detection iterations, however, is more than 1.5 times the numbers of
the multiplications and additions of the ICI cancellation method with 3 detection it-
erations. The computational complexity of the proposed method with g = 4 is larger
than those of Jeon’s method of LS detection and ICI cancellation method with 3 de-
tection iterations. It is noted that the percentages of complexity ratios of the proposed
methods shown in Table 4.6 only include the computational operations in the first de-

tection layer.

Memory Requirement

The memory requirements for Choi’s method.are fisted as

® NxN memory cells for V

® NxN memory cells for U

® N x1 memory cells for y

The memory requirements for the proposed methods are listed as

® NxN memory cells for G

® N (q+1)x(q+1) memory cells for w,,, ,».;
® N x1 memory cells for Y

2 .
® N memory cells for Hublk,k,q/2+1 (optional)

. 2, . 2
It is noted that N memory cells for Hub,k,k’q 12| 18 NOt necessary if Hub,k'k'q nall for
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k{i,---,i;} is recalculated in each detection layer. In other words, the number of

additions and multiplications can be reduced if the norms of the updated w1’
in each detection layer are refreshed, only. However, N memory cells for storing un-

2, .
changed Hublk,k,q/2+l IS required.

Additional Control Logic

In order to update the norms and pseudo inversions of the matrices G, , ’s of the

subcarriers adjacent to the demodulated signals smartly, additional control logic is

required in Step P-5 and Step P-6. Besides, the control logic for block memory access

Gy and Y, . isdemanded in StepP-L;Step P-3 and Step P-5.

Although the proposed methods gain the same time diversity as Choi’s method
(see Section 5.1) and have much lower computational complexity than Choi’s method,
it still suffers long system latencies due to the successive detection. This problem be-
comes severe when the number of the subcarriers is very large. In this case, it would
also cause the problem that more dominant ICI terms close to the modulated signal in
each subchannel must be considered in the proposed methods. The computational
complexities increase so rapidly that the proposed methods can not be easily realized.
Moreover, reliable channel estimation is required for the correct detection (see Sec-
tion 5.2). Finding reliable channel estimation is a real challenge in the following re-

search.

54



4.2 The Proposed Channel Estimation Methods

Recall the simulation results in Section 3.2.5. Chen’s method of channel estima-
tion is only feasible in the all-pilot preamble case. Yeh’s method only operates prop-
erly when f , <0.05. Each one of them can not operate in the fast fading channel
with f , =0.083. Thus, the modification of Yeh’s method is proposed for more reli-
able channel tracking when f_, =0.083. Then, a hybrid method of channel estima-

tion is proposed for the initial channel estimation and the proceeding channel track-

ing.

4.2.1 Modification of Yeh’s ICI-reduction Method
In Yeh’s method, the slope of the channel impulse response within single OFDM

symbol is estimated from the two' h.  (F)7s-of.the:two consecutive OFDM symbols.

ave

However, the channel variation-during two consecutive OFDM symbols is not linear
when f, >0.05. Thus, a modification is-given and shown in Figure 4.2. By com-
parison of Figure 3.6 and Figure 4.2, it'shows that the error region of the modified

linear model is smaller than that of the original linear model.

previous symbol current symbol
CP CP
R LAY

mid-point mid-point time
Figure 4.2 Modified linear model between two consecutive OFDM symbols

The channel impulse response of the previous OFDM symbol at the end of the symbol

interval instead of at the midpoint of the symbol interval is utilized for the estimation
of the slope of the channel tap, ¢&. Thus, the slopes of the channel paths can be ob-
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tained by

S =A"(N-1D)

ave

! N/2+ Ngp 4.2)

where h'™*(N -1,1) denotes the channel impulse response of the I-th channel path of

the (i-1)-th symbol at the (N-1)-th time sample.

4.2.2 The Hybrid LS/ICI-reduction Channel Estimation Method

To obtain reliable initial channel estimation, an all-pilot preamble is attached in
front of the data symbols. Chen’s method of LS channel estimation is adopted for the
channel estimation in the preamble region. Thus, a reliable channel impulse response
of the preamble at the end of the symbol interval is obtained. Yeh’s ICI-reduction
method with the proposed modification is utilized for the channel estimation in the
succeeding data symbols. However,.the simulation results (see Section 5.3) show that
the estimated channel response- obtained-by-the above two procedures is not good
enough for the proposed detection methods.. It IS also known in Section 5.2 that the
tolerated channel estimation error for the proposed detection is very small. To reduce
the channel estimation error, the demodulated data obtained by the above two proce-
dures are fed to Chen’s method of LS channel estimation again. Then, the proposed
detection method and the estimated channel response obtained by the second stage of
Chen’s method of LS channel estimation are used for the detection stage. The whole

procedure is shown in Figure 4.3.
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Figure 4.3 Procedure of the proposed channel estimation and data detection
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Chapter 5

Simulation Results

In this chapter, the performances:of-the-proposed data detection methods and the
proposed channel estimation methods are.evaluated by computer simulations. The ef-
fect of channel estimation errors on the proposed data detection methods is also
evaluated by computer simulations. Multipath Rayleigh fading channels in the simu-
lations are generated by the modified Jakes’ model [9] [10]. The power delay profile
is chosen as the “Vehicular A” channel model defined by ETSI for the evaluation of
UMTS radio interface proposals [17]. A two-ray equal power channel model is also
considered. For the simulations, the channel power is normalized to 1. The simulated
OFDM system parameters and the channel parameters are listed in Table 3.1, Table

3.2, and Table 3.3, respectively.
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5.1 The Performances of the Proposed Frequency-domain

Successive Detection Methods

In this section, it is assumed that perfect channel state information is known at the
receiver and that synchronization is perfect. In Figure 5.1~Figure 5.4, the term
“ICl-free” indicates the theoretical BER performance of the coherent detection in the
time-invariant flat Rayleigh fading channel for the reference of the ICI-free case. The
terms “FSDLS” and “FSDMMSE” indicate the proposed frequency-domain succes-
sive detection methods with LS detection and with MMSE detection, respectively.
The terms “g=number” appended to “FSDLS”, “FSDMMSE”, and “Jeon’s LS” indi-
cate the number of the dominant ICI terms adjacent to the modulated signal in each
subchannel, i.e. g. Jeon’s method of, L'S detection [8] is denoted as Jeon’s LS. The or-
dinal numbers appended to ICI gancellation:indicate:the number of the iterations per-
formed in the ICI cancellation method. The performances of the proposed data detec-
tion methods are bounded by Choi’s. method of suecessive detection with MMSE de-

tection [7], denoted as Choi’s SDMMSE.

59



T

I~ T

m—TTn

—o-Singletap EQ - - SEEEEEEE
+LS - x I
—+—Jeon's LS, q=4 ,,,,,::::f ——---t

nl

D+

—&—|Cl cancellation 1st FZ==EZZ==2E2N - R . B
—*—|Cl cancellation 3rd | - - - - - - - - - - - - -\
—6—ICl cancellation 6th |
—IClI-free
FSDLS, q=4
FSDMMSE, g=4
FSDMMSE, q=8

—#%-Choi's SDMMSE  r---
5 10 15

-

o
N
o
N
ol
w
o
w
a1
N
o
N
o1

SNR (dB)

Figure 5.1 BER performances of the:data detection methods in the two-ray equal
power channel with.. ;= 0.040

[N
o
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
1T
|
|
|
|
|
1M
|
|
|
|
|

1071 - Lo

E=
| iy
FZ 22223 LI CTeC

10_255EEEEEEEEEEEEEEEEE:;, WS — —F--=-=-= E===== El
=6-Single-tap EQ N PO ——————¢
—+1S - N
——Jeon's LS, q=4 :
—&-ICl cancellation 1st |- == - - - - TN N - oo oh——__
—#—|Cl cancellation 3rd|----r-----r-N\g\ "~ 1 -
—6—ICl cancellation 6th|z===F=====¢ = SSszEsDsZzezzz=:
— ICl-free F - N
FSDLS, q=4
FSDMMSE, q=4

m = 7 77

€

10

FSDMMSE, q=8 |~~~ [~~~ [-

—#-Choi's SDMMSE |~~~ F-~~ -~~~ N\

5 10 15 20 25 30 35 45
SNR (dB)

10

o

Figure 5.2 BER performances of the data detection methods in the two-ray equal
power channel with f , =0.083

60



[N
o
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
I
|
|
|
|
|
1M
|
|
|
|
|

I~ T

107
(1o S S o ,
|-~ Single-tap EQ N
v | ——LS N ‘t::::::
W 10 - —*-Jeon's LS, g=4 = A CO-EEEEEC e
0 £|—2—ICl cancellation 1st | ———
| ICl cancellation 3rd |~~~ -~ kg
10 | —¢—IClI cancellation 6th ==== ) NCLE CCEE T
| —ICl-free it \ '
[|=&-FsDLS,q=4 [ i N
10 FSDMMSE, q=4 N
-| ~<~FSDMMSE, g=8 TETITIIEIIIONGTSS
_['|—#*—Choi's SDMMSE i -
10 0 5 10 15 20 25 30 35 40 45
SNR (dB)

Figure 5.3 BER performances of thesdata detection methods in the “\ehicular A”
channel with _f_, =0.040

|
|
|
|
|
m
|
|
|
|
|
T
u
|
|
|
|
|
T
|
|
|
|
|
T
|
|
|
|
|
u

T

|
|
|
|
|
T
|
|
|
|
|
T
T

107

—6-Single-tap EQ
——LS
——Jeon's LS, gq=4 =
—&—|Cl cancellation 1st
—#—|ClI cancellation 3rd
——ICl cancellation 6th
—ICl-free
FSDLS, q=4
FSDMMSE, g=4
FSDMMSE, =8
—#— Choi's SDMMSE

5 10 15

10

10

o
N
o

SNR (dB)

Figure 5.4 BER performances of the data detection methods in the “\ehicular A”
channel with f , =0.083

61



Whether in the 2-ray equal power channel or in the “Vehicular A” channel model,
the proposed data detection methods outperform the aforementioned methods except
Choi’s method of successive detection because of utilizing time diversity due to the
channel variation. Figure 5.1 and Figure 5.3 illustrate the BER performances of the
data detection methods in the two channel models with f , =0.040, respectively.
Figure 5.1 and Figure 5.3 show that only the 4 most dominant ICI terms closest to the
modulated signal in each subchannel, i.e. q = 4, are needed for the proposed methods
and that the proposed method with LS detection is good enough in the fading channels
with f, =0.040. There is about 2~3dB performance loss compared to Choi’s
method of successive detection with MMSE detection in the SNR range from 20 dB
to 40 dB. It is noted that the demodulated signal and its whole ICI terms must be used
for interference cancellation in Step P-4. Otherwise, the error floor appears early, and
the performance is the same as that.of ICI caneellation method.

Figure 5.2 and Figure 5.4 illustrate'the-BER performances of the detection meth-
ods in the two channel models with .f ; = 0.083" In Figure 5.2 and Figure 5.4, the
error floor appears for the BER performances of the proposed data detection methods
with g = 4 when SNR is up to 35dB. This is because the power of the ignored ICI
terms is still large so that ICI terms cannot be effectively suppressed by the block LS
or MMSE detection. The error propagation problem becomes severe. Therefore, the
considered dominant ICI terms adjacent to the modulated signal in each subchannel
must be further increased. The proposed data detection method with MMSE detection
and g = 8 is a good choice for OFDM systems in the fading channels with

f., =0.083. There is about 0.5~1dB SNR loss compared to Choi’s method of succes-
sive detection with MMSE detection in the SNR range from 33 dB to 40 dB.

In conclusion, the proposed methods of successive detection still obtain time di-

versity even though performing in the frequency domain. As long as the considered
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dominant ICI terms adjacent to the modulated signal in each subchannel applied to the
proposed methods is enough, the proposed methods almost have the same perform-
ances as Choi’s method of successive detection.

Next, consider the BER performances of the proposed methods in different detec-
tion layers and different subcarriers. Figure 5.5 illustrate the BER performances of the
proposed methods in different detection layers in the “Vehicular A” channel model

with f,, =0.083. Figure 5.6 illustrate the BER performances of the proposed meth-
ods with different subcarriers in the “Vehicular A” channel model with f , =0.083.
The term *avg” indicates the average BER performance of the proposed method, i.e.
the “FSDMMSE, g = 8” in Figure 5.4. The ordinal numbers indicate the layer num-
bers of the proposed method. The terms “sc+number” indicate the subcarrier indices.
Due to the effect of the frequency-selective fading. channel, the signals transmitted in
different subcarriers suffer different fading responses. Thus, the previous detection
layers have better performances-than:the-succeeding detection layers. Fortunately, the
frequency responses change symbol-by-symbol. Therefore, the performances of dif-

ferent subcarriers are almost the same as the average performance.
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5.2 The Effect of Channel Estimation Error of the Proposed

Frequency-domain Successive Detection Methods

In the above analysis, perfect channel state information is assumed in the detec-
tion. However, channel estimation errors occur in practical systems. In order to evalu-
ate the effect of channel mismatches, a complex Gaussian variable & with zero mean
representing the estimation error is added to the perfect channel state information for
modeling the estimated channel response. The normalized mean square error is de-
fined as

n=E||ef' ] /P, x100% (5.1)
where P, is the channel power and E[ ] is the expected-value operator. In the fol-
lowing simulations, EISI “Vehicular A” is considered.

First, the proposed data detection method.with.q = 8 and the ICI cancellation with
3 detection iterations are investigated for the-effect of the channel estimation error.
Figure 5.7 shows that the proposed data detection method is more sensitive to the
channel estimation error than ICI cancellation method with 3 detection iterations es-
pecially when SNR is high. The same result is also observed in Figure 5.8, where
f., =0.083. Therefore, there is no gain when the proposed data detection methods are
applied in the system with large channel estimation error, especially in the case of

small normalized Doppler frequency, f . It implies that reliable channel estimation

is necessary for the proposed data detection methods.

Figure 5.9 and Figure 5.10 show how the channel estimation error affects the per-
formances of the proposed data detection methods with different g’s. In Figure 5.9,
the performance losses of the two proposed data detection methods are almost the
same when f_, =0.040. However, the channel estimation error severely impacts the

proposed data detection method with large g especially when f_, is high and SNR is
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high.

Figure 5.11 illustrates the benefit of the time diversity and the effect of the chan-
nel estimation error, particularly. Figure 5.11 shows that the normalized mean square
error 7 must be less than 0.02% for utilizing the time diversity effectively for the
proposed data detection method with g = 8 when f , =0.083 and SNR = 35dB. The
preciseness requirements of the channel estimation for the other tested cases are even

more Serious.
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5.3 The Performances of the Proposed Channel Estimation

Methods

In this section, the performances of the proposed channel estimation methods are
evaluated by computer simulations. In the following simulations, EISI “Vehicular A”
is considered. The 16 pilot subcarriers are equispaced along frequency direction, i.e.
the indices of the pilot subcarriers are {0, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48,
52, 56, 60} within 64 subcarriers. An all-pilot preamble is attached in front of the data
symbols. It is assumed that the maximum path delay time is known at the receiver and

that synchronization is perfect.
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In Figure 5.12 and Figure 5.13, the terms “Chen’s LS, preamble” and “Chen’s LS,
pilot” indicate that Chen’s method of LS channel estimation, introduced in Section
3.2.3, are applied to the all-pilot preamble and the pilot subcarriers, respectively. The
term “Yeh’s ICI reduction, pilot” indicates that Yeh’s algorithm of ICI reduction
method [11] with 3 detection iterations, introduced in Section 3.2.4, is applied to the
pilot subcarriers. The term “Modified ICI reduction” indicates the proposed modifica-
tion of Yeh’s ICl-reduction method with 3 detection iterations, introduced in Section
4.2.1. The term “Hybrid LS/ICI reduction” indicates the proposed hybrid
LS/1Cl-reduction channel estimation method, introduced in Section 4.2.2.

In Figure 5.14 and Figure 5.15, the term “ICI-free” indicates the theoretical BER
performance of the coherent detection in the time-invariant flat Rayleigh fading
channel for the reference of the 1CI-free case. The ordinal number appended to “ICI
cancellation” and “Yeh’s ICI reduction” indicates the number of the iterations per-
formed in the two methods. The-terms “ESDMMSE™and “Choi’s SDMMSE” indicate
that the proposed frequency-domain successive detection method with MMSE detec-
tion (see Section 4.1) and Choi’s method of successive detection with MMSE detec-
tion [7] are adopted in data detection, respectively. The term “Ideal CSI” indicates that
ideal channel state information is applied to data detection.

Figure 5.12 and Figure 5.13 illustrate ANMSE performances of the channel esti-
mation methods in the “Vehicular A” channel with f, =0.040, and f , =0.083,
respectively. The channel estimation error of the proposed modification of Yeh’s
ICl-reduction method with 3 detection iterations is less than that of Yeh’s

ICl-reduction method when f , =0.083. However, this benefit is only obtained in

high SNR case. This is because the estimated slope of the channel tap, &, obtained

~
1

by h!

ave

(1) and ﬁ”(N —1,1) in Figure 4.2 suffer from more noise effect than that
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obtained by h' (1) and hi}(1) in Figure 3.6. In other words, it means that the vari-

ave ave
ance of the estimated slope of the channel tap, &, is large when the distance between

the two reference points with noise is small. It will induce large estimation error. Be-
sides, since ICI terms can not be cancelled perfectly in the ICI cancellation procedure
of Yeh’s method, the channel estimation error increase as f, becomes large.

Figure 5.14 and Figure 5.15 illustrate the BER performances of the channel esti-
mation methods combined with data detection methods in the “Vehicular A” channel
with f , =0.040, and f , =0.083, respectively. The proposed hybrid LS/ICI-reduc-
tion channel estimation method has the best performance of all. The performance loss
of the proposed modification of Yeh’s ICI reduction method is about 1~3dB in the
SNR range from 10 dB to 30 dB when comparing to the proposed hybrid LS/ICI-re-
duction channel estimation method. ‘Although the two proposed methods outperform
Yeh’s ICI-reduction method and ICI cancellation method with 3 detection iterations,
they still suffer severe ICI effect. There is still large performance loss compared to the
proposed frequency-domain successive detection method with ideal channel state in-
formation.

By comparison of the simulation results in the previous section (see Figure 5.11),
the normalized mean square error n of the channel estimation must be less than
0.02%, i.e. ANMSE must be less than -37dB, for utilizing the time diversity effec-
tively for the proposed data detection methods with g = 8 when f , =0.083 and
SNR = 35dB. However, Figure 5.13 shows that the two proposed channel estimation
methods do not satisfy the preciseness requirements of the proposed data detection

methods.
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Chapter 6

Conclusion

In this thesis, efficient frequency+domain-suecessive detection methods for OFDM
systems in fast fading channels are proposed. By evaluating the proposed methods in
terms of computational complexities and BER performances, it shows that they oper-
ate well in the targeted channel environments and their computational complexities
are much less than those of the conventional successive detection. However, their
computational complexities them are still larger than those of the ICI cancellation
methods. Thus, it is a challenging task to find out an adaptive strategy to switch be-
tween the low-complexity methods and the proposed methods dynamically according
to transmission environments, or to lower the computational complexities of the pro-
posed methods.

Unfortunately, the tolerated channel estimation error of the proposed detection
methods is very small according to the simulation results. Thus, existing common

channel estimation methods are not good enough for the proposed detection methods.
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To make the coherent detection feasible, some channel estimation methods are pro-
posed. The simulation results show that the proposed channel estimation methods out-
perform the existing common channel estimation methods but do not satisfy the pre-
ciseness requirements of the proposed detection methods. Thus, it is still a quite chal-
lenging task for future research.

Multiple input multiple output (MIMO) techniques [15] [26] are widely adopted
in the next generation communication systems. Thus, data detection and channel es-
timation for MIMO-OFDM systems in fast fading channels is an original research
topic. In these systems, not only ICI but also inter-antenna interference (1Al) will be
induced. The main goal is to find out an efficient strategy to suppress the interference
and extract the desired signal. With belief, the concepts of the proposed methods can

also be applied to these systems.
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