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ABSTRACT

In the modern digital IC system, adaptive voltage scaling is the most
efficient technology for low power design. A new variable voltage
generator (VVG) has been proposed in this paper. Five voltage levels
ranged from 0.8V to 1.2V can be generated. An adaptive voltage scaling
controller has been developed to fit the VVG to form an adaptive voltage
scaling control system. In stead of the off-chip DC-DC converter which is
often used in voltage regulation, the on-chip VVG takes an important roll
in this system.

Discrete Cosine Transform (DCT) has become one of the widely used
transform techniques in digital signal processing. The adaptive voltage

scaling system has been applied to DCT and reduces at most 45% power
consumption of DCT. All simulations are implemented in TSMCO0.13-pum
CMOS technology.
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Chapter 1
Introduction

1.1 Motivation of the Thesis

As technology moves into deep submicron feature sizes, power dissipation due to
leakage current is increasing at an amazing rate. Supply voltage has not been scaled
substantially enough to keep power per unit area constant over technology generations.
It’s a main trend to integrate computer, communication and consumer electronic (3C).
It’s emergent to increase battery life and make chips consume as less energy as
possible. For the future integrated-circuit (1C).and System-on-Chip (SoC) designs, the
need for low-power, high-performance_ is;further prompted by the growing demand
for portable devices such as cellular phones; laptops and PDA’s. For such portable
devices, power consumption 1§ patameunt;-and performance must somehow be
maintained while decreasing power and hence increasing battery life.

Historically, ICs have been designed with a single supply voltage and a single
threshold voltage. Process scaling was the primary mechanism by which the
exponential growth in integration and performance was realized. While this scaling
allowed enormous gains in operating frequencies, transistor count, performance,
power consumption and reliability issues forced the supply voltage to be scaled with
decreasing feature size. This in turn required threshold voltage scaling in order to
maintain performance. This has a dramatic effect on leakage current, as subthreshold

current increases exponentially with reduced threshold voltage.

1.2 Research Goals and Contributions

The goal of this research is to design and implement a on-chip variable voltage

generator for low-power and low-voltage applications. This includes the development



of the circuit-level design technique to increase the usefulness of the variable voltage
generator in any portable electronic application.

The key contributions of this thesis are listed as follow :

1 A new variable voltage generator which uses the parallel-connected transistors
operating has been proposed. It can generate five voltage levels ranged from 0.8V to
1.2V.

2 An adaptive voltage scaling system which is based on the variable voltage
generator has been developed. The controller of the system adaptively controls the
variable voltage generator to provide the voltage level which is the fittest to the
expected performance to the application.

3 The adaptive voltage control system has been applied to the discrete cosine
transform processor to reduce the power consumption of it. It successfully reduces at

most 45% power consumption of DCT, and only at-most 28% power overhead.
1.3 Thesis Organization

The rest of the thesis is organized as follows : the principles of the dynamic voltage
scaling design and overview of the voltage scaling techniques in Chapter 2. The
reason why the voltage scaling is needed is described in the beginning. The
background for voltage scaling is also mentioned in this chapter.

Adaptive voltage scaling is a main stream in recent year. We will introduce three
topologies of the switching mode DC/DC converter and linear mode design concept in
Chapter 3. We will focus on the on-chip voltage converter. The new variable voltage
generator which can provide more than five voltage levels is proposed in this chapter.

The adaptive voltage scaling system has been applied to the discrete cosine
transform unit. DCT has become a widely used transform technique in digital signal
processing. Sort of the various implementations are described in Chapter 4, we

modified one of them which is called Computational Sharing Multiplier Algorithm



(CSHM) to implement our DCT unit.

In Chapter 5, the adaptive voltage scaling system would be developed based on the
proposed circuit. The system adaptively controls the variable voltage generators and
provides the fittest one to the application. And we proposed the adaptive voltage
controller which makes the variable voltage generator circuit adaptive to the system
frequency. It controls the voltage level to the lowest one which still meets the
expected performance. The expected performance is predicted by the reference circuit
which is mainly constructed by a fast-lock frequency detector and a ring-oscillator.

Finally, we would make the conclusion and the future work about this thesis in

Chapter 6.



Chapter 2

Voltage Scaling Techniques for Low Power
2.1 Introduction

Nowadays, there are more and more requirements for the portable digital products,
for example, smaller size, longer run-time and more functional abilities. All these
requirements have something to do with power or energy. Therefore, low power
issues are more and more important for every product, we need ultra-low power

hardware to maximize run-time and to achieve more functional abilities.

2.2 Voltage Influence on Power

In CMOS circuits, the average power consumptionis defined as follow[1]:

P, =P, 4P P

\Y dyn shor t eakage + Pstatic (2.1)

where Pgyn stands for dynamic power consumption, Pshort stands for short-circuit
power consumption, Pleakage Stands for leakage power consumption, and Pgtatic stands

for static power consumption.

In equation (2.1), dynamic power consumption is the dominant component of
power dissipation in CMOS circuit[2], which is defined as follow:

Poyn = O‘Cf\/dd2 (2.2)

yn

where o is the activity factor, f is the switching frequency, C is the effective
capacitance fully charged and discharged over voltage swing Vgq, and Vgq is the
supply voltage. From equation (2.2), it is clear that the reduction of the supply voltage
is an effective way of saving power dissipation since the supply voltage has a

quadratic relationship to the dynamic power consumption. Therefore, voltage scaling



techniques performs the reduction of supply voltage. Dynamic power may be
significantly reduced by scaling down the supply voltage, yet reducing the supply
voltage increases the execution delay. We need to minimize the supply voltage for a

target performance, which is the goal for all the voltage scaling techniques.

2.3 Voltage Scaling Influence on Delay

The energy dissipation per switching event of a properly designed digital CMOS circuit is
dominated by the dynamic component. It is clear that a reduction of the power supply
voltage yields a quadratic savings in energy dissipation per computational event.
However, this comes at the expense of computational throughput as the propagation delay of

a digital CMOS gate increases with decreasing V yq.
Since gate delay increases with: decreasing Vgyq as indicated in equation(2.3),

globally lowering V44 degrades the oyerall Circuit performance[4].
Vdd 23)
a 23
(Vdd _Vt)

where V. is the threshold voltage and o'is the'velocity saturation parameter. Therefore,

ty oc

it is a trade off between reducing supply voltage (Vqq) to save power and the best
performance[4]. However, if the highest performance is not required, global voltage
scaling techniques is applicable. If the power supply provides two fixed voltages, the
nominal voltage and the lower voltage, and the delay constraints can not be met using
only the lower voltage, multiple supply voltage subject to relaxed delay constraints is
the only option[4]. However, if the lower voltage is sufficient to meet the delay
constraints, the related delay at the lower voltage compared with the delay at the
nominal voltage can be derived from equation (2.3), and is as follow:

tg Vaa) _ Vaa ° Vi = Vi 24
V) Ve MV =V, ¢4




2.4 Voltage Scaling Techniques

2.4.1 Multiple Supply Voltages

Multiple supply voltage is a voltage scaling approach, which reduces the power
consumption while still meeting the timing constraints. Its concept is to operate the
speed-critical parts of the circuit at the higher voltage, and parts which are not
speed-critical at the lower voltage. This results in the slower speed of the non-critical
parts, yet it has no influence on the critical parts. The whole circuit still works on the
same performance, but some power is reduced since the voltage on the non-critical
parts is lowered. Level converters, illustrated on Figure 2.2, are needed when the
signal is propagating from the gates operated on V4q to the gates operated on Vg,
since the high output of the low voltage-gate'cannot fully turn off the pmos part of the
high voltage-gate which could:causeja. DC leakage path to increase the power
consumption. In Figure 2.1, there are four points (A, B, C, D) inserted level

converters.
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Figure 2.1 Multiple Supply Voltage[5]
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2.4.2 Clustered Voltage Scaling(CVS)
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Figure 2.3 Clustered Voltage Scaling[5]



An advanced scheme of multiple supply voltage, often called clustered voltage
scaling[5], is illustrated in Figure.2.3. In Figure 2.3, the gates on the critical path are
operated on Vqqn while the gates off the critical path are operated on Vgq. Since level
conversion is required whenever an output from a low Vg44(Vqa) gate has to drive an
input to a high V44(Vaan) gate, in order to reduce the overhead of the level converters,
clustered voltage scaling which critical and non-critical paths of the design are
clustered has been developed. The low V44 (Vaa) clusters are followed by pipeline
flip-flops and level conversion is merged into the flip-flops. These flip-flops are called

level converting flip-flops(LCFF), which is illustrated in Figure2.4.

w  E| o
Sadimpe dh
B Do
]
—[C; CKB

Figure 2.4 Conventional Level Converting Flip-Flop

2.4.3 Multiple Threshold Voltage

Since the energy per computational event ideally scales as Vy4> while circuit speed
is related to (Vgq— Vi) rather than, lower power dissipation can be achieved without
compromise of throughput approximately scaling device threshold voltages, Vi
together with the voltage supply, Vg4 . It can be shown that a circuit running at a
supply voltage of Vgg= 1.5V with V= 1.0V will have nearly identical performance to
the same circuit running at Vg¢= 0.9V with V= 0.5V[6]. However, the circuit running
at Vga= 0.9V will consume about one third the power. Voltage scaling with threshold

voltage reduction is limited primarily by subthreshold leakage currents in the lower



threshold devices, which increase exponentially with decreasing V. Figure2.5 shows

the relationship that V44 versus V,while keeping the performance constant.

1.6
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Figure 2.5 Vg4q vs. V; for a Fixed Delay

Multiple threshold voltage .can_dynamically ‘control leakage currents. Figure2.6
shows a conventional approach-to implement the multiple threshold voltage. Low- V;
transistors are used to implement'the logic circuits; while high- Vtransistors are used
as switches between the main circuit to Vgqand between the main circuit to ground.
The high-V; transistors are cut-off during sleep (standby) periods, since the
subthreshold leakage can be largely reduced. During active periods, the high-V;

transistors are turned on and the circuits works normally.

Figure 2.6 Multiple Threshold Voltage



2.4.4 Adaptive Voltage Scaling (AVS)

In recent years, adaptively control the voltage or the threshold voltage has been
emphasized, and gaining more and more attention. Figure2.7 shows the relationship of
frequency vs. power of both adaptive voltage scaling (AVS) and adaptive body bias
(ABB)[7]. Adaptively control the voltage means that the AVS system can locate the
optimal voltage for the operating frequency. Whenever the frequency is changed, it
sweeps the power supply for the optimal voltage of the new frequency. We can see in
Figure2.7, the AVS operation sweeps the power supply at a reference frequency. Since
the frequency indicates the performance which the designer wants, as long as it is not
the highest performance of the design, the AVS system can locate a lower optimal
voltage for the operating frequency. The difference between full swing voltage and the

lower optimal voltage is the powerwhich is saved'by the AVS system.

AVS

Frequency

ABB

AVS+ABB

Power

Figure 2.7 Frequency vs. Power of AVS and ABBJ[7]
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The scheme of the conventional AVS system is shown in Figure 2.8. It is consists of
a dc-dc converter, which a buck converter is used in the figure, a reference circuit, and
a digital controller[8]. The reference circuit indicates the highest frequency at the
regulated voltage, which is labeled as V in Figure2.8. the controller compare the
reference frequency and the frequency output from the reference circuit, which is
labeled as f in Figure2.8, and send the error along with the decision to the dc-dc
converter. The buck converter is often used for a good efficiency dc-dc conversion, it
converts the voltage to the voltage level that the controller indicates, and then applies

the regulated voltage to the digital system.

Reference Circuit Vregited DC-DC Converter 4
Fpredicted
! Sensor u
> FF ») Counter lock Up/down
\ 4 Y
Fref—l—I—b Counter > FSM B

Figure 2.8 Scheme of the Conventional AVS System[§]

2.4.5 Adaptive Body Bias (ABB)

Adaptive body biasing, which is shown in Figure 2.9, changes the threshold
voltage dynamically by changing the substrate bias. It uses a lower threshold voltage
to operate at low power supply voltage during active periods, and raise the threshold
voltage during idle periods. Although the purpose is the same as using multiple
threshold voltage, adaptive body biasing controls much better. The limitation of ABB

11



is that the threshold voltage changes in a square root with respect to source to bulk
voltage and therefore a large voltage is required to change V;, which also comes along

with increased parasitic capacitance.

ABB.p Vdd+3.3@standby

<
__ii (Vdd+0.5V@active

Vthp:<0.5V@standby
-0.27V(@active
Substrate
Voltage
Control

nWell

Vthn;<0:27V @active
— <>O.5V@standby

pWell i -0.5V(@active
<
ABB. & =3-3Vi@standby

Figure 2.9 Adaptive Body Biasing[9]

2.5 Dynamic Voltage Scaling

2.5.1 Essential Components

The dynamic voltage regulator consists of a detector , a loop filter, and a dc-dc
converter. The frequency detector generates a digital error signal in proportion to the
frequency error. This error is translated into an update signal for the dc-dc converter
through the loop filter. The dc-dc converter provides the supply voltage Vg ,
regulating against changes in battery voltage and the supply voltage load current, I44.

12



The voltage-controlled oscillator (VCO) is intergrated together with the circuit, and
designed to match its critical path. The loop forces the output frequency of the VCO
to equal the commanded frequency, at an input voltage Vg4q. The circuit is therefore
run at the minimum supply voltage, at which the state request can be met, resulting in

the lowest achievable energy per operation while sustaining V4q.

2.5.2 Improving Energy Efficiency

12 71
Constant Vi

3.3V -

=
)

Mormallized Energy
L]
N

=
T

Scale Vg with fop

L1V

=
(%]

0 0z 0.4 06 0ng
MNormallized Throughput

Figure2.10 Energy Efficiency Improvement

The possible energy efficiency improvement of DVS is illustrated in Figure2.10.
Starting at the nominal V44, when the clock frequency f., is reduced, there is a
proportional decrease in throughput. When this is at constant Vg4, there is no
reduction in energy. However, if it is scaled lock-step with f.y , then the lower curve is

traversed, yielding more than a 10x energy reduction at low voltage.

13



2.5.3 Fundamental Trade-off

The digital circuits generally operate at a fixed voltage, and require a regulator to
control the supply voltage variation. Sometimes the digital circuit produces large
current for which the regulator’s output capacitor supplies the charge. Hence, a large
output capacitor on the regulator is desirable to minimize the ripple on V4q. A large
capacitor also helps to maximize the regulator conversion efficiency by reducing the
voltage variation at the output of the regulator. However, the voltage converter
required for DVS is different from a standard voltage regulator because in addition to
regulating voltage for a given clock frequency, it must also change the operating
voltage when a new clock frequency is request. To minimize the speed and energy
consumption of this voltage transition, a small output capacitor on the converter is
desirable, in contrast to the supply:tipple requirement. Thus, the fundamental trade-off
in a DVS system is between good voltage regulation and efficiency dynamic voltage
conversion. It is possible to optimize 'the size.of the output capacitor to balance the
requirements for good voltage regulation with the requirements for a good dynamic

voltage conversion.

2.6 Conversion Efficiency

The efficiency of a voltage regulator is defined as:

_ Power Delivered to Load

~ Total Power Dissipation (2:5)

The buck converter is very efficient at voltage conversion, with efficiencies typically
in the 90-95% range[10]. It can be designed methodically for a fixed operating
voltage. The converter designed for a large range of voltage and current loads is
difficult. Several techniques have been developed for the converter loop design to

improve the efficiency over this broad range of operating conditions[10].
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In addition to the supply ripple and conversion efficiency performance metrics of a
standard voltage regulator, the DVS converter introduces two new performance
metrics: transition time and transition energy/ For a large voltage change (Vgai ->

Vadz2), the transition time is :

2xC

Lrpan  >> X ’Vdd > ~ Vi (2.6)

I MAX

where Iyax is the maximum output current of the converter, and the factor of 2
exists because the current is pulsed in a triangular waveform. In practice, trran Will be
slightly longer for a low-to-high voltage transition because the actual current

changing Cyq1s Imax— lad * Vaa . The energy consumed during this transition is:

Ergan =N xCy x r\/dd 22 _Vdd12 (2.7)

Since both transition time andi'ttansition energy are proportional to Cqq ,

minimizing Cqq, yields a faster and more energy-efficient voltage converter.

2.6.1 Limits to Reducing Cgq

Decreasing Cyq reduces transition time, and by doing so increases the speed at
which the voltage changes, dV44/dt. But decreasing Cqq increases supply ripple, which
in turn increases circuit energy consumption as shown in Figure 2.11. The increase is
moderate at high V44, but begins to increase as Vgyq approaches VT because the
negative ripple slows down the circuit so much that most of the computation is
performed during the positive ripple, which decreases energy efficiency. For values of
supply ripple above 10%, the processor can still operate properly, but the increased
energy consumption of the processor outweighs the decreased transition energy

consumption, degrading overall system energy-efficiency.

15



209; 4—— sero-fo-peak ripple

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

.

.

.

.

.

.

v

.

v

.

.

.

.

.

.
mmmmmEmEmEssp s s,

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

.
o X . .
L 10+ A

aaaaaaaaaaaaaaa

aaaaaaaaaaaaaa

X R L L L

3Vt 4V
Vpp (nominal)

Figure 2.11 Energy Loss Due to Voltage Supply Ripple

Loop stability is another Jimitation on reducing capacitance. As Cqyq is reduced
the pole frequency increases. As the pole approaches the sampling frequency,
interaction with higher-order poles will eventually make the system unstable.

The third limitation is that low-voltage conversion efficiency scales down with
Cuaq. Since the DVS processor will ideally be operating most of the time at low voltage,

it is important to maintain reasonable low-voltage conversion efficiency.

Increasing the converter sampling frequency will reduce the supply ripple
and increase the pole frequency due to the sample delay. Thus, these two limits are
not fixed, but can be varied. However, increasing the sampling frequency has two
negative side-effects. First, low-load converter efficiency will decrease because the
converter loop will need to be activated more frequently to maintain the same voltage.
Second, the fcrx quantization error will increase. These side-effects may be mitigated

with a variable sampling frequency that adapts to the system power requirements
The maximum dVg44/dt at which the circuits will still operate properly is a
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hard constraint because system failure can be induced, but occurs for a much smaller
Cuaq than the supply ripple and stability constraints. Low-voltage conversion efficiency
is a soft-constraint, but cannot be improved by adjusting the converter sampling

frequency.

2.7 Design Constraints Over Voltage

A typical circuit targets a fixed supply voltage, and is designed for £10% maximum
voltage variation. In contrast, a DVS circuit must be designed to operate over a much wider

range of supply voltages, which impacts both design implementation and verification time.

2.7.1 Circuit Design Constraints

To realize the full range’of DVS energy efficiency, only circuits that can

operate all the way down to Vy should be used:. NMOS pass gates are often used in
low-power design due to their-small area and-input-capacitance. However, they are
limited by not being able to pass a voltage greater than V, -V, , such that a
minimum V,,of 2-V,, is required for proper operation. Since throughput and energy

consumption vary by 4x over the voltage range V, to2-V,, , using NMOS pass gates

restricts the range of operation by a significant amount, and are not worth the
moderate improvement in energy efficiency. Instead, CMOS pass gates, or an
alternate logic style, should be utilized to realize the full voltage range of DVS. As
previously demonstrated in Figure 3.1, the delay of CMOS circuits track over voltage
such that functional verification is only required at one operating voltage. The one
possible exception is any self-timed circuit, which is a common technique to reduce
energy consumption in memory arrays. If the self-timed path layout exactly mimics
that of the circuit delay path as was done in the prototype design, then the paths will
scale similarly with voltage and eliminate the need to functionally verify over the

entire range of operating voltages.

17



2.7.2 Circuit Delay Variation

While circuit delay tracks well over voltage, subtle delay variations exist
and do impact circuit timing. To demonstrate this, three chains of inverters were
simulated whose loads were dominated by gate, interconnect, and diffusion
capacitance respectively. To model paths dominated by stacked devices, a fourth
chain was simulated consisting of 4 PMOS and 4 NMOS transistors in series. The
relative delay variation of these circuits is shown in Figure 2.12 for which the baseline
reference is an inverter chain with a balanced load capacitance similar to the ring

oscillator.
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Figure 2.12 Relative CMOS Circuit Delay Variation over Supply Voltage

The relative delay of all four circuits is a maximum at only the lowest or
highest operating voltages. This is true even including the effect of the interconnect’s
RC delay. Since the gate dominant curve is convex, combining it with one or more of
the other effects’ curves may lead to a relative delay maximum somewhere between
the two voltage extremes. However, all the other curves are concave and roughly

mirror the gate dominant curve such that this maximum will be less than a few
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percent higher than at either the lowest or highest voltage, and therefore insignificant.
Thus, timing analysis is only required at the two voltage extremes, and not at all the
intermediate voltage values.

As demonstrated by the series dominant curve, the relative delay of four
stacked devices rapidly increases at low voltage. Additional devices in series will lead
to an even greater increase in relative delay. As supply voltage increases, the
drain-to-source voltage increases for the stacked devices during an output transition.
For the devices whose sources are not connected to V,, or ground, their body-effect
increases with supply voltage, such that it would be expected that the relative delay
would be a maximum at high voltage. However, the sensitivity of device current and
circuit delay to gate-to-source voltage exponentially increases as supply voltage goes
down. So even though the magnitude change in gate-to-source voltage during an
output transition scales with supply wvoltage, the exponential increase in sensitivity
dominates such that stacked devices have maximum relative delay at the lowest
voltage. Thus, to improve the tracking of circuit delay over voltage, a general design
guideline is to limit the number of stacked devices, which was four in the case of the
prototype design. One exception to the rule is*for circuits in non-critical paths, which
can tolerate a broader variation in relative delay. Another exception is for circuits
whose alternative design would be significantly more expensive in area and/or power
(e.g. memory address decoder), but the circuits must still be designed to meet timing

constraints at low voltage.

2.7.3 Noise Margin Variation

Figure 2.13 demonstrates the two primary ways that noise margin is
degraded. The first is capacitive coupling between an aggressor signal wire that is
switching and an adjacent victim wire. When the aggressor and victim signals have
the same logic level, and the aggressor transitions between logic states, the victim
signal can also incur a voltage change. If this change is greater than the noise margin,
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the victim signal will glitch and potentially lead to functional failure. Supply bounce
is induced by switching current spikes on the power distribution network, which has
resistive and inductive losses. If the gate’s output signal is the same voltage as the
supply that is bouncing, the voltage spike transfers directly to the output signal. Again,
if this voltage spike is greater than the noise margin, glitch, and potentially functional

failure, will occur.

Capacitive Coupling Supply Bounce
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Figure 2:13 Noise Margin Degradation

For the case of capacitive coupling, the amplitude of the voltage spike on

the victim signal is proportional to V,, to first order. As such, the important
parameter to analyze is noise margin divided by V,, to normalize out the dependence
on V. Figure 2.11 plots two common measures of noise margin vs. V,, the noise
margin of a standard CMOS inverter, and a more pessimistic measure of noise margin,
V;, . The relative noise margin is a minimum at high voltage, such that signal integrity
analysis to ensure there is no glitch only needs to consider a single value of V. If a
circuit passes signal integrity analysis at maximum V,,, it is guaranteed to pass at all

other values of V.
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Figure 2.14 Noise Margin vs. Supply Voltage

Supply bounce occurs through resistive (IR) and inductive (dI/dt) voltage
drop on the power distribution network both on chip and through the package pins.
Figure 2.15 plots the relative normalized IR 'and dI/dt voltage drop as a function of
V,, - It is interesting to note that.the worSt case. cofidition occurs at high voltage, and
not at low voltage, since the -decrease in current and dI/dt more than offsets the
reduced voltage swing. Given a‘maximum tolerable noise margin reduction, only one
operating voltage needs to be considered, which is maximum V. to determine the
maximum allowed resistance (R) and inductance (L). The global power grid and

package must then be designed to meet these constraints on resistance and inductance.
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Figure 2.15 Normalized Noise Margin Reduction due to Supply Bounce
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2.7.4 Delay Sensitivity

Supply bounce has another adverse affect on circuit performance in that it can
induce timing violations. Supply bounce decreases a transistor’s gate drive, which in
turn increases the circuit delay. If this increase occurs within a critical path, a timing
violation may result leading to functional failure. A typical microprocessor uses a
phase-locked loop to generate a clock frequency which is locked to an external
reference frequency and independent of on chip voltage variation. As such, both
global and local voltage variation can lead to timing violations if the voltage drops a
sufficient amount to increase the critical paths’ delay past the clock cycle time.
However, in the DVS system, the clock signal is derived from a ring oscillator whose
output frequency is strictly a function of V,,, and not an external reference. As such,
global voltage variations not only slow down'sthe critical paths, but the clock
frequency as well such that the.processor' will continue operating properly. Localized
supply variation, however, may. only.effects. the eritical paths, and not the ring
oscillator. These can lead to timing violations if the local supply drop is sufficiently
large. As such, careful attention has to be paid to the local supply routing. For the
prototype design, a design margin of 5% was included in the timing verification to

allow for localized voltage drops. Delay sensitivity is the relative change in delay

given a drop in V,, and can be calculated as:

oDelay Vdd) = oDelay AVdd j 25

Delay ovdd Avé?lO( Delay (vdd)

This equation can be analytically quantified using Equation 2.8, and the

normalized delay sensitivity is plotted as a function of V,, in Figure 2.13. For

sub-micron CMOS processes, the delay sensitivity peaks at approximately 2-V, .

Thus, the design of the local power grid only needs to consider one value of Vg,

2.V, , to ensure that the resistance/inductance voltage drop meets the design margin

on delay variation. If the power grid meets timing constraints at this value of V,, it is
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guaranteed to do so at all other voltages.

Normalized Delay Sensitivity
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Figure 2.16 Normalized. Delay Sensitivity vs. Supply Voltage
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Chapter 3
Adaptive Voltage Scaling

Adaptive supply voltage regulation reduces power and energy consumption by
lowering the supply voltage to the minimum which is required to support the
operating frequency. On the other hand, it maximizes the energy efficiency of the
circuits. Whenever the maximum performance is not required, the supply voltage can
be scaled down so that the critical path can still meet the timing constraints. Hence,
the power can be significantly reduced due to the quadratic dependency between the

supply voltage and power.

3.1 Components of Adaptive Voltage Regulation

Voltage Converter
Ke e ¥ predicted TEm’r TUP/DOWH
Voltage

Critical IWL

Path Controller
Reference | | Emulator —>
Frequency

y y
Application

Figure 3.1 Adaptive Voltage Regulation
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In order to adaptively control the supply voltage, three essential components are
required. A critical path emulator accurately predicts the performance of critical path
at the regulated supply voltage, if the regulated voltage is not high enough for the
critical path to meet the timing constraints, then the supply voltage is supposed to be
raised. On the contrary, if the performance is better than expected, the supply voltage
can be scaled down more. The other component of adaptive voltage regulation is a
controller. The controller receives the result of the critical path emulator, and then
compares the result to the expected performance. The output of the controller is
transferred to the voltage converter, it contains the decision, which is scaling up the
voltage or scaling down it, after the comparison and it also contains the error which
gives voltage converter the information of the factor of scaling operation. A dec-dc
converter is often used in voltagesregulation, as a voltage converter, good energy
efficiency is required to save more powert| than loss. The scheme is illustrated in
Figure 3.1, the regulated voltage 1s transmitted to both the controller and the
application. The controller outputs the up/down signal and the error to the dc-dc
converter according to the predicted frequencey generated by the critical path emulator
which indicates the performance at the regulated voltage. The details of these

components will be illustrated in next few sections.

3.2 Voltage Converter

The purpose of a voltage converter is to supply a regulated DC output voltage.
dc-dc converters are commonly used in applications requiring regulated DC power,

such as computers, medical instrumentation and communication devices.
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3.2.1 Pulsed Width Modulation (PWM) Operation

Basic dc-dc converters such as buck, boost, and buck-boost converters are similar
in that they each have two complementary switches and one inductor. Their
conversion ratios may all be adjusted by using PWM to vary the duty cycle. The
pulsed width modulation control technique maintains a constant switching frequency
and varies the ratio of the charge cycle (time when the switch is on)) and the
discharge cycle (time when the switch is off) as the load varies. Duty cycle can be
represented as:

t Vv

on control

T V (3.6)

S St

This technique offers high power efficiency. In addition, because the switching
frequency is fixed, the noise speetrum is relatively narrow, allowing simple low-pass
filter techniques to greatly reduce the peak-to-peak voltage ripple at the output. This
is the reason why that PWM is popular in telecommunication application where noise
interference is of concern. The circuit in Figure 3.2(a) shows a buck converter with a
strictly resistive load and the switch mode, and its waveform is shown in Figure

3.2(b).

Figure 3.2(a) Switching Mode Buck Converter
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Figure 3.2(b) Waveform of the Switching Mode Buck Converter

3.2.2 Buck Converter

The buck converter circuit, which can produce any arbitrary output voltage, is
given in Figure 3.3. In the ideal case, the DC output voltage is given by the product of

the input voltage and the duty cycle:

tOﬂ
VoD Vi = T_S'Vin 3.7)

L Lo

Vit Duty(tyq[ C= Ré Vo
|

Figure 3.3 Buck Converter
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3.2.3 Boost Converter

The boost converter circuit, which can produce any arbitrary output voltage Vo=
Vin, 1s given in Figure 3.4. In one portion of cycle, (1 - D), the NMOS device is on,
and the input voltage is applied across L, building up current and thus storing energy
in the inductor. When the NMOS switch is turned off, the attempt to interrupt the
current in the inductor causes the voltage rise rapidly. The PMOS device is turned on
at this point, limiting the voltage produced by this inductive kick to the voltage on the
output capacitor. During the fraction of the cycle, D, that the PMOS device conducts,
some of the energy stored in the inductor is transferred to the output, along with
additional energy flowing from the input. The cycle then repeats. The input and

output voltages are related by:

ton
Vi FEEES f 0 (3.8)

L

:”>—Duty(t) C == Ri< Vo

Vin—

b

Figure 3.4 Boost Converter
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3.2.4 Buck-Boost Converter

The operation of the buck-boost converter is similar to that of the buck
converter, in that the cycle starts with the input voltage applied across the inductor,
in this case through the PMOS device for a duration. However, when the PMOS
device is turned off, the circuit produces an output voltage polarity opposite to that
of the input Figure 3.5. The energy transferred to C during this portion, 1-D, of the
cycle(while NMOS device conducts) is only the energy stored in the inductor, with
none coming directly from the input. Setting the average voltage across the

inductor equal to zero allows the conversion ratio to be found:

D
Vo = S'Vin (3.9)

This allows the output voltage of smaller or larger magnitude than the input.

L L
T I
L C =+ Ri< Vo

Vi—*
|

Figure 3.5 Buck-Boost Converter
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3.3 Reference Voltage Generator

3.3.1 Traditional Reference Voltage Generator

In order to scale down the supply voltage, we need a reference voltage generator
to generate a stable voltage. Therefore, the most important thing in the reference
voltage generator is that the reference voltage must independent of temperature and
external supply voltage as possible. Figure 3.6 shows the traditional reference voltage

generator circuit.

Enable

g l
e
<]

Vref

[£1

-w -w -w
TTTTTTTTT OTTTTTReference
Voltage Voltage
Divider Generator

Figure 3.6 Traditional Reference Voltage Generator

In Figure 3.6, there are four stages in this architecture, voltage divider, reference
voltage generator, voltage follower and output driver. M1~M3, M5, M7 and M8 are
operated at saturation region. M4 and M6 are operated at linear region. Voltage
follower is a differential amplifier. Output driver is a large PMOS providing large

current to the logic circuit. Figure 3.7 shows the illustration of reference voltage
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generator circuit.

vdd

R1 R3

pathl
R2 %

path2

Figure 3.7 Reference Voltage Generator Circuit

According to the Figure 316, the transistor M5-and M8 are operated at saturation
region, so it is to be a current source which is shown in Figure 3.7. M4, M6 and M7
are operated at linear region, so it is to be a resistor. In this reference voltage generator,
there are two important paths, pathl (P1) and path2 (P2). P1 is a supply-independent
skill to reduce the dependency between M2 current and supply voltage. P2 is a
negative feedback compensation to increase the Vref stability. M5 and M8 are
operated in saturation region to be a voltage control current source, so M5 and M8

will pull each other. On the other hand, it should be point out that in this reference

voltage generator Vref> Vt (M5) + Vt(M8) must be satisfied.

3.3.2 Modified Variable Voltage Generator

In the adaptive voltage regulation, not only one voltage level is needed. Therefore,

a modified scheme of the variable voltage generator is proposed. The modified
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scheme is shown in Figure 3.8. Since the output of the reference voltage generator
varies along with the value of R3 in Figure 3.8, we replace the transistor M7 with five
paralleled transistors and a 5-bit control signal. After properly sized, these transistors
can produce five different values of resistance. As the result, five different voltage
levels can be produced. In this case, we set the five voltage levels to be 0.8V, 0.9V,

1.0V, 1.1V and 1.17V.

enable [ :[ :{
IR R

vref

Figure 3.8 Modified Reference Voltage Generator

3.4 DC-DC Voltage Converter

The linear regulator is the basic building block of nearly every power supply used
in electronics. Many efforts have recently been made to incorporate an on-chip
dc-to-dc voltage converter into a high-density VLSI chip. This is because the
power-supply voltage must be reduced to solve problems such as thermal cooling,
power dissipation, and device reliability of a shorter channel MOS transistor. A
straightforward approach to solve the above problem is to lower the supply voltage to

below the traditional 1.2 V in accordance with the parts of chip that can accept the
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lower supply voltage but at the same time does not degrade their performance.

A voltage regulator provides this constant DC output voltage and contains
circuitry that continuously holds the output voltage at the design value regardless of
changes in load current or input voltage (this assumes that the load current and input

voltage are within the specified operating range for the part).

There are two kinds of voltage coverters have been widely used in modern VLSI
chip. One is op-amp-based on chip dc-dc voltage converter. Another type of voltage
converter that has traditionally been used in power systems is the switching mode
circuit. Switching-mode voltage converter has high power efficiency but must use an
LC filter that requires external parts. This is a main drawback of the switching-mode
voltage converter. On the other hand; 1f the L and C components are integrated into
the chip, the layout area will belvery large and the accuracy is usually very poor. So,

for a fully integrated solution, op-amp-based voltage converter shall be adopted.

A voltage converter for use in digital'logic chips should have the following target

specifications:

1. Low standby current so that the voltage converter consumes little power when on
standby.
2. A small layout area.

3. A stable reduced internal supply voltage for a wide range of operation conditions.

The architecture of the on-chip voltage converter is shown in Figure 3.9. The
basic blocks include a reference voltage generator, a differential-amplifier-based
voltage follower, and an output driver circuit with low output impedance and
high-driving capability. The function of the reference voltage generator is to produce a
stable voltage that is free from fluctuations of and temperature. Because there are two
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possible equilibrium points on the current source circuit, a voltage divider circuit is
necessary. The voltage follower consists of a differential amplifier is to work as a gain
stage in the voltage converter. Then, a nMOS transistor is used to work as a source
follower and the output of the source follower is connected to the input of the
differential amplifier to form a negative feedback system. This structure is very

suitable for voltage converter when it is used in random logic circuits in terms of both

drivability and layout.
External Supply Voltage
0
Reference Differential Internal
Voltage Vref : Supply
. —> Voltage = Amphﬁer
Divider Output | Voltage
Generator Based , 0
Driver
Voltage
Folower

Figure 3.9 The Architecture of On-chip Voltage Converter

3.4.1 Output Buffer

The voltage follower should have enough current supply capability and low output
impedance so that the output voltage is not very much affected by the large loading
current fluctuation. In the practical design, two kinds of follower s have been

employed: n-type and p-type, both shown in Figure 3.10.
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Figure 3.10 Differential Based Output Buffer

N-type has excellent phase margin, and therefore suitable for the logic chip
concerning loop stability. The other type has been widely used in memory chips,
because the storage capacitances of memory cells can be used to make the follower
stable. For digital logic chip application, it should use n-type voltage follower. Since
the voltage down converter should 'supply: large current to logic gates which have
large fluctuation of loading current, we.attach a latge-size nMOS transistor at the
output as the driver to enhance’ drivability-of this voltage down converter. On the
other hands, it should be pointi out”‘that in n-type voltage follower,
Vext > Vout + Vtn should be satisfied. The larger Vref is, the more the range of Vext
is limited, though reference voltage generator allows a wide range. Therefore,
selection of the voltage follower should be determined by its application and specific

parameters.

3.5 Simulation Result

The most important thing in reference voltage generator is that the reference
voltage must be independent of temperature. Figure 3.11 shows the proposed voltage

converter circuit. Five voltage levels can be produced by switching the “sel[4:0]”
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3.1.

enable

R
L

signal. The simulation of each voltage versus the temperature is illustrated in Table

4

vief
N\ Vot
elélcl seliq 56124 sequ 56104 -
(I I —
11
Reference Voltage Generator Output Buffer Output Loading
Figure 3.11 The Proposed On-chip Voltage Converter Circuit
Voltage Level Vref(-25°C) Vref(25°C) Vref(100°C) Variation
1 1.17V 1.17V 1.15V -0.02V
2 1.10V 1.10V 1.07V -0.03V
3 1.01V 1.00V 0.96V -0.05V
4 0.92V 0.90V 0.82V -0.10V
5 0.82V 0.80V 0.70V -0.12V
Table 3.1 Temperature Variation
Table 3.2 and Table 3.3 show the simulation results of the modified Variable
voltage generator.
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Simulation Model TSMC 0.13um
Temperature Variation (at 0.8V) 0.94 mV/C
Temperature Variation (at 1.17V) 0.16 mV/C
Average Power Consumption 1.73 mW
Output Loading 1uf/10k

Table 3.2 Simulation Result of the Modified Variable Voltage Generator

Output Voltage 1.17V 1.1V

1.0V

0.9v 0.8V

Power Efficiency 78% 75%

70%

64% 58%

Table 3.3 Power Efficiency Simulation Results

3.6 PLL Based Adaptive Voltage Regulation Using FSM

Select
Voltage Converter v Control
24 .
Unit
regulated
Y voltage
: t
Ring Match coumtg ] state
reff | |Oscillator Delay D fast
| - Match FSM
+ L/ Delay
Application Enable | enable |
Generator

Figure 3.12 PLL Based Adaptive Voltage Regulator Using FSM

A scheme of PLL based adaptive voltage regulation is shown in Figure 3.12. It

has a voltage-controlled ring oscillator as a critical path emulator, a phase lock loop

(PLL) with a finite state machine (FSM) as the controller, and a variable reference

voltage generator as a voltage converter.
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3.6.1 Reference Circuit

Vdd
Regulated —I:D oo oF—p oF—"D FAST
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Fig. 3.13 Reference Circuit

)
)
)

Figure 3.13 shows the reference circuit which is used in Figure 3.12. The frequency
detector is composed of a voltage-controlled ring oscillator, a frequency detector. The
ring oscillator operates at the regulated voltage, ‘and indicates the highest performance
of the critical path. The frequency detector compares the output of the ring oscillator
and the reference frequency, and generates the “fast” signal to the finite state machine
(FSM). If the “fast” signal becomes logic “1” means the output of the ring oscillator
is higher than the reference frequency. The frequency detector consists of three
connected D flip-flops with using the output of the ring oscillator as the clock inputs
of the first two D flip-flops, and the reference frequency is used as the clock input of
the last D flip-flip. The “fast” signal captured at the second cycle of the reference
circuit is the right value. However, there may be some distance between the clock
edge of the ring oscillator and the reference frequency at the first clock cycle. Hence,
match delay elements in Figure 3.12 are placed between the ring oscillator and the

frequency detector and between the reference frequency and the frequency detector.
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3.6.2 Finite State Machine (FSM)

enable & @
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(count=0)
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(co

Figure 3.14 FSM

The finite state machine, which is shown in Figure 3.14, is a mechanism to
determine if the voltage should be level up or level down according to the “fast”
signal and enable. The voltage is determined to be level up if “fast” signal is at logic
“0” when the enable rises, and is determined to be level down if “fast” signal is at
logic “1” when the enable rises. Moreover, the voltage is determined to be locked in
three conditions, if “fast” signal is at logic “0” when the first enable rises and then it
changes to logic “1” when the next enable rises, or if “fast” signal is a logic “1” when
the first enable rise and then it changes to logic “0” when the next enable rises, the
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other condition is when the voltage level is at the top level (LV6) or at the bottom
level (LV1), which can not be level up or level down anymore. In Figure 3.15, four
states and the conditions are illustrated. STO is the initial state, when a logic “0” is
detected, the voltage level count increases by one, and it goes to ST1. At ST1, it
remains ST1 when a logic “0” is detected, if a logic “1” is detected or the voltage
level count is 5 (LV6), it goes to ST3, which is the lock state. On the other side, when
a logic “1” is detected at STO, the voltage level count decreases by one, and it goes to
ST2. At ST2, it remains ST2 when a logic “1” is detected, if a logic “0” is detected or
the voltage level count is O(LV1), it goes to the lock state, ST3. The finite state
machine (FSM) determines the voltage level count, and then sends it to the control
unit in Figure 3.12. However, and enable generator is needed to produce a pulse when
the frequency detector finish detecting a new frequency generated from the ring

oscillator. An enable generator circuitis illustrated in Figure 3.15.

L

0 0 i enable

f D ok D [> [> [>

Figure 3.15 Enable Generator

The waveform of the finite state machine is illustrated in Figure 3.16.
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Fig. 3.16 Waveform of FSM
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Chapter 4
Discrete Cosine Transform

The increase of the demand for high throughput portable digital equipment, with
limited improvement in battery topology, has an increasing interest in low power
systems. Since more and more functions are related to video information, video
compression and decompression become an essential process to be done in digital
devices. Discrete cosine transform (DCT) is frequently used in video compression.

Many DCT algorithms were proposed in order to achieve high speed DCT.

4.1 Introduction to Discrete Cosine Transform (DCT)

The basic computation in a DCT-based ;system is the transformation of an 8 x 8
image block from the spatial domain to_the-DCT domain. The 1-D DCT transform is

expressed as:
C(k)z (2'+1)k” Kk=0123,...7

1/2,k=0 :
o) = (4.1)

1,otherwise

This equation can be represented in vector-matrix form as:
t
z=T-X (4.2)

where T is an 8 x 8 matrix whose elements are cosine functions. x and z are row and

column vectors, respectively. The 8 x 8 matrix can be expressed as:
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These coefficients approximate to real numbers as Table 4.1 shows.

(4.3)

Coef. Real Value Binary number
a 0.4904 0011 1111
b 0.4619 0011 1011
c 0.4157 0011 0101
d 0.3536 0010 1101
e 0.2778 0010 0100
f 0.1913 0001 1000
g 0.0975 0000 1100

Table 4.1 8 bits DCT coefficients
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Many algorithms replace the 8 x 8 matrix T with its decomposition matrixes.

Since the even rows and the odd rows of the matrix T are symmetric, the 1-D DCT

matrix can be rearranged as:

(z,] [d d d d |x,+x,
Z,| |b f —f —=b| X +X,
Z, ld -d -d d X, + Xs
1z, | | T —-b b —f|Xx+Xx,
(z,] [a ¢ e g x, —%]
| |c -9 —a —e| x—x
z,| |e -a g ¢ |x, —X
2, |0 —€.u€,. —a X —X,

(4.3)

The seven coefficients in the-two matrixes in equation (4.3) are separated in to two

groups, which d, b, f are used to compute 7y, zs,-74, zs and the others are used to

compute z;, 73, Zs, z7. Hence, this decomposition is widely used in most of the DCT

algorithms.

4.2 Alternative Implementation

There are alternative methods of implementing DCT. Some of them use fast

algorithms to achieve high throughput, some use external memory such as ROM to

reduce computation time. The only purpose of these methods is to reduce the number

of multipliers used in DCT, since multiplication uses most of the computation time of

DCT.
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4.2.1 Multiplier Implementation

While direct implementation of 8-point DCT requires 64 multiplications and 56

additions, many fast algorithms have been proposed to reduce the multipliers required.

An example is shown in Fig. 4.1, which needs only 13 multiplications and 29

add/subtract blocks. It’s based on the flow graph of the B.G .. Lee‘s algorithm[11].

X0

X7

X1

X6

X3

X4

X2

X5

X

"\

/

=

N

Ci=——
ZCOS(WJ
16

Fig. 4.1 Multiplier Implementation[11]
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4.2.2 Pure ROM Implementation

Xo1Xqj XM-1j S
HETIR.
ROM _D(’_
2M words P

Fig. 4.2 Architecture of DA[11]

This method uses only additions and look-up tables to replace the multiplications
in DCT, which is known as distributed arithmetic. Distributed arithmetic is an
effective way to compute DCT totally or partially as scalar products. It changes the
summing order of the DCT equation and-the ‘initial multiplications are distributed to
another computation pattern. Fig. 4.2 shows the architecture for the computation of
M-bit input inner product[16]. The inverter and the-multiplexer are used for inverting
the final output of the ROM to compute’ CO. The pure ROM implementation of

8-point DCT using distributed arithmetic is shown in Fig. 4.3.

X9 ROM [P + D Y

X1 |_> Y(l)
X2 Y )
X3 Y 3
X4 Y A
X5 Y 5
X6 Y 6

X7 ROM ] + D Y
> T

Fig. 4.3 Pure ROM Implementation[11]
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4.2.3 Mixed ROM Implementation
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Fig. 4.4 Mixed ROM Implementation[11]
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The mixed ROM implementation also uses the distributed arithmetic algorithm. It

takes the advantage of the additions and subtractions at first stage and the

decomposition of matrix T, which are the matrixes shown in (4.3). In this case, the

number of words per ROM can be reduced.

4.3 Reducing Power of DCT

4.3.1 Reducing Power through Pipelining
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As the voltage decreases, the overall delay increases. In order to balance the
increase in delay with the decrease in voltage, pipelining techniques are used to
divide the data path into smaller stages. By exploiting pipelining techniques, the data
path having longer delay can be operated at high voltage, while the data path having
shorter delay can be operated at low voltage. Hence, delay of any stages maintains in
a correspondent value.

An example of pipelined DCT architecture is illustrated in Fig. 4.5[12].

CnN XN
! l
R R

X X X
L2 L2 L2 L2

L4

v
YN

Fig. 4.5 Pipelined DCT Architecture[12]
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The whole DCT data path is divided in to four pipeline stages. Stage 1 operates
with a set of 8 pixel values during eight clock cycles. The stages 2, 3 , and 4 are
executing with different set of values during each clock cycle. This pipelined
architecture performs the operation of the two matrixes in equation (4.3) with three

addition/subtraction stages and one parallel multiplication stage.

4.3.2 Reducing Power through Parallelism

ROM » DeMux + D » D » Adder >
A
Fig. 4.6 Original'Data Path
+ 1 D » D
A
ROM ¥ DeMux Adder >

Fig. 4.7 Two Parallel Data Paths
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Parallelism is another method to maintain the throughput while the voltage
decreases. In order to compensate the increase in the data path delay, the data path is
replicated several times. The input samples are split among those data paths, and the
outputs of these data paths are multiplexed into a single output stream. By exploiting
parallelism, even if the overall delay increases, the same throughput can be achieved
since more data paths compute more inputs at a time. However, the drawback of this
method is that more hardware is required when replicating the data path. In order to
two times throughput than the original data path, two times hardware than the original
is required. Therefore, it becomes a trade off between hardware cost and the increase
in delay as the voltage decreases. For example, an original data path is shown in Fig.
4.6, and Fig. 4.7 illustrates the data paths replicated from the original one. Since
parallelism greatly increases the area, the powet dissipation of a system consisting of

N parallel data paths and having'the same:throughput rate is given as follow[12]:

P

P < " original
parallel” 7 N 2 (4.4)
where Poriginal 1S the power dissipation for a single data path, and Pparaiiel is the power

dissipation for a system consisting of N parallel data paths.

4.3.3 Reducing Power though Reducing Complexity

Some algorithms are proposed to reduce the complexity of DCT[13], with the
reduction of the complexity, the power consumption can be proportionally reduced.
However, some approximation has to be made in order to reduce the complexity.
Therefore, it becomes a trade-off between image quality and power consumption. An
example is illustrated as follow. Since the number of multipliers is decided by the

number of non zero digits of the DCT coefficients, if some non zero digits can be

50



changed to zeros, some multipliers can be reduced. However, changing the non zero

digits to zeros affects the quality of the image, the degree of the impacts is related to

the sensitivities which is the PSNR degradation of an image when the non zero digit

is modified to zero. At first, the DCT coefficients are represented by the Canonical

Signed Digit (CSD), which is shown in Table 4.2, instead of the binary numbers. The

non zero digits are first reduced without influencing on the image quality. For some

non zero digits of the DCT coefficients in CSD format, changing them to zeros leads

to large PSNR degradation of an image while for other non zero digits, changing

them to zeros leads to negligible PSNR degradation. Based on the sensitivities of each

non zero digits, the least sensitive non zero digits are found and are changed to zeros.

This concept is shown in Fig. 4.8.

Coef. Real Value Binary number CSD number
a 0.4904 0011 1111 0100 0001
b 0.4619 0011 1011 0100 1011
C 0.4157 0011 0101 0011 0101
d 0.3536 0010 1101 0010 1101
e 0.2778 0010 0100 0010 0100
f 0.1913 0001 1000 0001 1000
g 0.0975 0000 1100 0001 0100

Table 4.2 DCT Coefficients Represented by CSD
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a= 01 00
b=01 0 0
c=0011
e= 0 0 10
f=00 01
g=00 0 1
d= 00 10
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Fig. 4.8 Changing the Least Sensitive Non Zero Digits to Zeros
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The PSNR degradation versus the pewer. consumption of changing the least

sensitive non zero digits to zeros is shown’in Table 4.3. In Table 4.3, the PSNR

between original version and modifiéd version-does not degrees much, but the power

consumption reduces a significant amount.

Original

Modified

PSNR

33.0

32.9

Table 4.3 PSNR

4.4 Reconfigurable Architecture

In modern society, the customers prefer more and more optional functions in

digital devices, more and more battery is desirable. However, with the scale down of

the size of digital devices, it’s hard to have more battery and functions at the same

time. Therefore, reconfigurable architecture becomes a good choice for both battery
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saving and more optional functions. For example, if the best image quality is not
required, the digital devices can use the low power mode, which the image quality
may be lower but saves the battery; if the best image quality is required, the digital

devices can use the normal mode.

4.4.1 Computation Sharing Multiplier Algorithm (CSHM)

Computation Sharing Multiplier (CSHM) algorithm targets computation re-use in
vector-scalar products and is effectively used in DCT[14], since multipliers are
essential components in DCT. This algorithm reduces the redundant computation in
multiplication by using vector scaling operation. For example, when computing
C -x[n] with C is a vector and C=[Cy, C1, C2,..., Cm1]. If Cc=01100111, and
c1=10001011, co *x and C; X can be, decomposition in to vector-scalar form as

follow:

C, - X =22(0011)x+2"-(0111)-x 4.5)
¢, -x = 27000 X420 -(1011)- X g

which is called 4-bit decomposition. If (0001)x, (0011) « x, (0111) * x, (1011) * x are
available, the entire multiplication Co ¢ X and C; <X can be implemented by only
adders and shifters. If these bit basic sequences is refereed as alphabets, an alphabet
set is a set of alphabets that spans all the coefficients in vector C, which is Co, C1,
C2,..., Cm-1. The alphabet set of ¢p « X and ¢; - X is {0001, 0011, 0111, 1011}. The
CSHM architecture for 4-bit decomposition is illustrated in Fig. 4.9 and the CSHM
architecture for c; <X is illustrated in Fig. 4.10. Fig. 4.9 shows that the CSHM
architecture is composed of a pre-computer, an adder, multiplexers and shifters. The
pre-computer computes the multiplication of alphabets and x. When the
pre-computer finishes its operations, the 4-bit sequence coefficient after
decomposing the coefficient is transferred to the shifter to remove the zeros of the

ride side of the 4-bit sequence. The select decision is made and also the number of
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zeros which are shifted is recorded. The multiplexers choose the right element from
the results of the pre-compute according to the select decision and send the value to
the I-shifter. The I-shifters shift the zeros in inverse direction of the shifters
according to the value recorded by the shifters. The two results of the I-shifters are
added after properly shifted. Finally, the multiplication is done with reduction of

redundant computation.

— Ix —
— 11x —
— 101x —
— 111x —
Input x—p» 1
— 1001x —
— 1011x —
L ox. Hel MYX Bispprer —
(4:1)
— 1111x — A
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Coeff"lcient SHIFTER
[3:0] + -
4
MUX <4
N >
1) ISHIFTER
’
Shift \
. Sel
Coefﬁc1ent SHIFTER ADDER P Coefficient « x
[7:4] £ >
4

Fig. 4.9 CSHM Architecture for 4-bit Decomposition|14]
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Fig. 4.10 CSHM Architecture for ¢; * X
4.4.2 DCT Coefficients for 4-bit Decomposition
Coef. Real Value Binary number |Alphabet - x
a 0.4904 0011 1111 0011x, 1111x
b 0.4619 0011 1011 0011x, 1011x
c 0.4157 0011 0101 0011x, 0101x
d 0.3536 0010 1101 0001x, 1101x
e 0.2778 0010 0100 0001x
f 0.1913 0001 1000 0001x
g 0.0975 0000 1100 0011x

Table 4.4 8-bit DCT Coefficients and the Alphabets[14]
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The DCT coefficients are represented by 8-bit binary numbers. Table 4.4 shows
the binary numbers and the corresponding alphabets for 4-bit decomposition. The

alphabet set of DCT coefficients is {0001, 0011, 0101, 1011, 1101, 1111}, which

means six products need to be pre-computed.

4.4.3 DCT Coefficients for 2-bit Decomposition

According to 4-bit decomposition of CSHM algorithm, 2-bit decomposition can

be derived. For example, when computing C - x[n] with C is a vector and C=[cy, C1,

C2,..., Cm-1]. If co=01100111, and ¢;=10001011, Cco *x and C; X can be

decomposition in to vector-scalar form as follow:

C, - X=2°-(00)- X +2* - (1D sX4 2% - (01)- X +2° - (11)- X 4.7
C,-X=2°-(00)-x+2%-(0D-X+2"(10)-x+2°-(11)- X (4.5

which is called 2-bit decomposition.

Table 4.5 shows binary numbers and the corresponding alphabets for 2-bit
decomposition of the DCT coefficients. The alphabet set of DCT coefficients is {01,
11}, which means only two products need to be pre-computed. Compare Table 4.4 to
Table 4.5, six products needs to be pre-computed for 4-bit decomposition, while
only two products needs to be pre-computed for 2-bit decomposition. Since the
number of the alphabets in an alphabet set is fewer, the multiplication is reduced.
However, the number of multiplexers and shifters required in 2-bit decomposition is
twice than that in 4-bit decomposition, since the 8-bit coefficient is now divided
into four groups and 2-bit for each group. Luckily, the first two bits of the seven
DCT coefficients are all zeros, hence, only one multiplexer and two shifters are

required more.
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Coef. Real Value Binary number |Alphabet - x
a 0.4904 00111111 11X
b 0.4619 00111011 01x, 11x
C 0.4157 00110101 01x, 11x
d 0.3536 00101101 01x, 11x
e 0.2778 00100100 01x
f 0.1913 00011000 01x
g 0.0975 00 00 11 00 11x

Table 4.5 8-bit DCT Coefficients and the Alphabets for 2-bit Decomposition

The architecture for 2-bit decomposition of DCT coefficients is illustrated in

Fig. 4.11.
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Fig. 4.11 CSHM Architecture for 2-bit Decomposition of DCT Coefficients
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4.4.4 DCT Architecture Based on CSHM algorithm

Since 1-D DCT matrix T can be expressed as equation (4.3), by decomposing and

rearranging equation (4.3), it gives the equation as follow:

Zy

2

N

z
JA
JA

6

[\S} (e

N N N N
N

6

d d d d][x+X]
b f —f —b||X+X
d —d —d d [|%+x
f b b —f][x+X
h ] -4
b f
:(X0+X7) d +(X1+X6) _d
- f __b_

+(0 +X)

+(X; +X,)

(4.9)

During this operation, the multiplications. with the same set of coefficients are

combined together in order to-reduce the number of pre-computers. According to

equation (4.9), the architecture of computing:[Zo, 25,24, Zg] is illustrated in Fig. 4.12.

The select-adder unit in Fig. 4.12"means the architecture shown in Fig. 4.10.

Similarly, the equation for computing [21, Z3, Zs, Z7] is given as follow:
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7
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e —-a ¢
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W
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+(X, —X;)

+(X; —X,)

(4.10)

And the corresponding architecture of equation (4.10) is illustrated in Fig. 4.13.
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Fig. 4.12 Architecture of Computing [Zo, Z2, Z4, Zg]
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Fig. 4.13 Architecture of Computing [21, Z3, Zs, Z7]
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4.4.5 Modified DCT coefficients

By exploiting the 2-bit decomposition of CHSM algorithm, if we modify the DCT

coefficients, the complexity of the computation can be reduced. The way we modify

the DCT coefficients is focus on the least sensitive bits which are the last two bits of

each coefficient. Typel and Type2 of modified coefficients are shown in Table 4.6

and Table 4.7, respectively. We properly adjust the original values of the coefficients

into approximate values as a result that the last two bits of the coefficients are “11”

and “00” for [zo, Z, Z4, Zg] and [Z1, Z3, Zs, Z7], which becomes Typel modified

coefficients. Typel can replace the select-adder for the last two bits with a

multiplexer only. The method of generating Type2 of the coefficients is to change

the last two bits of all the coefficients into.“00”. As a result, the select-adder for the

last two bits can be reduced.

Coef. Real Value Binary number Alphabet - x
a 0.4904 00111111 3X
b 0.4688 00111100 3X
C 0.3984 00110011 3X
d 0.3438 00101100 1x, 3X
e 0.2734 00100011 1x, 3X
f 0.1913 00011000 1x
g 0.0860 00001011 1x, 3x

Table 4.6 Typel Modified Coefficients
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Coef. Real Value Binary number Alphabet - x
a 0.4688 00111100 3X
b 0.4375 0011 1000 1x, 3X
C 0.4063 0011 0100 1x, 3x
d 0.3438 00101100 1x, 3X
e 0.2778 00100100 1x
f 0.1913 00011000 1x
g 0.0975 0000 11 00 3X

Table 4.7 Type2 Modified Coefficients

4.5 Simulation Result

We pipelined the DCT architecture into tworstages in order to fit the

performance requirement. The pipelined architectureis illustrated in Fig 4.14.
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Fig. 4.14 Pipelined DCT Architecture

The Simulation result of the pipelined DCT is shown in Table 4.8.



Simulation Model TSMC 0.13um
Temperature 25°C
Frequency
435MHz 399MHz 350MHz 300MHz 222MHz
(VDD=1.2V)
Power Consumption
53.45mW 50.38mW 45.33mW 38.09mW 25.71mW
( 8bit)

Table 4.8 Simulation Result of the Pipelined DCT
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Chapter 5
Adaptive Voltage Scaling
for Discrete Cosine Transform

Discrete cosine transform has been widely used in mobile products recent years.
Therefore, the performance and the power consumption of the discrete cosine
transform unit take a more and more important roll in digital systems. In order to
minimize the energy-delay-product (EDP) of the discrete cosine transform, we apply
the proposed adaptive voltage scaling technique on it. The adaptive voltage scaling
system adaptively controls the operating voltage to the fittest level on the operating
frequency. As the result, the power consumption of the discrete cosine transform unit

can be reduced yet the timing requirement-is-still met.

5.1 The Proposed Architecture

Sel[4:0]
—>
VVGl — VG2
pre_sel[4:0] —>|
_)
regulated ¢Vref
voltage Output
| a Buffer
frequency Refereqce > OW)I Controlle v vout
Circuit
T DCT
»

Figure 5.1 Architecture of Adaptive Voltage Scaling System

for Discrete Cosine Transform
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The proposed architecture of adaptive voltage scaling system for discrete cosine
transform is shown in Figure 5.1. It is composed of two variable voltage generators
(VVQ), a reference circuit, a controller and the application which is the discrete
cosine transform unit in this case. One of the variable voltage generators (VVGI) is to
provide the regulated voltage to the ring oscillator, the other one (VVG2) is connected
to the output buffer for the use of discrete cosine transform unit. The reference circuit
compares the operating frequency to the oscillated frequency which is the predicted
performance of the critical path with the regulated voltage. The output of the
reference circuit is transferred to the controller to determine the value of the “pre sel”.
The “pre_sel” is a 5-bit signal which controls the VVGI to scale up or scale down the
regulated voltage. If the “slow” signal, which is the output of the reference circuit, is
logic low, it means that the predicted frequency is quicker than the operating
frequency, so that the regulated voltage should be scale down. In other hand, if the
“slow” signal is logic high, theregulated-voltage should be scale up. Since we scale
the voltage from 1.2V at first, when the “slow’ ssignal turns to logic high, the
“pre_sel” signal is locked at the'same'time, which'means the fittest voltage level is
determined. At last, the “sel” signal “is' transferred to VVG2 to provide the final

voltage to the discrete cosine transform unit.

5.2 Reference Circuit

The reference circuit, which is shown in Figure 5.2, is a critical path emulator,
which is also called a critical path replica. The critical path of the system can be
duplicated to form a fan-out-4 (FO4), ring oscillator, or a delay line which adaptive
responds to environment and process variation. The reference circuit in our design
contains two blocks, one is the ring oscillator, the other one is the frequency detector.
The ring oscillator operates at the regulated voltage, and indicates the highest
performance of the critical path. The frequency detector compares the output of the

ring oscillator and the reference frequency.
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Ring Frequency [
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Figure 5.2 Reference Circuit

5.2.1 Ring Oscillator

The ring oscillator circuit is shown in Figure 5.3. The first stage of the ring
oscillator is replaced with an NAND gate so that the “ctrl” signal enables or disables
the oscillation. The delay element is formed by.two inverters. At first, the “vco_out”
over the 1.2V is set to be the critical path of the application, which is the discrete
cosine transform unit. The predicted critical path has been compared to the simulation
result of the critical path of the discrete cosine transform over the five voltage level in

order to make sure the accuracy of the predicted model.
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Pre seld —
Pre sel2 —
Pre sell —

WG

veo out
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Figure 5.3 Ring Oscillator
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5.2.3 Frequency Detector

The frequency detector detects the difference between the operating frequency and
the “vco_out”. If the “vco _out” is slower than the operating frequency, the “slow”
signal turns to logic high. The traditional frequency detector, which is shown in
Figure 5.4, finishes the detection in one reference frequency cycle. In the closed loop
of the adaptive voltage scaling, there are at most five iterations. The frequency
detector is used one time each iteration. Therefore, there are at most five cycles that
we would waste on the frequency detector. Different from the traditional frequency
detector, the frequency detector, which is shown in Figure 5.5, used in our design can
finish the detection in half reference frequency cycle. In this way, we can get the
decision in the first half reference cycle, and. then the other half cycle can be used for
the controller. Therefore, the next iteration-goes on in the next reference cycle, no

cycles would be wasted then.

vdd

D 0 D 0 D Q—slow

<
<l
<l

vco out frequency |

Figure 5.4 Traditional Frequency Detector
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Figure 5.5 Frequency Detector

In Figure 5.5, the reversed “vco_out” is connected to a D flip-flop and the output
is compared to the delayed and reversed frequency. Figure 5.6 and Figure 5.7 shows
how the frequency detector works, where “freq” means the operating frequency,
“d_freq” means the delayed frequency. It is.obvious that when the “vco_out” is faster
than the frequency, the “slow” signal is always at logic “0”, only if the “vco_out” is
slower than the frequency, the *slow” signal turns to logic “1”. Since only half
reference cycle is required for this- kind-ef-frequency detector, it improves the
adaptive voltage scaling system to.save half eycle time compared to the traditional

one.

freq _| |
d freq

d freq —
veo_out Uuuuuddduut
il

veo_out Juyyuduuuy

ctrl

a

slow

Figure 5.6 Waveform of the Frequency detector
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Figure 5.7 Waveform of the Frequency detector

5.3 Controller

The controller controls the two variable voltage generators, it decides the 5-bit

“pre_sel” signal and the 5-bit “sel” signal:- During the adaptive voltage scaling

iterations, the controller determines:the-~pre=sel” signal according to the “slow”

signal from the frequency detector.: The proposed controller is shown in Figure 5.8. It

is consist of a control logic and a selector. The control logic controls the 5-bit

“pre_sel” signal, and the selector controls the 5-bit “sel” signal which is connected to

the second variance voltage generator in order to scale the voltage level of the

application.

pre sel[4:0]

SIOK} Control

Logic

—>

lock
—>

Figure 5.8 The Proposed Controller

Selector

sel[4:0]
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5.3.1 Control Logic

The architecture of the control logic is shown in Figure 5.9. It is consist of eleven
D flip-flops and one multiple input D flip-flops (MDFF). The multiple input D
flip-flop, which is shown in Figure 5.10(a), has four inputs and one output. When the
“CLK” turns to logic “17, it triggers the MDFF to transfer either input “D0” or “D1”
to the output “Q” according to the value of “S0”. If “S0” is at logic “0”, the MDFF
transfers “D0” to “Q”; else if “S0” is at logic “1”, the MDFF transfers “D1” to “Q”.
An example for how the MDFF works is illustrated in Figure 5.10(b). In Figure 5.9,
the operating frequency of the discrete cosine transform is taken as the reference
frequency (ref). At the first reference cycle, the “reset” remains at logic “1” so that a
logic “0” is transferred to the next flip-flop. In the second reference cycle, the “reset”
turns to logic “0” so that a logic “1” is transferred to the next flip-flop. Therefore, the
logic “1” will be transferred stage by stage.<The-value of all the flip-flops in one
iteration of the controller is shown;in Table 5:1. In'this way, the 5-bit “pre sel” can be
produced by Q4a, Q4b, ...., Q0a, and QOb:-The waveform of the “pre_sel” is shown

in Figure 5.11.
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Figure 5.10 (a) Multiple Input D Flip-Flop (b) Waveform

Cycle | FF | Q4a | Q4b | Q3a | Q3b 1 Q2a | Q2b | Qla | Q1b | Q0a | QOb
0 ol o | o |0 ool 0o | o] 0] 0] o0
1 1] o]l o] o700 o] o0o]o0o]o0]o0
2 1|1 ]Jololololololo]lo]o
3 |11 |1 ]ofloflo]lo]lo]lo]lo]oO
4 |11 |1 {1]lo0o]lolololo]o]o
5 |11 1|11 ]o]lolo]lolo]o
5 |11 1|11 |1]o0o]lo0o]lo]lo]o
6 |1 1| 1|1 |11 ]1]o]lo]lo]oO
7 |11 |t 1|1 |11 ]1]o0o]lo0]oO
8 | 1| 1|1 | 1|1 |11 |1 ]1]0]0oO
o |1 |1 |t | 1|t |1 |11 ][ 1]1]1
10 |1/ 1|1 |1t | 1] 1|11 |1 ]1]1

Table 5.2 Value of the Flip-Flops




ref ||||||||||||||||||||||

reset |
pre_sel

pre sel

pre sel

4
3
pre_sel[2]
1
0

pre sel

Figure 5.11 Waveform of pre_sel[4:0]

The variable voltage generator scales the voltage according to the “pre_sel[4:0]”.
Since the “pre sel[4:0]” varies every two reference cycles, the voltage scales down
one level once the “pre_sel[4:0]” changes. There are at most ten reference cycles for
the controller to lock the fittest voltage level for the application according to the
decision of the reference circuit; Onee the “vco_out” is slower than the operating

frequency, the “pre_sel[4:0]” is locked.

5.3.2 Selector

The functionality of the selector is to select the correct signal for the 4-bit “sel”
signal when the “pre_sel[4:0]” is locked. Since when the “lock™ signal is at logic “1”,
which means that the “vco _out” is slower than the operating frequency, the correct
voltage level we should apply on the application is the previous “pre_sel[4:0]” before
it is locked so that the regulated voltage can fit the required performance. However,
there are two exceptions. One of them is when the voltage is at the highest level,
which is 1.17V, there is no more higher level for the variable voltage generator to

scale, thus the selector would select the same “pre_sel[4:0]” when it is locked. The
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other exception is when the voltage is at the lowest level, there is no more lower level
for the variable voltage generator to scale, thus the selector would select the same

“pre_sel[470] when it is locked. The proposed selector is shown in Figure 5.12.

slow

pre_sel[4] D O M
lock D> u [— sel[4]

0 ox

I

pre sel[3] D O IV
D> u | sel[3]

9 0X

I

pre_sel[2] D O M
D> u |— sel[2]

9 0X

I

pre sel[1] D O M
D> u b sel[l]

0 0X

I

pre sel[0] D O M
D> vdd u — sel[0]

§ —I__()X

Figure 5.12 The Proposed Selector
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Figure 5.13 (b) Waveform of the Selector
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Figure 5.13 (c) Waveform of the Selector

Figure 5.13(a), (b) and (c) illustrate the behavior of the selector. Figure 5.13(a)
shows the general case that the selector chooses the former value of the “pre_sel[4:0]”,
which is the correct one we need in general cases. Figure 5.13(b) shows the first
exception case, when the “vco_out” is still slower than the reference frequency at the
highest voltage level, the selector would choose the same value of the “pre sel[4:0]”
instead of the former one. Figure 5.13(c) shows the other exception case, when the
“vco_out” is still faster than the reference frequency at the lowest voltage level, the

selector would choose the same value of the “pre_sel[4:0]”.

76



5.4 Simulation Result

5.4.1 Adaptive Voltage Scaling System

vref slow sel[4:0]
, |y BN BN
presel[4:(] s o
vou
MG | o | e Contoller W)

Circuit | lock
> -

Figure 5.14 Architecture of the AVS with Voltage Generators
Figure 5.14 shows the architecture. of.the adaptive voltage scaling system. The
VVGI1 is controlled by “pre sel[4:0]” whiehs determined by the controller, and it
generates the reference voltage “yref” to the réference circuit. The VVG2 is controlled
by “sel[4:0]” which is also determined by-the-controller, and it generates the output
voltage to the application. The Waveform of the"adaptive voltage control system is

shown in Figure 5.15(a) and Figure 5.15(b).
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Figure 5.15(a) The Waveform of the adaptive voltage control system
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Figure 5.15(b) The Waveform of the adaptive voltage control system

In Figure 5.15(a), it’s clear to see that the output of the ring oscillator (dco_out) is
slower than the reference frequency (refl0).at the fifth cycle of the “ctrl” signal.
Which means the fittest voltage jlevel is at the fourth cycle of the “ctrl” signal.
Therefore, the “lock™ signal raises at that-eyele and outputs the 5-bit digital signal
“sel[4:0]” to the VVG2. As the resulty the output voltage is at 0.9V which is the fourth
voltage level we designed. In Figure 5.15(b), the output of the ring oscillator (dco_out)
is never slower than the reference frequency (ref10). Consequently, the control system
would lock the voltage level at the lowest one which is 0.8V in this case.

The simulation result of the adaptive voltage scaling system is illustrated in

Table 5.3.
Simulation Model TSMC 0.13um
Temperature Variation (at 0.8V) 0.94 mV/'"C
Temperature Variation (at 1.17V) 0.16 mV/°’C
Average Power Consumption 2.26 mW

Table 5.2 Simulation Result of the AVS System
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5.4.2 AVS for Discrete Cosine Transform

Sel[4:0]
VVGI WG2
pre_sel[4:0]
regulated elect ¢Vref
voltage 0 o1 dow | (éutf};ut
| BN RN i uffer
Ring D Control Select [— +V0ut
Oscillator lock | L ogic Unit DCT
ref: .
[ f

Figure 5.16 Architecture of AVS for Discrete Cosine Transform

The adaptive voltage scaling system. has been applied to the discrete cosine
transform to adaptively control the power-consumption of it. According to the critical
path of the discrete cosine transform, the ring oscillator predicts the performance
under the regulated voltage. After the decision,which is made by the controller, the
select unit chooses the fittest voltage and then applies it to the discrete cosine
transform. Table 5.4 shows the original performance/power data and the
performance/power data of low power discrete cosine transform which has been
adaptively controlled is shown in Table 5.5. The adaptive control system reduces at
most 45% power consumption of the discrete cosine transform. The overhead of the
control system is at most 28%. Table 5.6 shows the comparison of the original DCT
and the adaptive voltage controlled DCT. All the simulation is done with TSMC

0.13um technology.

Frequency(MHz) | 435 399 350 300 222

Power(mW) 53.45 | 50.38 | 45.33 | 38.09 | 25.71

Table 5.3 Original DCT
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Vdd(V) 12 | 1.1 | 1.0 | 09 | 08

Frequency(MHz) | 435 | 399 | 350 | 300 | 222

Power(mw) 57.32 | 49.05 | 40.84 | 28.63 | 13.91

Table 5.4 Adaptive Voltage controlled DCT

435 399 350 300 222

Frequency(MHz)

Table 5.5 Original vs. Adaptive
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Chapter 6
Conclusion & Future Work
6.1 Conclusion

For SoCs era, the on-chip voltage converter becomes more and more important in
circuit design. Take the loading for example, the driving ability and loading are in
direct ratio. The direct advantage of on chip variable voltage converter is that can
reduce the supply voltage fast and directly for low power design. As the result, the
on-chip variable voltage converter is necessary component for feature low power
digital IC design.

We proposed two schemes in this thesis. First we proposed the variable voltage
generator to provide a stable voltage source for other application. The circuit can
change the output value by adjust the tramsistor size in the allowing range and has
temperature dependency of 0.93mV per each Celsius degree. And we apply this
voltage source to generate an adaptive voltage-control system. Second we develop an
adaptive voltage controller based on'the variable voltage generator. Along with the
reference circuit, it forms an adaptive voltage scaling system. We can considerate
frequency and voltage at once by using this circuit.

In the rest of the thesis, we combine the discrete cosine transform and the variable
voltage generators to become a power-aware discrete cosine transform design. We
have five voltage levels which are controlled by a 5-bit select signal. The adaptive
voltage control system has reduced at most 45% of the power consumption of DCT

and its power overhead is at most 28%.

6.2 Future Work

For further more research, two aspects are worth to be developed. One of them is
a fully digital power management system with dynamic frequency scaling. The
architecture of the fully digital power management is shown in Figure 6.1. An all
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digital phase-lock-loop (ADPLL) and the Adaptive voltage control system are
combined together. The ADPLL divides the reference frequency (Fref) by N. After the
adaptive voltage control system defined the predicted performance and the
corresponding regulated voltage, the predicted frequency (Fpredict) is feedback to the
ADPLL. At last, the ADPLL multiplies the predicted frequency by N. In this way, the
lock time of the control system can be reduced since the reference frequency is

divided first. Additionally, the frequency scaling can be made by the ADPLL.

lVdd
Fref Fref/N
> . » Adaptive Voltage Control
ADPLL < Fpredict/N System
l Fpredict*N lRegulated Voltage

Application

Figure 6.1 Fully Digital Power Management System

Another one is Inverse Discrete Cosine Transform design. IDCT is often used in
digital signal processing, even more frequently than DCT does. The IDCT design is
simple since the operation is almost the same as the DCT, the only difference is the

coefficient matrix. The IDCT operation is described by the equation 6.1.

%, +% ] [d b d f][z
X, + X d f -d -blilz
X, +x.| |d -f -d b |z
| X5+ X, d -b d -fllz
4k (6.1)
'x,-x1 [a ¢ e gz
X=X | |c -g -a —e| z
x,-X| |e -a g c |z
x-%| |g - c -ajz
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According to the IDCT coefficient matrix, the CSHM architecture still works except

the coefficients changed.
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