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Student : Ying-Hao Ma Advisor : Dr. Chen-Yi Lee
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ABSTRACT

In this thesis, we introduce-the channel estimation algorithm for DVB-T/H system, and
COFDM basedband receiver chip for:DVB-T/H applications. This chip is implemented with
0.18um cell library and tapped out in Jun. 2005 The architecture is established according to
the standard and several channel impairments. We propose the adaptive channel estimator for
pilot signal which can average out the noise effects under portable environments. Furthermore,
the channel response is estimated by means of two-dimension interpolation of scattered pilots.
We analyze several polynomial interpolation methods under channels specified by standards.
In architecture part, we can find the complex division is dominant the equalizer in cost and
power. So we proposed the improved architecture for simplified the division architecture

which hardware can be saved by 90.5% and power saved by 59.9% in divider itself.
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Chapter 1 .

Introduction

In this chapter, we will describe the motivation of this research first. Introduction to the
DVB-T/H standard will be made later. Finally, the organization of this thesis will be listed in

the end of this chapter.

1.1  Motivation

Orthogonal frequency division nultipleXing is a multicarrier transmission technique
which uses parallel data transmission and frequency division multiplexing and was drawn
firstly in 1960s [1-2]. Because of the high-channel efficiency, OFDM is wildly applied in the
new generation wireless access Systems such as.‘digital broadcasting systems [3-4] and
wireless local area network [5-6].

In wireless communications, the receiver systems have to compensate the channel effects.
Therefore, the channel equalizer and FEC techniques are exploited the system performance.
The channel equalizer is used to recover original signal under non-perfect channel
environment. In practical, the statistics of channel frequency response are not known, and
time variant. In DVB-T/H system, we base on the pilots arrangement to estimate the channel
and to compensate the non-perfect channel effects. Because of the DVB-T/H is (2K/4K/8K)
point-modulation, which data in each OFDM is quite large. So different methods of collecting
data for estimating the channel statistics will cost a lot of memory requirements. In DVB-H
systems, the mobile issue is added. So the channel effects will degrade the performance

seriously. This is a big challenge for defense the Doppler effects.
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The objective of this thesis is to deign a low complexity channel equalizer scheme, and
performance of proposed method can defense about 70Hz Doppler effects under practical

hardware cost.

1.2 Introduction to DVB-T/H system

Digital Video Broadcasting-Terrestrial (DVB-T) has been subjected to technical
discussion for many years and undoubtedly been shown as a great success in delivering high
quality digital television by terrestrial means [3]. DVB-T standard has been produced by
European Telecommunication Standard Institute (ETSI) in Aug, 1997. It has been applied in
many countries around the world such as Taiwan. Although the DVB-T reception can be
applied in mobile environment, the ability of reception for handheld terminals is still not good
enough because of its high operation powersTherefore, Digital Video Broadcasting-Handheld
(DVB-H) was also proposed based on the DVB-T technology to provide broadcast services
for handheld devices such as PDAs or mobile-phones [7]. The detailed concepts of DVB-T
and DVB-H will be illustrated later.

The transmission system of the DVB-T standard is shown in Fig. 1.1. It contains the
blocks for source coding, outer coding and interleaving, inner coding and interleaving,
mapping, OFDM modulation, and frame adaptation, respectively. In the case of two-level
hierarchy, the functional block diagram of the system must be expended to include the
modules shown in dashed line. After the MPEG2 transport multiplexer, a Reed-Solomon (RS)
shortened code (204,188, t=8) and a convolutional byte-wise interleaving with depth =12
shall be applied to generate error protected packets. As Fig. 1.1 shows, the outer interleaver is
followed by the inner coder. This coder is designed for a range of punctured convolutional
codes, which allows code rates of 1/2, 2/3, 3/4, 5/6, and 7/8. If two-level hierarchical

transmission is used, each of two parallel inner codes has its own code rate. Afterward, the



inner interleaver is block based bit-wise interleaving. The constellation mapping for OFDM
subcarriers operates with various modes after the inner interleaver. The constellation modes
are QPSK, 16-QAM, 64-QAM, non-uniform 16-QAM, and non-uniform 64-QAM,

respectively. The transmission channel bandwidth is 6MHz, 7MHz, and 8MHz, respectively.

Programime

MUX
Video Coder
Audio Coder
Data Coder

! I
MPEG-2
Source coding and Multiplexing

MUX
. CGiuard
Adapration Chuter Cruter Trmer Inmer . Frame = 9 =
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Terrestrial Channel Adapler

Fig. 1.1 Functional Block diagram of DVB-T system

The DVB-T system uses OFDM technique with various transmission parameters. The
parameters for 8MHz channel bandwidth in DVB-T standard are listed in Table 1-1. Two
modulation modes are defined: a 2k mode and an 8k mode. The 2k mode is suitable for short
distance transmission and high speed mobile reception because of its short symbol duration
and wide subcarrier spacing. On the contrary, the 8k mode is suitable for long distance
transmission and deep multipath spread. Other parameters such as code arte, constellation
mode, and guard interval length can also be decided properly according to the broadcasting
channel condition of the local area.

An OFDM frame consists of 68 OFDM symbols and four frames constitute a
super-frame. In addition to the transmitted data, an OFDM symbol contains several kinds of

reference signals for synchronization and channel estimation such as scattered pilots,



continual pilots, and TPS (Transmission Parameter Signaling) pilots. Scattered pilots are
inserted every 12 subcarriers and have an interval of three subcarriers in the next adjacent
symbol. Continual pilots locate at fixed subcarrier index which contain 177 for 8k mode and
45 for 2k mode, respectively. Both scattered pilots and continual pilots are transmitted at
boosted power level of 16/9 whereas the data subcarriers are normalized to 1, and modulated
according to the PRBS (Pseudo Random Binary Sequence) sequence (X"’ +X°+1). The TPS
pilots are used for signaling parameters related to transmission scheme, i.e. to channel coding
and modulation. The TPS pilots are defined over 68 consecutive OFDM symbols and
transmitted in parallel on 17 TPS subcarriers for 2k mode and 68 for 8k mode. Each OFDM
symbol conveys one TPS bit which is differentially encoded in every TPS subcarrier. The TPS
information contains frame number, constellation, hierarchy, code rate, guard interval, FFT
mode, and BCH error protection code, respectively:.Unlike continual and scattered pilots, TPS

pilots are transmitted as the normal power level of 1 with DBPSK modulation.

Table 1-1 Parameters-for 8MHz channel in DVB-T standard

Parameter 8k mode 2k mode
Number of subcarriers K 6817 1705
Value of carrier number Kpin 0 0
Value of carrier number Kpax 6816 1704
FFT size N 8192 2048
Symbol duration Ty 896us 224us
Subcarrier spacing 1/Ty 1.116KHz 4.464KHz
Spacing between Kpin and Kpax 7.01MHz 7.61MHz
Guard interval Ng/N 1/4,1/8,1/16,1/32 1/4,1/8,1/16,1/32

The DVB-H technology is a spin-off of the DVB-T standard. It is large extent

compatible to DVB-T but takes into account the specific properties of the addressed



terminals- small, lightweight, portable, battery-powered devices in mobile environment.
Unlike the DVB-T transport stream adopted from the MPEG2 standard, the DVB-H system is
IP (Internet Protocol)-based, therefore the outer DVB-H interface is the IP interface. The IP
data are embedded into the transport stream by means of the MPE (Multi Protocol
Encapsulation) frame, an adaptation protocol defined in the DVB Data Broadcasting
Specification [8]. One MPE frame contains one or more IP datagrams and has a maximum
number of 1024 rows and a constant number of 255 columns. The block diagram of DVB-H

codec and transmitter is as shown in Fig. 1.2.

ll -
| ] L E x| Ts DVB-T Modulator - New in DVB-H
=

| e

7 DVB-H Codec

IPH
—1 | MPE
ﬁ

Fig. 1.2 Block diagram of DVB-H codec and transmitter

As we can see the DVB-H codec is composed-of the MPE, MPE-FEC, and time slicing.
In order to satisfy the low power issue in battery-powered terminals, a time-multiplexed
transmission of different service is exploited. This technique, called time slicing, allows for
selective access to desired data and results in a large battery power saving effect. The burst
duration of time slicing is in the range of several hundred ms whereas the off-time may
amount to several seconds. The lead time for power-on and resynchronization is assumed to
be less than 250ms. Depending on the duty/turn-off ratio, the resulting power saving may be
more than 90%. For mobile channels reception and long delay spread conditions, an enhanced
error protection scheme on the link layer is needed. This scheme is called MPE-FEC and
employs powerful channel coding and time interleaving. The MPE-FEC scheme consists of an
RS code in conjunction with an extensive block interleaving. The RS (255, 191, 64) code is

utilized to perform MPE-FEC error protection. Besides, a virtual block interleaving effect is



also performed by reading from and writing to the MPE frame in column direction whereas
coding is applied in row direction.

As for the physical layer, the DVB-H is compatible with the DVB-T standard except
some additional points. First, the DVB-H provides new TPS pilots which exploit the reserved
TPS subcarriers defined in the DVB-T standard. The new contents of the TPS pilots provide
the information about MPE-FEC and time slicing. Besides, an additional OFDM transmission
mode and a new symbol interleaving method within the inner interleaver, 4k mode and
in-depth interleaving, are also provided by the new TPS pilots. DVB-H provides an
intermediate 4k mode with 4096-point FFT in the OFDM modulation. The 4k mode
represents a compromise solution between the 2k and 8k mode to satisfy long distance
transmission and mobile reception. The in-depth interleaving allows the symbol interleaver
operates at 8k interleaving lengtht while the 2k.or 4k mode is applied to improve the
interleaving performance. Besides, the DVB-H also- supports SMHz transmission channel

bandwidth. The parameters for 8MHz.channel bandwidth in DVB-H standard are listed in

Table 1-2.
Table 1-2 Parameters for S8MHz channel in DVB-H standard

Parameter 8k mode 4k mode 2k mode
Number of subcarriers K 6817 3409 1705
Value of carrier number 0 0 0
Value of c&zrier number 0816 3408 1704

FFT Kize N 8192 4096 2048

Symbol duration Ty 896us 448us 224us

Subcarrier spacing 1/Ty 1.116KHz 2.232KHz 4.464KHz
Spacing between Kpip and 7.61MHz 7.61MHz 7.61MHz

Guard inkgrxval Ng/N

1/4,1/8,1/1

6,1/32
6

1/4,1/8,1/1

6,1/32

1/4,1/8,1/1

6,1/32



1.3 Organization of This Thesis

This thesis is organized as follows. In chapter 2, the signal models and the detailed
algorithms of the proposed channel estimation scheme will be introduced. In chapter 3 we
propose the modified architecture scheme. The simulation result and performance analysis
will be discussed in chapter 4. Chapter 5 will introduce the design methodology, improved
architecture of the proposed design and the chip summary of DVB-T/H [28]. Conclusion and

future work will be given in chapter 6.



Chapter 2 .
Channel Estimation Algorithms

In this chapter, we introduce the signal model and the effect of time variant channel in
DVB-T/H system first. The algorithms of channel estimation in different categories will be
illustrated in later sections. Some comparison and discussion between developed and the

proposed algorithms are also made.

2.1  Introduction to channel.estimation

OFDM is a bandwidth effieient signal:-scheme-for digital communications. In OFDM
systems, it has received a lot=of interest in mobile communication research lately. For
wideband mobile communication“systems, the radio channel is usually frequency selective
and time variant. Furthermore, the channel transfer function of radio channel appears unequal
in both frequency and time domains. Therefore, a dynamic estimation of the channel is
necessary for the demodulation of OFDM signals. In wideband mobile channels, the
pilot-based signal correction scheme has been proven a feasible method for OFDM systems.
Most channel estimation methods for OFDM transmission systems have been developed
under assumption of a slow fading channel, where the channel transfer function is assumed
stationary within one OFDM data block. In practice, the channel transfer function of a
wideband radio channel may have significant changes even within one OFDM data block.
Therefore, it is preferable to estimate channel characteristic based on the pilot signals in each
individual OFDM data block.

The major goal of channel estimation is to estimate the channel frequency response (CFR)
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on the subcarrier. #,(n) =h(n,t)= Zhl. (t)-0(n—r1;) This equation is comprised of the actual

channel impulse response (CIR) and the transmission filter. The transmitted signal

. 1 - 2k : : : :
iss, =NZkN:01X,’keJ N, so the received signal is y,(n) = 4, (n)®s,(n). The ® operator is

convolution, and / means that it is the /th symbol. For the moment, we assume the
channel to be constant during the transmission of one OFDM symbol denoted by /,(n).
Furthermore, when the convolution operation in time domain transfers to frequency domain it
becomes a multiplication operation. So the demodulated data symbol in frequency domain can

be shown by Y, = FFT(y,(n))=H,,-X,,, and the H,, is the channel frequency response.

kn

H,, = FFT(h(m)=3""hme "V (2-1)

For time variant channel environments, the CFR will vary as time and frequency. It is
illustrated in Fig.2.1. The channelfrequeney:response will change as time varying because of
the Doppler effects. Furthermore, ‘the multipath delay will cause the CFR with selective

fading in frequency domain.
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Fig. 2.1 Time variant channel frequency response



The pilot pattern is shown in Fig2.2. In DVB-T pilot carriers are transmitted together
with data carriers, so that the channel transfer function is estimated both infrequency and in
time. The use of pilots for estimation of the CFR is a main topic of research in OFDM system.
Because of the scatted pilots the interpolation methods are adopted here too [9-11].

In this paper, the channel estimation methods for OFDM systems based on comb-type
pilot sub-carrier arrangement are investigated. The channel estimation algorithm based on

comb-type pilots is divided into pilot signal estimation and channel interpolation.
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® boosted pilst
£ata

Fig. 2.2 Pilot pattern in DVB-T/H systems

2.2  Motivation

OFDM is the most prevalent modulation scheme in modern and future wireless
communication systems. However, in mobile reception, a loss of sub-carrier orthogonality due
to Doppler spread leads to inter-carrier interference. There are several estimation methods,
like Wiener filter [9] and MMSE [12] estimator. Furthermore, there are several ICI
cancellation schemes [13]. The complexity of these methods is proportional to the number of
adjacent carriers which are used to cancel ICI. Besides, they have an important assumption,

that the channel state information (CSI) is known. This assumption is impractical in reality,
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especially during mobile environment. Here, we will propose the method which can
implement efficiently and realizable methods. In following content, we will introduce the
proposed channel estimation scheme.

In this paper we assume that the channel is time variant. Therefore, the channel
frequency response (CFR) for present symbol should be obtained independently. The
proposed channel estimation method based on pilot signals and transform domain processing

is depicted in Fig. 2.3.

1. estimator 2. transform domain processing

Yn(K) YK o HP(K[S |
> » Pilot signa - .

Pilot signal [ | M-point |

— | extraction estimation DFT |

. 4 |
Xp(K) known pilot | |
Low pass

. 3. interpplation | filtering |

Hn(K) | |
4—‘ .

N-point =GP(I§I) M-point / |

| interpolation IDFT |

- — — J

Channel-estimation*function block diagram
Fig. 2.3 Channel estimation function block diagram
Here we will focus on these three parts. First, the estimator can get the CFR at pilot
location, and second, filtering can reduce the noise effect. Finally, we can get the CFR of

whole symbol by interpolation methods. The three key points will be discussed in following.

2.3 Channel estimator for pilot signal

When we receive the receiving data Yn(K), we will extract the pilot signal Yy(K). The
first key point is to get the CFR at pilot location Hp(K) by YMm(K) and known pilot data Xp(K).
We can use LS estimator directly by H » (k)=Y,(k)/ X » (k). However, this estimator will

be easily affected by noise. To reduce the MSE of the LS estimator, we rely on a filter method

based in the LS estimator. In fact, in most slowly variant channel environment, this estimator
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can get better improvement [14-16]. We propose an adaptive filter which can get better
performance in slowly variant channel, and it will not degrade the performance in fast variant
channel. In order to reduce the estimation error, the predicted estimated is a weighted average
if the pilot-based estimate and a previous estimated. The formulation is following (2-2), where

a;=1 and a¢=0 initially. The filter diagram is shown in Fig.2.4.

H,,=a,H,,,+oH ,=a,Y, /X, +toH, a,aq[0l] (2-2)

LI

Hl,k Y;,k /Xl,k

Fig. 2.4 The filter diagram
The weights a are chosen incorder to minimize the MSE of the estimate. Furthermore, we
propose an algorithm to decide the.weights. Because of the standard, the scatter pilots is four
symbols a cycle, here we use three taps FIR. The formulation becomes to (2-3), and MSE is

(2-4).

_ 7 7 2 17
H,=oH,+o,a_ H +a’ H,

N, N N. (2-3)
=a,(H, +7°) +a,a(H_ +D, +71) +a’,(H_,+ D, +72

MSE = E(H, - H,)
N, N N
= Ela,(H, +7°) +a,a(H_ +D, +7*1) +a’,(H_,+ D, +7*2) ~-H,T (2-4)

LN,

S X]2

N, N
= El(a, +a,a_ +a’,—1)H,+a,a_ D, +a’ D, +a, 70 +a,a., 7“ +a

where D;is caused by time variant channel and N;is the AWGN noise. In MSE (2-4), we

&
X

Under this assumption, the first term in (2-4) will dominant the MSE, so we let coefficient of

assume the CFR Hj is much bigger than D; and N;. |H | >> |DI.

H|>>

3
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the first term equal to zero.

(@, +a,o +a’,—1)H, =0

(2-5)
a, +a,a +a’,—1=0
2-6)
—a, t\a; —4a,-1)  -a a, (
a, = = T(1-—)=(I~-¢
- 5 > ( 5 )=(1-a)
We can find the relationship between ay and a.; is shown in (2-6).
So we define the weights
o,=(1-
o =(1-p) o
a, = IB
So the diagram will become to Fig.2.5.
ﬁm,k = (1 _ﬂ)ﬁm,k + IBI:[l,k = (l_ﬂ)YHl,k /Xl+1,k +ﬂﬁl,k’ﬂ € [0,1] (2‘8)
B e |
H,=Y,/X, ‘ .
7
Hl+1,k

Fig. 2.5 The modified filter diagram
In Fig.2.6 we can find the time-variant CFR at someone sub-carrier in Ricean channel with

different Doppler effects. CFR will change more seriously as Doppler effects increasing.
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Fig. 2.6 The time variant CFR at 1* pilot subcarrier with Doppler

Fig. 2.7 shows the model we use, and we can find D; is like linear variance. We define

dynamic channel model in Fig. 2.7.

Symbol -2 CFR = H,+N,,
=Hot+Do+No,

Symbol -1 CFR =H_+N
=Ho+D.+N_;

Symbol 0 CFR = H0+N0

Dynamic channel model

Fig. 2.7 Block based estimator model & the dynamic channel model

We can base on the MSE (2-9) to change the weight By at each pilot sub-carrier Fig. 2.8.

Bi S

S e J
O e e
e e Seeses
() (A
AN

<
AN _AN/ANI/N

Fig. 2.8 Adaptive weight filter at each pilot sub-carrier

Because of the standard, the scatter pilots is four symbols a cycle. If we assume the D,=2D;

The MSE in (2-4) becomes to (2-9).
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MSE = E(H, - H,)*
= E(D(1-B)B+D,B°) + E(%[a —By+(1-p) B+ 5] (2:9)

— 222D B(DA)[ B2+ 28 + 5 ]+E(—)[1 2B+2/° -28+28" |
In this equation, we need to determine the variance of CFR in three symbols E(D”) and
variance of AWGN E(N*/X?). Furthermore, we can find first term in MSE (2-9), as Doppler
effects is increasing, the E(D?) will increase too. The second term AWGN noise effect can be
average out with larger . So MSE will trade off in these two terms. We can base on the MSE
equation to decide the weight of each pilot sub-carrier.
In static channel, we can find the proposed estimator can get better MSE than without

filter design. The CFR variance D is equal to zero in static channel.

spec spec

MSE = B, ~H,..) = H, "+ E eyt pr < 2
-F (2-10)

- _2 1-p°-2p 2B .
— B~ - (XZ

)

In static channel we can find larger Bican-get better performance, but in fact the channel will
be time variant not only AWGN effects. Furthermore, the channel is more time dependent as
the B lager. When B convergence to 0 which means the channel varying too fast over the
previous estimator. We will show the simulation results and implementation method in later

chapter. We can find it only needs less additional hardware cost than the existing design, but it

can get better performance in the slow fading channel.

2.4  Transform domain processing

In fact, the CFR would be a smooth curve. According to this property, we use a low pass

filter to reduce the high pass noise effect [11].
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O Perfect CFR @ I:Ip(m) ) [:[p(m)

Fig. 2.9 The relationship of CFR and noise
In Fig.2.9, we can see that the relationship of CFR and noise. Because of noise we can

get the red circle CFR but the perfect CFR is white circle. So the basic concept of filtering is

to get a smoother CFR (blue circle) by a LPF. In theory the blue circle H » (m) will be closer

to perfect CFR than red circle A ,(m).

noise effect (25dE
35 noise effect (25dB) at high frequency

High pass band ) sk

2.5

[FFT(H)
~

B
i
&
/\ b
50 il 4
(b
o 1 ol
QL e T i
0 100 200 300 400 500 6 . . . . . . .
FFT frquency [ 0~2pi ] 260 270 280 290 300 310 320

Fig. 2.10 The CFR of Rayleigh channel @ AWGN 25dB

In filtering processing, first we let the CFR through a FFT transform. The blue signal is
the perfect CFR through FFT transform. The red signal is the perfect CFR add noise @ 25dB.
We can see that, the energy is gathered in low pass band. In Fig.2.10 we can see the noise
effect at high pass band. So we can reduce the noise in high pass band by a LPF. Fig.2.11 is

the filtering process flow diagrams.
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Fig. 2.11 The flow diagram

From section 2.3 we can get the estimated CFR ﬁp(m).
N(m)
X, (m)

The noise term N(m)/X,(m) is a“zero.mean-Gaussian random process. Variation of the true

H,(m)=H  (m)+

,m = 05t Ny =1 2-11)

CFR Hy(m) within one OFDM symbols is much slower than noise term N(m)/X,(m) with
respect to index m. we can use this property to separate the two components by employing a
transform domain low-pass filter where the transform domain refers to the “frequency

domain” in DFT-IDFT transformations. The transform domain representation of ﬁp(m)

Np—l . )
becomes Gp (p)= Z H, (m)e”’™™"™  where pe [0, N, - 1] is the transform domain index.
m=0

As expected the signal component Gp(p) is located at the lower frequency band (around p=0
and p=N,-1), while the noise term is spread over the full band (p=0,...,Ny,-1). The low-pass

filtering can be realized by simply setting the samples in the “high pass band” to zero, that is

- G (p),0<p<p,N —p <p<N -1

0,otherwise
where p. is the cutoff frequency of the filter in the transform domain. Such a low-pass
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filtering reduces the noise component by an order 2p./N,. The cutoff frequency p. of the
transform domain low-pass filter is an important parameter that affects the accuracy of the

channel estimation. Therefore the p. can be determined from the following relation.

P ) p. _ )
YIG,m + X |G, o)
=0 — P=N,~p, _R, (2-13)
16,
p=0

where the numerator is the energy in the pass-band, the denominator represents the total

energy, R €[0.9,0.95], and G, (p) is the average value of ép (p) of the present data symbol

and several previous ones.

2.5  Interpolation process

In DVB-T pilot carriers are transmitted together with data carriers. In block-type pilot
based channel estimation, an efficientjinterpolation teehnique is necessary in order to estimate
channel at data sub-carriers by using the channel* information at pilot sub-carriers. Here we
propose the two dimensional interpolation based channel estimation for mobile DVB-T/H
reception. As we known, the 2D filtering complexity is much higher than 2x1D filtering, but
the performance of 2D filtering is similar to 2x1D filtering [17-19]. Here we will separate

interpolation in time domain and in frequency domain. The Fig.2.12 shows the 2x1D diagram.
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Fig. 2.12 The 2x1D interpolation processing

2.5.1 Interpolation in time domain

In time direction, the CFR is sampled at time instants 7, =4(7, +7,) apart. For mobile

channels the correlation between these ‘samples is determined by the bandwidth of the Jakes
spectrum with a maximum Doppler frequency f, and the residual local frequency offset
Af, remaining after synchronization. The resulting bandwidth is B, =2(f, + Af,), and the

max 1

T, B -4-(T,+T,)

t

interpolation is over-sampled by a factor of7, = with respect to the

Nyquist sampling time 7, _. Interpolation is only feasible if 7 >1.

For interpolation in time domain means that the casual and non-causal taps are used. For
implementation aspect, we need store the non-causal data and the more latency to do
operation. Furthermore, the complexity is dominated by the memory needed to provide to
store the additional OFDM symbols. In other hand, in DVB-T/H systems, we can’t ignore the
carrier number in one OFDM symbol (1705 or 6817), and each data of subcarrier will be
complex number format.

For the received carriers Cy;, where k denotes the carrier index and i1 denotes the symbol
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index. For CFR }AIk,i at carriers Cy; to be estimated. }AIk,i is the estimated CFR at pilot carriers

where k=12n+i1*3+1, n is an integer and 0<n<142 (in 2k mode).

A. 1%-order predictive [17]
The CFR is predicted using the nearest 2 CFR by setting the CFR value equal to the
extrapolate value of these 2 CFR value as Fig.2.13 shows.

Frequency index

Time

Current
symbol i_‘

k-9 k6 k-3 k
’ Scattered pilots

(0 “Extrapoldted subcarriers

Fig. 2.13 1*-order predictive interpolation in time domain
The linear extrapolation is adopts CFR estimated at scatter pilots in the latest 7 symbols to

predict the CFR of currently received symbol at those carriers.

A H -3,i— x5—H -3,i—

Hk,3,,~: k=3,i-1 k=3,i-5

A HA_I._ ><6—HA_,._ x2

H, , =—"22 Z £66 (2-14)
A Hﬁ_l._ ><7—HA_1._ x3

Hk,(),l' — k=9,i-3 Z k=9,i—7

In this scheme, the extrapolation uses pilots only on previously received symbols and
currently receiving symbol, no additional storage are needed. Therefore, it only needs storage

for previous CFR at pilot sub-carriers.
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B. Linear interpolation

The Linear interpolation is shown in Fig.2.14

Frequency index

Time ”‘

Compensating 3
symbol (i-4) ()

‘ 3
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Seuew | o,«»,opp,opo,: og

Currently ’ ‘ &
received —
symboli | (X4 *oooo jeesees ssess

v
. Scattered pilots
O Interpolated subcarriers

Data stored in memory

Fig. 2.14 Lineart interpolation in time domain
The linear interpolation is adopts CER estimated at scatter pilots in the latest 7 symbols

to interpolate the CFR of compensating symbol at those carriers.

[_‘Ik73,[74 _ Hk—3,i—1 +fk—3,i—5 x3

N H, . x2+H,_ . x2

Hk,6,l~,4 — k—6,i-2 4 k—6,i—6 (2_15)
I:Ik—l),i—4 _ Hk—9,i—3 X i"' Hk—9,i—7

In this scheme, it needs storage for 3 OFDM symbols for implementation of its
non-causal properties, because after compensating symbol which data didn’t compensate yet.
So the memory is quite large. Then, before the compensating data, it only needs storage for
CFR at pilot sub-carriers.

We make comparison for the two methods in memory storages in table 2-1. Although
both are two taps interpolation methods, but linear interpolation needs store more 3 OFDM

symbols, and the latency is 3 OFDM symbols time.
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Table 2-1 storage requirements for interpolation in time domain

Storage requirements (2K mode) Latency

1%-order predictive 1138 (569*2) carriers 0 symbols

Linear interpolation 5684 (3*1705+569) carriers 3 symbols

2.5.2 Interpolation in frequency domain

After interpolation in time domain between scattered pilots, we can get estimated CFR
every three subcarriers. Then, we use these sampled CFR to interpolate the whole CFR at the
rest data subcarriers. Since the interpolation in time domain is done, the sample interval in
frequency domain is from 12 f; to 3f;, where f; is the subcarrier spacing. Here, we use Linear,
Parabolic, Second-order, and Cubic, four methods for interpolation in frequency domain,
where H(k) is the result of the intefpolation in frequency domain, k is the sub-carrier index.
Hp(m) = H(3*m) is the CFR after interpolation in time domain, where 3m<k<3(m+1), and
pu=k/3-m.

Classical polynomial interpolation..of .an N-point base-point set {ti, x(i)} can be

performed by the Lagrange formulas [18-19]. It shows in Fig. 2.15.

v 1® _3
)= 2 Sy ) T R s ) (2-16)
C.(x) = (x=xp).(x=x_)x—x,,)...(x—Xx,) (2-17)
(= xp)-(x, = x,_)(x, = x,, ). (X, — x,)
Cl
v AK) C3

Co C2 #

AG)

H(?2)
H() = H() + Nj ;

Fig. 2.15 Polynomial interpolation in frequency domain
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A. Linear interpolation

H(k)=CyxH ,(m)+C_ xH (m+])

Cy,=1-u
where c (2-17)

1= Uu

B. Second-order interpolation

H(k)=C/xH (m=1)+CyxH (m)+C_ xH (m+1)

C =—lu Jrlu2
2 2
where {C,=1-u’ (2-18)
C, =lu +lu2
2

C. Cubic interpolation

I:I(k)=C1pr(m—l)+C0pr(m)JrC_lpr(m+1)+C72><Hp(m+2)

(0 ——lu+—uz—lu3

3 6
C, —l—lu—uerlu3

where : 2 (2-19)
C,=u+—u"——u’
2 2

1 3
C,=——u+-u

6

D. Parabolic interpolation

Ifl(k)zClpr(m—l)+C0pr(m)+C71pr(m+1)+C72><Hp(m+2)
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C ——lu +lu2

22
C, —l—lu—lu2

where . 2 1 2 (2-20)

C,==~u——u’

22
C, ——lu Jrlu3

2

Here, p is only 1/3 or 2/3 two kinds of values, so the taps can be calculated in advance,
and save in the registers.

Next we discuss the MSE between these interpolation methods. As we know, high order
interpolation will use more samples to get smother curves, and gets better performance than
low order interpolation. But if we concern the noise effects, the MSE of high order
interpolation will not be always better than low order interpolation. The criteria are MSE, and
the formulation detail is shown in followingequation.(2-21).

MSE = E{|H ~ H '} = E{| QG <(Hj + Np)=Hy '}

= (X GMEIN®1+ Y, O ELH) T+ (QCIGFETHIEL Hj)) (2-21)

i
—2 QG X ELH)x H, + H,®
~
In the same channel conditions, we can find that different interpolation methods which
MSE will depend on different coefficients. The coefficients are listed on table 2-2, and the
relationship is listed on table 2-3.
We can find that the first term in (2-21) will enhance the noise effect with high order

interpolation in comparison of Z(Cjz). In table 2-3 we can find the enhance term of each
J

method. In the formulation, the other terms effects will be different in each interpolation
method. In fact the CFR would be a smooth curve, so the higher order can get better

performance without noise effects.

(ex: Y G ELH} 1+ Y (2CiG) % ELHIELH]) = 3 (2 x ELHj ) H,)

i%j j
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However, the noise effect term (ZCjz)E[sz] will be worse with higher order
j

interpolation. So there will be a crossover in simulation with different SNR noise. We can use
the equation (2-21) to determine the crossover point with different channels.

The noise term will be dominant at low SNR< crossover point, but the other term effect
will be dominant at high SNR> crossover point. Then we can choose the better interpolation

method for different channel cases.

Table 2-2 the coefficients list

Co C1 C2 C3
Average 0 0.5 0.5 0
Linear 0 0.3333 0.6666 0
Lagrange (2 order) -0.1114 0.8889 0.2222 0
Lagrange (3 order) -0:0617 0:7407 0.3704 -0.0494

Table 2-3 the coefficients relationship

Average Linear Lagrange (2 order) Lagrange (3 order)
Z(Cjz) 0.5 0.5555 0.8519 0.6921
z 2CiCj 0.5 0.4444 0.1481 0.3078
Z 2C; 2.0 2.0 2.0 2.0
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Chapter 3 .
Channel Equalization Algorithms

In this chapter, we introduce the channel equalization algorithms, and we will show the
critical path is the complex division operation. The division model is dominant hardware cost
and power consumption in channel equalizer. So we can simplify this division model and

show the results of saving hardware cost and power consumption in later sections.

3.1  Introduction to channel.equalization

It is mentioned in Chapter 2.-In OFDM system, it will divide the bandwidth into many
subcarriers, so the channel frequency response of each subcarrier can be considered as flat
fading. Therefore, the equalization for eachrsubecarrier becomes simple in frequency domain,
and it is only a one-tap equalizer to' compensate the channel fading effects. In OFDM-based

communication systems, the received signal R[k]| can be expressed by

RIK] = S[k]- H[K]+ N[k] G-1)

Where S[k] is the transmitted signal, H[k] is the CFR, and N[k] is AWGN noise. The
estimated signal S[k] can be obtained by dividing the estimated CFR, H[k] from channel

estimation.

Sty =R
HIk] (3-2)

In related research, there was other approach via changing receiving data format to
achieve divider-free method [20]. Here, we keep up the full-time complex dividing operation
with new approach. We propose one new method to simplify divider complexity without

transferring receiving data format. In the same time, we replace the division operation by
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recurrence step based algorithm [21]. In recurrence step algorithm, it only requires an adder

(substracter) and a few registers to implement.

3.2  Motivation

In channel equalizer, it contains a complex number division. One complex division
operation includes two real number divisions. As we know, the division hardware cost is
proportional to square of word-lengths, but the signal bus needs sufficient digits to represent
receiving signals in order to get enough accuracy. In DVB-T/H system, it will provide higher
clock rate for 64Qam and Viterbi decoder. So we can reuse the hardware by raising clock rate.
Furthermore, we can optimize the saturation cases and don’t need to add word-length to get
enough decimal fractions of the quotient, Then according to multi-cycles division, we can use
the shift-subtraction structure to simplify theshatdware efficiently.

In addition, the division gate' count is.about 62.8% of equalizer, and the cycle time of
DVB-T/H systems for 8Mhz chafinels-is.about'109ns. Due to the long cycle time and the high
hardware cost of long digits dividers, we propose a low cost architecture to implement the

equivalent divider.

3.3 Proposed division scheme

First, we introduce the format notations. In complex divider, the equation can be

expressed by:
a+bi ac+bd bc—ad .
-=— —t+— ci=e+ fi
C+dl C +d C +d (3-3)

P = {2("”2_”2_1) ~ _2(’"2‘”2—1)}

Dynamic range: (3-4)

_ (my—ny—1)
Saturation point: o =120 (3-5)
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-

A

>
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(m-n) bits n bits

* S: sign bit

Fig. 3.1 The format (m, n) structure

First, we define the format (m, n) of the signed number, where m is the total bits and n is
the bits of decimal. The format structure is shown in Fig.3.1. The formats of inputs a, b, c, d,
are (my, n), and the formats of outputs e, f, are (my, ny). In this process, it will produce some
intermediate values like (ac + bd), (bc - ad), and (c; + d), which formats are (2m;, 2n,).

Since the output can only present in dynamic range P, we define saturation point a. When
the output data is out of the range P,«it’ will bersaturated at saturation point a. The complex
division includes two real number divisions with-2my bits word-length. Furthermore, in order
to get ny bits in decimal accuracy, so the dividend should shift n, bits left. The dividend
becomes (2m; + ny) bits and the divisor is (2m;) bits. And we can find in Fig.3.2, we can find
the output of single cycle division is 2m1+n2 bits which is bigger than m; bits. These bits
present the saturation cases and over design here. It needs (2m;+n;) bits subtractor. So if we

implement the divider by single cycle division model directly, the hardware will be cost high.

2m, bits n, bits
-t PP
dividend 000
2m; bits

-~
divisor
Output of single

cycle division

B T EE—

quotient

Over design here

m; bits

Fig. 3.2 The bits presentation of division
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In proposed design, the multi-cycle division, the basic concept is to separate one cycle

into many cycles and get quotient by iterative subtraction. So we can simplify the divider to
subtraction by hardware reuse and raising clock rate.

First, the procedure of proposed division scheme consists of three states [21]. In state 1,
it will detect if the result is saturated or not. If saturation occurs, it goes to state 3, else goes to
state 2. In state 2, it will do main function including subtraction operation and getting the
quotient by iterations. At last, it will output the result of division in state 3.The state diagram

is shown in Fig.3.3.

State 1
"1 detect saturation \
Next operation > Not saturated
Saturation

State 3 / State 2

output the result Y — " domain function

Fig. 3.3 The state diagram

As mention before, because of the format (my, ny) of output so we can detect that if the
result is saturated in the beginning. If the result is saturated, we can get the output
immediately. In that case, other logics will be idle for power saving.

First, we define A is the minuend, B is the subtrahend, and sub is the result of subtraction.
We determine the quotient by subtracting B from A. In this algorithm, the quotient can only
present ‘1’ or ‘0’ so if A is larger than two times of B, the quotient can’t represent. For this
reason, we must make sure that A can not be larger than two times of B in state 2.

In state 1, first we let quotient normalize to saturation point, so we let A be the dividend
after shifting (my-n,-1) bits right, and let B be the divisor. The quotient will shift back at last,

so it will not be affected. In this method, the relative position of dividend and divisor is
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exactly to get the MSB of the quotient, and we can detect the saturation case easily. We only
take one cycle for saturation detection, and we can save (2m;+n,-m;) cycles.

Here, A is the dividend >> (m;-n,-1), and B is the divisor. If A is larger than B, it will
represent that the quotient is saturation, and the quotient will be the saturation point a. If A is
smaller than B, it will make sure that A can not be larger than two times of B, and it will go to

state 2 to get the quotient. The flow of state 1 is shown in Fig.4.

A=dividend >>(m,-n,-1)

B=divisor
A4
Sub=A-B
YES @ NO
Y y
Saturation Not saturation
State 3 State 2

Fig. 3.4 The flow of the state 1

In state 2, we can use subtraction to determine the quotient q[k] is ‘1’ or ‘0’ by binary
property. Because it makes sure A can not be larger than two times of B. When A > B, the q[k]
will be ‘1’ else not, we can determine it by the sign bit of the subtraction result. If A > B, the
sign bit of sub is ‘0’ and q[k] is ‘1°, A < B, the sign bit of sub is ‘1’ and q[k] is ‘0’. We can
find q[k] is the inverse of the sign bit of sub. Then, we update A by (sub<<l) or (A<<I)
depends on the sign bit of sub to get the next bit of quotient. We can get the quotient of format
(my, ny) one by one bit through (m;-1) cycles in state 2. The flow of the main function in state

2 is shown in Fig.3.5, and the relationship between parameters is listed in table 3-1.
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Sub=A-B

l

YES @ NO

A A4
A= Sub<l1 A=A<<]
the g[k]=1 the g[k]=0
NO .
To get the Finish?
next q[k-1] YES
Go state 3

Fig. 3.5 The flow of the main function in state 2

Table 3-1,the parameter.relationship in state2

Sub>=0 Sub<0
Sign bit of sub e “1”
alk] T “0”
Remainder (A) Sub<<1 A<<]

In state 3, it is output stage. It can output the whole quotient at the last cycle of state 2,

and goes to next new division operation.

Furthermore, we should determine the clock rate of this architecture which depends on
the cycles of one operation. It will take m; cycles totally. The first cycle is for state 1 to detect
if it 1s saturation. The following (m,-1) cycles are for computing the (m;-1) bits of quotient
excluding sign bit. The sign bit can be determine before state 2. It will output the complete
quotient stably in the last cycle. So there are m; cycles needed in one operation, in other word

the ratio between clock rate and symbol rate is {l1: my}. The timing diagram is shown in

Fig.3.6. The hardware implementation will mention in section 5.3.2.
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Fig. 3.6 Timing diagram
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Chapter 4 .

Simulation and Performance Analysis

In this chapter, the overall simulation platform built for DVB-T/H system will be illustrated
first. The channel model and some other distortion source such as Doppler delay spread and
SCO model will be discussed later. Finally, the performance analysis of the proposed channel

equalizer scheme and comparison with state of the art will be performed.

4.1  Simulation Platform

In order to verify the performance of the proposed channel equalizer scheme, a complete
DVB-T/H baseband simulation platform is constructed in Matlab. The block diagram of the

overall simulation platform is shown as Fig. 4.1.

IP DVB-H
Datagram Codec
Outer nner TPS & Pilot TFFT al
MPEG2 Scrambler — Outer Coder — — Inner Coder —  Interleaver ~ —{ Mapping — A — .
| Interleaver . . Insertion (2k, 4k ,8k) Insertion
stream (in-depth, native)

Pulse Shaping
Filter

AWGN Kk— SCO §k— CFO §— Doppler (— Multipath

Resampler |—3 Pre-FFT FFT [N FFT Post-FFT Channel TPS Pilot
P Synchronization ‘Window (2k, 4k, 8k) Synchronization Estimation Extraction Remove
MPEG2 < Inner
Outer Decoder Outer Inner Decoder . De-mapping -
stream j— De-scrambler <— (RS Code) T De-interleaver (Viterbi Code) T (ilr?-z-el;ﬁﬂ:::,iire) T (Soft Decision) [ Equalization

BER Measurement
2x10°
Ip PR DVB-H
Datagram Codec

Fig. 4.1 Overall DVB-T/H platform

As shown in Fig. 4.1, the blocks with dotted line is the specific function blocks for DVB-H
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system. By adding support of 4k IFFT/FFT, in-depth interleaving, and additional TPS
information, the developed DVB-T system platform can share most of the function blocks
with DVB-H system at the same time. The platform is composed of transmitter, channel, and
receiver. A typical transmitter that receives data from MPEG2 encoder or IP datagram is
completely established. The transmitter consist the full function of FEC blocks and OFDM
modulation blocks. The coding rate, interleaving mode, constellation mapping mode, IFFT
length, and guard-interval length are all parameterized and able to be selected while
simulation. An oversampling and pulse shaping filter is added before data entering channel to
simulate discrete signal as far as continuously. The oversampling rate is also parameterized
and can be chosen according to the simulation accuracy. The roll-off factor of the
pulse-shaping filter is chosen as a normal value o =0.15 because it is not defined in the
DVB-T/H standard.

Various distortion models are adopted in the channel model to simulate real mobile
environment such as multipath fading;Doppler.spread;, AWGN, CFO, and SCO. In practically,
there are still some imperfect effects:which contain co-channel interference, adjacent-channel
interference, phase noise, and common phase error caused by imperfect front-end receiving.
However, the distortion of these imperfect effects is relatively smaller compared with
effective time-varying channel response caused by Doppler spread, CFO, and SCO. Therefore
these effects are neglected in our simulation platform.

The baseband receiver in our system platform can be divided into inner receiver and
outer receiver as Fig. 4.2 shows. The inner receiver includes all of the timing and frequency
synchronization function, FFT demodulation, channel estimation, equalization, and pilot
remove blocks. The outer receiver consists of other functional blocks that following the
de-mapping. The transmission parameters extracted by TPS decoder such as constellation
mapping mode and Viterbi code rate will be sent the relative blocks as control parameters.

Besides, the extracted TPS parameter such as guard interval length and IFFT/FFT mode
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should be checked all the time during online receiving to prevent synchronization error. Once
TPS check fail occurs, the acquisition and tracking of inner receiver must be shut down and
then restart all the synchronization schemes. As for bit-error-rate (BER) measurement, the
DVB-T standard defines quasi error-free condition, which means less than one uncorrelated
error event per hour, while the BER of the output of the Viterbi decoder is equal to 2x107*.
Therefore, in order to verify the overall system performance, the BER after Viterbi decoder

should be measured.

r T ____________ 1
I I
| TPS Decoder Mapping Code |
|_ Hierarchy Rate |
- T T T ] Alpha
Mode ), Gl i I
T | I | o
Tuner— A/D — Inner Receiver | De-mapping —— FEC decoder —— Source
| | I Decoder
| I
analog <-----> digital N —— -
! Outer Receiver
Fig. 4.2 Thebascband receiver design
Mode/GI Coarse Symbol Fine CFO
ADC Resampler | Detection ] Synchronization% Estimation
Q ¢ :
¢r
FFT CFO
FFT Window Compensator
) EII /I\SR
Coarse CFO SP Mode Pilot Channel . Outer
Estimation ] Detection B Extraction M Estimation Equalizer Receiver
F
SCO ‘o CFO | |

Tracking Tracking

Fine Symbol
Synchronization

Fig. 4.3 Functional blocks of inner receiver
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Fig. 4.3 shows the detail functional blocks of the inner receiver. The main functional
blocks consists of symbol timing offset synchronization, carrier frequency offset
synchronization, SCO synchronization, channel estimation, and equalizer, respectively. The
acquisition parts (gray color) only operate in the beginning of the receiving and then are
turned off when the tracking parts work, and the tracking parts works all the time until the
receiver is turned off or TPS check error occurs. In this thesis, we only focus on the
performance analysis of the channel estimation and equalization scheme. The detailed
discussion of other functional blocks such as timing synchronization and CFO

synchronization will be neglected in this work and can be found in [22].

4.2  Channel Model

The typical baseband equivalent channelimodel.for DVB-T/H system platform is shown
as in Fig. 4.4. The transmitted data will pass-through multipath fading, Doppler delay spread,
CFO, SCO, and AWGN in turn: The effects-of co-channel interference, adjacent-channel
interference, phase noise, and common phase' error are neglected in our simulation. In the

following sections, the detailed effect of each channel distortion will be illustrated.

Doppler |

Spread CFO SCO AWGN

e/ 1+0), |
I

\
Multipath % .
Fading Jg% Receiver

Transmitter

Fig. 4.4 Channel model of DVB-T/H system

4.2.1 Multipath Fading Channel Model
In wireless communication transmission, the multipath fading is caused by the reception

through different paths with different time delay and power decay. In DVB-T standard, two
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types of multipath fading channel model are specified [3]. The fixed reception condition is
modeled by Ricean channel (Ricean factor = 10dB) while the portable reception is modeled
by Rayleigh channel. The full 20-tap Ricean and Rayleigh channel was used with floating
point tap magnitude and phase values with tap delay accuracies rounded to within 1/2 of
duration for practical discrete simulation. The channel models can be generated from the

following equations where x(?) and y(?) are input and output signals respectively
20 A
Z pelx(t-1)

Rayleigh:  y(¢) =2 =
\/ 2P
i=1

20
pox(t)+ Y pe " x(t-1,)
Ricean: y(t) = =l (4-2)

20
\/ z pi2
5.0

where p, is the attenuation of the i-th pathy= 6, 1s the phase shift from scattering of the i-th

(4-1)

path, and 7, is the relatively delay of the i-#4 path, respectively. The detailed value of these
parameters is listed in table B.1%of [3]. The-rms delay of Rayleigh and Ricean channel is
1.4426 us (about 13 samples) and "0.4491 us (about 4 samples). From the above two
equations, we can find that the major difference between Ricean and Rayleigh channel is the
main path (the sight way). In Ricean channel, a main path is defined with the Ricean factor K

(the ratio of the power of the direct path to the reflected path) and can be expressed as

2

K="t (4-3)
Zpiz
i=l1
However, there is no main path in Rayleigh channel. Hence the received signals consist of
several reflected signals with similar power and bring serious synchronization error. The
impulse response and frequency response of the two types of channel when K=10dB are
shown in Fig. 4.5. As we can see there is a significant direct path in the impulse response of

the Ricean channel. In the impulse response of the Rayleigh channel, there is no any direct
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path and all the paths have similar magnitude. Therefore, the frequency selective fading effect

in the frequency response of the Rayleigh channel is more serious than that of the Ricean

channel.
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Fig. 4.5 Channel response of Rayleigh and Ricean (K=10dB) channel

4.2.2 Mobile channel model

In DVB-T standard, it only provides two static channel models which is described in
section 4.2.1. However, the applications in DVB-T/H systems are not only fir fix reception,
but also for mobile reception. Therefore, we refer to the channel models Typical Urban 6

(TU6) and Rural Area 6 (RA6) in GSM COST 207 project [23]. The two single-transmitter
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profiles come from the set defined by the COST 207 project (GSM transmission). The
technical specification of COST207 describes the equipment and techniques used to measure
the channel characteristics over typical bandwidths of 10~20 MHz at near 900MHz. Therefore,
the COST207 profiles are applicable to the DVB-T transmission situations. The detailed value
of these parameters is listed in table 4-1 and table 4-2. The Fig4.6 shows the TU6 model, the

Doppler spectrum filter will introduce in next section.

................................................................................................................................................................
.

Frdm DVB-T Modulator _| —
0.21s

8dB

Doppler Doppler Doppler Doppler Doppler Doppler

filter filger filter filter filter filger
o il fo +f o +o fo ’ | |+fn o -+ -fo | +p
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OO0 |l o]

C0 to C5 are Gaussian Gaussian Noise
Complex Coefficients

Y...RF to DVB-T Front-End

--------

Fig. 4.6 TU6 model

Table 4-1 Typical Urban Reception (TU6) channel model

Tap number Delay(us) Power(dB) Doppler spectrum
1 0 -3 Rayleigh
2 0.2 0 Rayleigh
3 0.5 -2 Rayleigh
4 1.6 -6 Rayleigh
5 23 -8 Rayleigh
6 5.0 -10 Rayleigh
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Table 4-2 Rural Area Reception (RA6) channel model

Tap number Delay(us) Power(dB) Doppler spectrum
1 0 0 Rice
2 0.1 -4 Ricean
3 0.2 -8 Rayleigh
4 0.3 -12 Rayleigh
5 0.4 -16 Rayleigh
6 0.5 -20 Rayleigh

4.2.3 Doppler spectrum types

Delay DoppléF*Atienuation
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Fig. 4.7 Doppler spread model
A. Pure Doppler
In DVB-T/H system, the reception ability in mobile environment is necessary. Hence a
mobile radio channel including Doppler spread must be constructed. A simplified Doppler
spread model is shown in Fig. 4.7 [24]. In the beginning, we assume a channel with a known
and fixed number of paths P such as Rayleigh or Ricean with a Doppler frequency f*,
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ig(k)
(k)e./H (k

attenuation p , and time delay 7*’. All the parameters are fixed as described in

section 4.2.1 except the Doppler frequency. Since each path has its own Doppler frequency,
the decision of the statistic distribution of f, is very important. There are two commonly
used Doppler frequency PDFs, uniform and classical, where the former exploits uniform
distribution to model Doppler spread, and the later uses Jake’s Doppler spectrum [25],
respectively. The PDF of the Jake’s Doppler spread can be expressed as

1

f;l 2
. N [
s (2]

After transformation of random variable, each f, can be obtained by the following equation

p(f)= , where | £, < £ (4-4)

S, =cos2r-rand (1)) f, . (4-5)
The type of Doppler spread (uniform or Jake’s) affects the system performance enormously.
Because each path gets different. f, 'in each’simulation case with different f, ., the value

of f,... should be fixed for each simulation and comparison.

B. Rayleigh fading

In wireless communication, the multi path effect will cause the frequency selective fading
problems. If the transmitting environment is without the main direct path, according to central
limit theory the amplitude will be Rayleigh distribution and the phase will be uniform
distribution. So here we based on the Jake’s model to simulate the Doppler effects, in concept,
the Jake’s model will produce the complex signal with the same statistic characteristics
[25-27].

Simulating a multipath fading channel often requires the generation of multiple
independent Rayleigh faders which can be modeled as complex-valued random processes.
Ideally the Rayleigh faders should conform to the following criteria. First, the real (or

in-phase) and imaginary components of each fader are zero-mean independent Gaussian
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processes with identical power spectra or auto-correlation functions. As a result, the envelope
is Rayleigh distributed and the phase is uniformly distributed. Second, the cross-correlation
between any pair of faders should be zero. Rayleigh fading waveforms can be generated
deterministically or statistically. The Rayleigh Doppler spectrum generator is shown in Fig.
4.8. The Rayleigh fading Doppler spectrum is generating by Jake’s model which Doppler
frequency is 100Hz is shown in Fig. 4.9.

Dopplerispectrum

NN\ e

AWGN » Doppler filter p————

AWGN »  Doppler filter

Fig. 4.8 Rayleigh Doppler spectrum generator
Rayleigh Fading Spectrum
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,Power Spectrum Density (dB)
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Fig. 4.9 Rayleigh fading Doppler spectrum by jake’s model

42



C. Rice fading

The Rice fading spectrum is similar to Rayleigh fading spectrum, but there are one direct
path between the transmitter and the receiver. This direct path with Doppler effects is like
pure Doppler spectrum, but the other path is similar to Rayleigh fading spectrum.

The Rice fading Doppler spectrum is generating by Jake’s model which Doppler

frequency is 100Hz is shown in Fig. 4.10.

Rice Fading Spectrum

Doppler Frequency : 100Hz

,Power Spectrum Density (dB)
© & LA D N
L =2 < < 9

N
o
(=)

-120¢

-400 -300 -200 -100 0 100 200 300 400
Frequency (Hz)

Fig. 4.10 Rice fading Doppler spectrum by jake’s model

4.2.4 Additive White Gaussian Noise (AWGN)

The additive white noise is added after multipath fading channel. The SNR in frequency

domain is defined by : SNR = £s _ Es2
N, 2o

In this equation, Es is the energy of subcarrier, Ny is the AWGN power density, and the o” is

the variance of AWGN. Therefore, the signal in real part and in imaginary part should be
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added AWGN which variance is : o} = O'é _ 1 _Es
N 2xSNR

N is the size of FFT in OFDM system.

4.2.5 Carrier Frequency Offset and Sampling Clock Offset model

The detailed signal model of CFO is already described in section 2.1.1 and will not be
discussed repeatedly in this section. The model of SCO is built based on the concept of sinc
interpolation. The input digital signals can be exploited to interpolate the intermediate value
between two successive samples by using the shifted value of sic function. Assume that the
sampling period is 7, and SCO is ¢ . Then the sampling phase can be represented as

nT, +nd . The resulting signal after ADC can be expressed as

Fape (nT)) =r(nT)) *Sinc(nTsT;ng)
= i r(nf —kTs)-sinc(k+’;—§) (4-6)

where 2N +1 is the taps of the-FIRnterpolator, £ 'is the sampling point index, r(-) is the

received signal with perfect sampling, r,,.(-) is the received signal while SCO is ¢,

respectively.

4.3  Performance Analysis

The performance analysis of the proposed channel estimation scheme is illustrated in this
section. Except the verification of the proposed algorithms, some performance or
computational complexity comparison between different methods and proposed scheme will
be made too. We introduced the proposed channel estimation algorithm in chapter 2. The
proposed scheme is depicted in Fig. 2.3. First, we do the channel estimator for pilot signal,
second, we do the transform domain processing finally do the interpolation process. First we

discuss the interpolation process result, then discuss each block finally make the overall

44



system performance. The simulation environment is 2k mode, GI=1/4, 64-Qam, code rate=2/3.
A good compromise between bandwidth efficiency and robustness is 64-QAM with code rate
2/3 (mode used in UK). Furthermore, the performance of the overall system is based on the
quasi-error free. The quasi-error free (QEF) condition which is corresponds to 2x10™* BER

after Viterbi decoder will be the system performance target.

4.3.1 Interpolation in frequency domain

After interpolation in time domain between scattered pilots, we can get estimated CFR
every three subcarriers. Here we will make simulation results to verify the algorithm
mentioned in section 2.5.2.

Fig.4.11~Fig.4.13 are the simulation results of the different interpolation methods under
different channel condition. First we use static channel (Gaussian, Ricean , Rayleigh) which
are specified in DVB-T standard [3] to compare.the MSE results. Here we use the MSE

criterion to discuss the performance of the-frequency interpolators.
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Fig. 4.11 MSE of different frequency interpolator in Gaussian channel
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Ricean channel awgn only
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Fig. 4.12 MSE of different frequency interpolator in Ricean channel
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Here, we define the MSE is the sum of MSE expectation at all subcarriers which is expressed

by

N —~
ZE(Hk _Hk)2
MSE =+ (4-7)
N

where N is the total number of subcarriers. Here we use 2k mode for explanation, in 2k mode
we can get estimated CFR every three subcarriers after time interpolation. So there are only
1705 subcarriers and 569 (1705/3) subcarrier is estimated by time interpolation. Here they are

the same in every interpolation methods which MSE is the ZVAR_sample term in (4-8).

k=p

So the MSE (4-7) becomes to (4-8), where p e{1:3:1705} which are total 569 subcarriers.

MSE =Y VAR _sample+  E(H, —H,), p €{1:3:1705} (4-8)

k=p k#p
In Gaussian channel, the CFR is onlyzéffect' by,AWGN noise. Furthermore, the CFR is the

same at every subcarrier (4, =1, so we can use, this AWGN to verify the noise term effects
in different interpolation method: From equation (2-21), the MSE can be reduced to (4-9).
MSE = E{| H — H, ['} = E{| (3, G % (] + N))) — Hy '}

J

= (L GEIN’1+ 2, G ELUH* 1+ 3 (2CiCj x E[HIELH}1) = > (2Cj x E[Hj))x Hy + H,’

i#] J

Gaussian _channel >(Z CvJZ)E[]VJZ] + (z Cj2 + z 2CZC'] _ Z 2C’J + 1) (4_9)
J J

i#j J

So we can find (ZCj2+z2CiCj—z2Cj +1) are zero in each interpolation methods
j

% J
which are listed in Table 2-3. So the MSE of each subcarrier becomes to (4-10).

MSE = E{| H - H, ' = QG EIN)’] (4-10)

So the MSE of Linear interpolation is expressed by

MSE _linear = ZVAR_sampleJr ZE(FIk -H))
Py k= p (4-11)
=569x E(N*)+1136x0.5555x E(N*)=1200x E(N?)

The MSE of cubic interpolation is expressed by
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MSE _ cubic = ZVAR_sample+ZE(1:Ik -H),)
(4-12)

=569x E(N*)+1136x0.6921x E(N*)=13552x E(N?)

So the gap between linear interpolation and cubic interpolation is 0.52dB. (4-13)

MSE  cubic = MSE _linear x 11325(;02
1200 | (+13)
ap =—-10log,,(————) =0.52dB
gap g10(1355.2)

In Fig. 4.11, we can find the simulation results can be proven the noise effects will enhanced
by different interpolation methods, which is mentioned in section 2.5.2. In Fig. 4.11 we will
find there are only AWGN noise effects, so there is no crossover point, even at high SNR
region. The performance is AVG > Linear > Cubic > Second-order > Parabolic.

In the other channel types we can still use the MSE criteria to calculate the cross point
between linear and cubic interpolatien” methods. From simulation results, we can find the
crossover point is at about SNR=46.5dB :in Ricean channel (Fig. 4.12), and at about
SNR=38.5 dB in Rayleigh channel (Fig. 4:13). The crossover points are all in the high SNR
region, but the system requiremént. QEF are about less than 30dB [3]. Fig. 4.14 is the
simulation results under dynamic channel environments. We can find the uncoded BER are
almost the same in each frequency interpolator. In Ricean, Rayleigh, TU6 channel model, we
can find the linear interpolator is the best.

So the Linear interpolation in frequency direction is the proper choice than the other

interpolation methods which mentioned in section 2.5.2.
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Fig. 4.14 Comparison different frequency interpolator in dynamic channel

4.3.2 Interpolation in time domain

Fig. 4.15 ~ Fig. 4.16 are the simulation results of different time interpolators under
different Doppler effects and channel models. In Fig.4.15 we use 2k mode, 64Qam, GI=1/4
and Doppler frequency are 0, 50, 70 Hz under Rayleigh channel. In Fig.4.16 we use 2k mode,
16Qam, GI=1/4 and Doppler frequency are 60, 90 Hz under TU6 channel. The solid line is the
linear interpolation method, and the dashed line is the 1*-order extrapolation methods which
are mentioned in section 2.5.1. Furthermore, the BER performance achievement is based on
the uncoded BER equal to 107

From the simulation results we can find the 1* order extrapolation is much worse than
linear interpolation method, although 1* order extrapolation can save large memory for three

OFDM symbols. Cost is trade off to the performance. Table 4-3 and Table 4-4 show that the
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1* order extrapolation equalizers can tolerant Doppler frequency 60Hz under dynamic
channel. Though 2.5dB to 5dB SNR losses compared with linear interpolators, but 78%
storage can be saved by using 1*-order extrapolation.

We can find the performance is much sensitive to the interpolation in time directions.

However, for mobile reception, we still propose the linear interpolation in time direction.

Time domain interpolator

10 ‘ ‘ ‘ ; ‘
::::::::::ﬁ:::::::::i::::::::: —E— Linearwithoutdopp|er
\_ . i |-t} 1storder without doppler
D e Z; ,,,,,,,, ] —©- Linear with doppler=50Hz ||
ANl - ] -6 1st-order with doppler=50Hz ||
~~~~~~~~~~~~ Linear with doppler=70Hz

uncoded BER

coderate=2/3. I I N I
Guard interval: ﬂ/4 3 3 3
10° | | | | |
22 24 26 30 32 34

28
SNR(dB)
Fig. 4.15 Different time interpolator under Rayleigh channel

Table 4-3 Comparison on performance and cost under Rayleigh channel model

Time interpolator | Doppler range SNR loss * Storage requirements(2K)
1*-order 60 2.5 dB@55Hz 1138 carriers
Linear >80 0dB 5115 carriers

(* compared with linear interpolator)
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Time domain interpolator
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Fig. 4.16 Different time interpolator under TU6 channel

Table 4-4 Comparison on performance and cost under TU6 channel model

Time interpolator | Doppler range SNR loss * Storage requirements(2K)
1*-order 60 6 dB@60Hz 1138 carriers
Linear >90 0dB 5115 carriers

(* compared with linear interpolator)

4.3.3 Transform domain processing

In section 2.4 we use transform domain processing to implement the low pass filter [11].

The transform domain processing is depicted in Fig. 2.11. There are an M-point FFT, and

need to decide the cutoff frequency p.. In fact, we can do the transform domain processing
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after interpolation in time direction, so we can get better accuracy. In 2K mode, there are only
142 (1705/12) CFR for scatter pilots, and we can get 568 (1705/3) after interpolation in time
direction. So the resolution is increasing, but more point FFT we need.

Furthermore, the cutoff frequency p. of the transform domain low-pass filter is an

important parameter that affects the accuracy of the channel estimation. Therefore the p. can

be determined from (2-13). The energy ratio R is suggested by [11],R €[0.9,0.95].

Fig. 4.17 shows the simulation results of different R €[0.8,0.85,0.9,0.95] under static

channel, and Fig. 4.18 shows the simulation results under dynamic channel. Here we can find
the best performance is R=0.9 and it can get 0.25 dB in static channel and 0.2dB in dynamic
channel. However, it needs a 568 point FFT and IFFT in 2K mode, but the hardware cost is

very high. So this method is not efficient in DVB-T/H systems.
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Fig. 4.17 Performance between different R under Rayleigh channel
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Fig. 4.18 Performance between different R under TU6 channel

4.3.4 Channel estimator for pilot signal

We proposed an adaptive channel estimator for pilot signal in section 2.3. The adaptive
weights for estimator in (2-8) are based on MSE criterion in (2-9). Here, we based on the low
hardware cost issue, so we assume the weights S € {0,0.25,0.5,0.75} four kinds. In equation
(2-9), we rewrite it again in (4-14). There are two parameters E(D? and E(N¥/X?) are
estimated roughly by a simple algorithm, and the implementation methods are described in
next Chapter 5.2.
MSE = E(H, - H,)’
= E(D,(1- B)B+D,°) + E()A;—z)[(l—ﬂ)z +(1-p) B+ B (4-14)
222D p(DY)[ 2+ 28 +ﬂ4]+E()]\(]—i)[l—2ﬂ+2ﬂ2 —28°+2p"]

In this section, we show the simulation results between fixed weights [14-16] and
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proposed estimator with adaptive 4 kinds of weights € {0,0.25,0.5,0.75} . We list the
simulation results of static channel and dynamic channel under different frequency effects on
table 4-5. Furthermore, Fig. 4.19.~Fig.4.21. show the performance between different . We
can find the $=0.75 is the best choice in static channel without Doppler effects. As Doppler
increasing, the time dependency of channel is less, so the performance will be better with
lower . However, the channel can’t be static, so if we fix  to some value, we can find that,
when channel with high Doppler frequency effects, the performance will degrade seriously.
But in proposed adaptive B estimator, it will let B equal to zero which only use the current
symbol information without the previous symbol information. Therefore, it will not to
degrade the performance when channel with high Doppler effects.

From simulation results, we can find the proposed estimator could select the proper [ at
each subcarrier. Here, we will show the performance of the overall system. We list the
required SNR for QEF condition-which corresponds to 2x10™* BER after Viterbi decoder. We
can find in the proposed estimator method.-we-can achieve f; = 70 Hz under Rayleigh channel
and fy = 150 Hz under TU6 channel:

From table 4-5, we can find the proposed method can gain 0.3dB in Ricean channel
under Doppler frequency 30 Hz, 0.2 dB in Rayleigh channel under Doppler frequency 10 Hz,
and 0.2dB in TU6 under Doppler frequency 60 Hz. So the proposed adaptive estimator can
get a little improvement under middle Doppler frequency effects environment, it can’t

degrade the performance in high Doppler frequency effects.

56



s be0
********* T A b=0.25
777777777 T b=0.5
SSSCCFCCCCSSZZDZZZSSZZZZEZZZZZZZZEZZS b=0.75 H
LTSS ooorooooooooio-f % adaptiveb

(RS SSZZSZEEEEEZZZZZEZZZZZZEEIZZiiiy
&io3EEEEEEEEE*EEEEEEEEEEEEEEEEEEEE, SCEEE R
e e s S bbb

10_4EEEE:EEEE7EEE:EEEEE:EEEEEEEEfffffffff:§§§::57:755555555::

106;;zzzzzzz—zzzzzzzzzzzzzzzzzzzzzzzzzzz—iiEEEEEE—EE 77777

10°

14 15 16 17 18 19 20
SNR(dB)
Fig. 4.19(a) Performance under static Ricean channel
6 Ricean with Doppler 70Hz
U e e s e T
e il R &
PSSSSSIIIITIIITIIIOTIIIIIIIINIIIIIIIIIII) o b0
1 ! ! ! —— b=0.5
10 : -1 o b=0.75
b ---T== -%-- adaptive b
s
nd 10_3555555555 7777777777777777777 2
L B R S
m I e v NG e
104,,,,,,,,,,,,,,,,,,,,:::::::::::::::::%Eiiiiizifii:fiiiiz
107 - ,,,,,,,,,,,,,,,,,,% ,,,,,,,,,,,,,,,,,,
10° 1
16 20 21 22

Fi

SNR(dB)

ig. 4.19(b) Performance under Ricean channel with 70Hz Doppler
57



BER

Rayleigh

107 — ‘
- _ i1 _ oI -----Z-Z-Z1iZ--1 b=0
S S S b=0.25
ffffffffffffffffffffffffffffffffff b=0.5
b=0.75
———————————————————————————————————— adaptive b
e R e e
fffffffffffffffffffffffff 7dB
10_4:::B,ay,l,elg:h&h,air!‘g,eJ::::::\:::::::: 7]::::::::::
:::Dbﬁﬂél’ﬁ?ﬂﬂﬁ@iﬁ@iﬂifffffff ST et
:::,CD:GSIel[a]]Dﬁ::54,Qa::::::‘,::::,,‘ ]
---coderate=2/3--------- S e 2
----Guard-interval: 1/4 -~ P roo--oo- SRRRREEEEE f
22 23 24 25 26 27 28
SNR(dB)
Fig. 4.20(a) Performance under static Rayleigh channel
10" Rayleigh with Doppler 70Hz
;EEEEEEEEEEEEEEEEEEEE%EEEEEEEEEEEEEEEEE: = b=0 H
e N L
AL TTmiTTmmrmmmntTTo| e adaptiveb g
107D e
10_377777::7:::L::7:::::::7:::::::,7:]::::::::::::::::::::::::
:::R,airelﬂhﬁhﬂﬂﬂﬁli R e T S
:::Dﬁpme}ffm;quéﬁcy 70Hz " S~ o
,,,C,Qns?te][at[drjiiiﬁé Qérﬁ:::j:::,::":::::
__coderate=2/3 . . T
Guard mterval 1/4 1 1
-4 | | | |
1022 24 26 28 30 32
SNR(dB)

Fig. 4.20(b) Performance under Rayleigh channel with 70Hz Doppler

58



Dynamic channel
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Dynamic channel
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Table 4-5(a) Comparison on performance between different 3

Ricean channel with different Doppler effects: 2K mode, 64Qam, code rate=2/3, GI=1/4

required SNR (dB) for BER=2x1 0* after Viterbi

Doppler(Hz) p=0 p=0.25 B=0.5 p=0.75 Adaptive B | Gain (*)
0 18.5 18.35 18.15 18.05 18.1 0.4
10 19.15 18.8 18.75 18.85 18.75 0.4
30 19.62 19.38 19.45 22.2 19.32 0.3
50 20.14 21.5 NA NA 20.14 0
70 20.5 20.9 NA NA 20.5 0

(* compared to p=0 , NA : can’t achieve BER=2x10"")
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Table 4-5(b) Comparison on performance between different 3

Rayleigh channel with different Doppler effects: 2K mode, 64Qam, code rate=2/3, GI=1/4

required SNR (dB) for BER=2x10"* after Viterbi

Doppler(Hz) =0 p=0.25 p=0.5 B=0.75 Adaptive B | Gain (*)
0 25.95 25.5 25.3 25.2 25.25 0.7
10 28.2 28 NA NA 28 0.2
30 29 40 NA NA 29 0
50 29.65 NA NA NA 29.65 0
70 31.5 NA NA NA 31.5 0

(* compared to p=0 , NA : can’t achieve BER=2x10"")

Table 4-5(c) Condparison on performance between different 3

Dynamic channel (TU6) with different Doppler effects: 2K mode, 16Qam, code rate=1/2,

GI=1/4 required SNR (dB) for BER=2x10" after Viterbi

Doppler(Hz) =0 p=0.25 p=0.5 B=0.75 Adaptive B | Gain (*)
10 16.2 15.7 15.8 15.95 15.7 0.5
30 16.55 16.45 16.3 16.4 16.3 0.25
60 18.2 18 NA NA 18 0.2
90 18.5 19.4 NA NA 18.5 0
150 21 NA NA NA 21 0

(* compared to p=0 , NA : can’t achieve BER=2x10"")
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Chapter 5 .

Architecture and Implementation

In this chapter, the platform based design methodology will be introduced first. Then the
architecture of the implemented DVB-T/H receiver will be illustrated. The architecture of the
proposed channel equalizer design, hardware synthesis information and chip summary will be

shown in the following sections.

5.1  Design Methodology

The trend of IC technology 'is towards: to- System-on-Chip (SoC). System-level
simulation becomes very important in today’s design flow. Our design methodology from
system simulation to hardware implementation can'be shown in Fig. 5.1. First, the system
platform and channel modals should be established according to the system specification with
MATLAB language, which ensures the design in the practical condition. Algorithm research
and architecture development of each function block should be verified in the system platform
to ensure the whole system performance. Fixed-point simulation is applied before hardware
implementation to make the trade-off between system performance and hardware cost. In
hardware implementation, the Verilog HDL modules are verified with the test benches
dumped from the equivalent Matlab blocks to ensure the correctness. Finally, once the
verification between HDL modules and fixed-point MATLAB platform is finished, the HDL
based platform will be synthesized and translated to circuit level by place and route (P&R)

tools.
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Fig. 5.1 Platferm-based design methodology

5.2 Architecture of the DVB-T/H Baseband Receiver[28]

Based on the 2x1D linear interpolation channel estimation scheme and other low power
designs such as high speed FEC decoder and dynamic scheduling FFT processor [29], a
DVB-T/H baseband receiver is implemented and tapped out in Jun. 2005. The detailed
structure in OFDM demodulator is shown in Fig.5.2. In the initial phase, the timing
synchronizer estimates Operation Mode (2K/4K/8K), Guard Interval length, and symbol
boundary with auto-correlation and power detection. Then the received signal is sent to FFT
and the CFO integer is estimated with a monitor of frequency-domain signal drift. The FFT is
realized with radix-8 butterfly units, a dynamic wordlength-scaling (DWC) method, and a

cache-based architecture to provide 2K/4K/8K modes with less memory power. After FFT
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operation, both time-variant CFR and CFO are estimated and tracked by a 2D linear EQ. The
equalized signal is sent to symbol deinterleaver. Different from the general approaches, the
symbol interleaving is done before QAM demapping. That is because the developed 64-level
QAM soft-demapping is designed with a 24-bit input and a 36-bit output to achieve low BER
of DVB-T/H. After the de-QAM constellation, the clock rate is raised up to six times of the
original data rate to satisfy the bit-level calculation. In DVB-T/H system, different channel
bandwidths will correspond to different clock rates. The highest clock rate of the received
data is about 9MHz when the 8MHz channel bandwidth is utilized. In order to assure that the
implemented chip can work in such condition properly, the basic clock rate of the synthesis
result is set at 11MHz.

Power profiling and die photo of the proposal implemented in standard 0.18um CMOS
process is shown in Fig.5.3 and Fig.5.4 respectively. Furthermore, chip summary is listed in
table 5-1. A 109.71MHz system-clock is referenced to provide the working clocks with the
frequency division method. Integrating-OFDM demodulator and FEC designs, the proposed
DVB-T/H baseband receiver consumes.250mW power for the highest data rate 31.67Mb/s

with 70Hz Doppler frequency tolerance.
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'._Tablp §:-i:-éhip summary

Process N - ._‘.':':-0.18um CMOS, 1P6M
Logic Gate Count ‘i iii
(Excluding SRAM) 37K
Embedded Memory Size 158 K bytes
Package 208-pin CQFP
Die Size 6.9 X 5.8 mm2
Input Clock Speed 109.71 MHz
Supply Voltage 1.8V Core, 3.3V 1/O
Power Consumption 250mw@31.67Mb/s with 70Hz Doppler freq.
Supporting Standard DVB-T/DVB-H
Operation mode 2K, 4K, 8K
Guard Interval ratio 1/2,2/3, 3/4, 5/6, 7/8
Modulation QPSK, 16QAM, 64QAM

66




5.3 Architecture of Channel Equalizer

In this section, the detailed architecture of channel equalizer scheme will be illustrated.
First, we show the proposed estimation architecture which based on the existing hardware
cost and take a little additional cost, which can get about 0.3 dB gain. Second, we modified
the equalization architecture, and we can save a lot of hardware cost and power in division
model. Finally, we will show the hardware comparisons between proposed method and the

implemented DVB-T/H receiver chip which is tapped out in Jun. 2005 [28].

5.3.1 Channel estimation architecture

In this section, we will introduce the. hardware architecture for proposed estimation
scheme. The performance and cost are traderoff, so here we proposed efficiency structure. In
section 2.3, the adaptive channel estimator for pilot signal will get about 0.3 dB gain below
30Hz Doppler effects. The simulation-results-of rough estimation for E[D?] and E[N*/X?] are
listed in section 4.3.4. Here we will introduce the rough estimation and it only takes few
hardware cost. Furthermore, the transform domain processing [11] is not efficiency in
DVB-T/H applications. Because, it needs take 568 points FFT and IFFT in 2K mode and only
gain smaller than 0.2 dB which mentioned in section 4.3.3. Here, we will introduce the
architecture of 2x1D linear interpolation with proposed adaptive channel estimator.

Fig. 5.5 shows the architecture for 2x1D linear interpolation. Consider 2K mode, there
are 3x1705 RAM for storing three OFDM symbols to implement the non-causal property, and
569 RAM for storing previous pilots. Linear interpolation can only use shift and adder based
method to implement, so the hardware cost is low. In this architecture, we can find the cost is
dominant by memory. The critical path and combinational cost are dominant by complex

division operation. We will propose the modified architecture for complex division by low
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cost and low power issue.
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Fig. 5.5 The architecture for 2x 1D linear. interpolation channel equalization

Based on the Fig. 5.5 channel estimation architecture, Fig. 5.6 shows the estimation for
E[N*/X?], we estimate the noise variance by continuous pilots. We take all continuous pilots
in memory, so there are 4x45 samples (45 CP subcarriers in 2K mode). We calculate each
variance by four samples of CP sub-carrier, and then we average the E[N/X’] to get the
rough estimation for E[N*/X?]. The ideal value for E[N*/X?] is 102" pecause of the
boosted pilots amplitude +4/3. The E[D;’] is estimated by the previous three samples at SP
sub-carrier, and we calculate the variance of these tree samples to be estimation for E[Dy’],
which shows in Fig. 5.7. Based on the MSE (2-9) we can simplify it to (5-1).

MSE = E(H, - H,)’
— 222D (D)) B+ 25 +ﬂ4]+E(f{—z)[1—2ﬁ+2ﬁ2 —28°+2" | (5-1)
N2

S)xC2

= E(DIZ)XCI'FE(X—
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In (5-1), the Cl and C2 are constants for #€{0,0.25,0.5,0.75}, so we can save the

coefficients into registers in advance. The coefficients are listed in table 5-2. The adaptive

estimators for pilot signal architecture is shown in Fig. 5.8. In Fig. 5.8, the hardware

architecture, we can find the additional hardware cost are the E[N*/X*] and E[D?] detection,

one MSE comparator, several MUXs , shifter and adders, which are all combinational logic.

Furthermore, the SP distance is 12 sub-carriers, which means, we can make one f3; every 12

received-data, so the hardware can be reused by efficient scheduling. In addition, the

performance is mentioned in section 4.3.4.
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Table 5-2 Coefficients table for C1 and C2

B 0 0.25 0.5 0.75
Cl 0 0.0977 0.5625 1.7227
C2 1 0.6016 0.3750 0.4141

C2
E[N?%/X?] detection

E[D;*] detection

Y Vv ¥
Comparator

tttta (find Min MSE)
X1 | Interpolation
- in Time direction
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Input -
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(4K and 8K the memory storage
o
are 2X and 4X) p= o utput

Critical Path

Fig. 5.8 Architecture for proposed estimation

5.3.2 Channel equalization architecture

The hardware architecture of the proposed channel equalization is shown in Fig. 5.9. In
the proposed algorithm, the hardware consists of one (2m;) bits subtractor, and (2m;+ m;) bits
registers. One register updates the minuend every cycle. The other register is for keeping

output stable. The minuend is selected from the dividend after shifting (m,-n,-1) bits right,
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(A<<1), and (sub<<1) (the result of subtraction) by MUX1 and MUX2. The subtrahend is the
divisor. The control signals of MUX1 and MUX2 are depends on each state and sign bit of
sub. The g/[k] is inverse of the sign bit of sub. Furthermore, the g/k] is one bit output per cycle,
so it will through an S/P after m; cycles to become an m; bits output. The ratio of working

clock rate and symbol rate is {1:m,}.

UUXI
dividend : 2my

Shift (my- np- 1) right

2m; bits
register

@ HD_A

Working CLK m OUT P
%, r
my bits .
2m B register Working CLK
divisor
Working CLK

Fig. 5.9 Hardware architecture for proposed channel equalization
According to implementation loss is less than'0.15dB in equalization, we define the input
and output formats are (12, 10) [28].“So.we.-need-12 cycles for one division operation.
Furthermore, in DVB-T/H system, ‘because of 64-Qam, it will provide a 6 times clock rate
(about 54.8 Mhz) for Viterbi decoder in general design. In our design, because of other
function needed, it already provides a 12 times clock rate (about 109MHz). Here we provide
two structures for comparisons. One is 12 cycle architecture, and it is the proposed design in
paper. The other is 6 cycle architecture, but it still needs 12 cycles for one symbol division.
The clock rate is not fast enough, so we can execute parallel to achieve enough through put.
Here we can double the hardware and add some muxs to achieve the throughput.
The 12 cycle architecture is shown in Fig. 5.10, and the 6 cycle architecture is shown in

Fig.5.11.
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Fig. 5.11 Proposed architecture for 6 cycle
The timing diagram of these two structures is shown in Fig. 5.12. We can find the output
latency is one symbol in 12 cycle architecture, but the latency is two symbols in 6 cycle
architecture. We can find each operation is twice times in 6 cycle architecture. But it can be

chosen by HD_A and HD_B. So it is still serial in and serial out.
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Fig. 5.12 Timing diagram

The synthesis results and gate-level simulation results by Prime-power with UMC
0.18um cell library of divider model are shown in Table 5-3. In this table we can find in our
proposed design the hardware cast,can be saved 90.5%, even in 6 cycle architecture, it still
can be saved 81% of the original-design. Furthermore,-the power consumption can be reduced
59.9%, and it still can be reduced 159%.1n_6, cycle architecture. And the functions are
consistent in three cases.

In Table 5-4, it shows the improvements ratio in the equalizer. We can find the hardware
ratio of dividers in equalizer. In original design, division gate count is 62.8% of equalizer. In
proposed design, we can find the division gate count is 13.9% of equalizer. So the equalizer
gate count can be reduced to 43% of original design. The hardware cost is saved by 57% and

power is reduced by 17% in equalizer.

73



Table 5-3 Synthesis and gate-level simulation results

Divider architecture Single cycle division 6 cycles 12 cycles
model (proposed in paper)
Clock rate 9.1 (64/7) Mhz [1] 54.8 Mhz 109 Mhz
Clock period 109 ns 18.16 ns 9.08 ns
Gate count (*1) 5901 1122 564
(561 x2)
|Gate count ratio of original} 100% 19% 9.5%
design
Power per symbol (*2) 2.184 mW 0.686 mW 0.658 mW
(0.343 mW x 2)
Power ratio of original 100% 31.4% 30.1%
design
Table 54 Comparisons for, cost and power
Equalizer Gate count Power consumption
(excluding SRAM)
Proposed design 8103 14.92 mW
Original design[28] 18777 17.98 mW
Improvements ratio 57% (10674) 17% (3.06 mW)
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Chapter 6 .

Conclusion and Future Work

After the algorithm and performance analysis, the proposed low complexity adaptive
weight channel estimator for pilot signal can improve the performance 0.3dB under dynamic
channel with Doppler 60Hz. Furthermore, it will not degrade the performance, but the fixed
weight estimator will failed in high Doppler effects.

In choosing interpolation methods, we analyze the noise term effect between polynomial
interpolation methods. In noise floor region, high order interpolation methods will get better
performance. However, we should focus on the QEF region. We can find the linear
interpolation will better than cubic interpolation in"QEF region under channel which specified
by standards.

As we know the dividers cost arexdominant.the equalizer cost. The area and power can be
further saved by exploiting add-shift divider structure. The modified division structure will
save 90.5% hardware cost and 59.9% power consumption in divider itself. The hardware
saved by 57% and power reduced by 17% in equalizer. Furthermore, this method can be used
not only DVB-T/H system, but also the system which working clock rate is not the critical

design issue.
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